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COMPONENT-BY-COMPONENT CONSTRUCTION OF GOOD
INTERMEDIATE-RANK LATTICE RULES*

F. Y. KUOT AND S. JOE}

Abstract. It is known that the generating vector of a rank-1 lattice rule can be constructed
component-by-component to achieve strong tractability error bounds in both weighted Korobov
spaces and weighted Sobolev spaces. Since the weights for these spaces are nonincreasing, the first
few variables are in a sense more important than the rest. We thus propose to copy the points of
a rank-1 lattice rule a number of times in the first few dimensions to yield an intermediate-rank
lattice rule. We show that the generating vector (and in weighted Sobolev spaces, the shift also) of
an intermediate-rank lattice rule can also be constructed component-by-component to achieve strong
tractability error bounds. In certain circumstances, these bounds are better than the corresponding
bounds for rank-1 lattice rules.
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1. Introduction. The d-dimensional integral
L) = [ f@ds
[0,1]¢

may be approximated using rank-1 lattice rules. These are equal-weight rules having
quadrature points belonging to the set

(GREm

Here z, known as the generating vector, is an integer vector having no factor in
common with n, and the braces around a vector indicate that we take the fractional
part of each component of the vector. It is shown in [14] that every lattice rule may
be written as a multiple sum involving one or more generating vectors; the minimum
number of generating vectors required to generate a lattice rule is known as the “rank”
of the rule. Besides rank-1 lattice rules involving just one generating vector, there
exist lattice rules having rank up to d. More information about lattice rules may be
found in [11].

The construction of rank-1 lattice rules for integrands belonging to weighted Ko-
robov and weighted Sobolev spaces has been studied in various papers. These weighted
function spaces are tensor product reproducing kernel Hilbert spaces. Recall that a
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quasi-Monte Carlo (QMC) rule
1 n—1
(1.1) Qnalf) = ng(w
i=0
is an equal-weight quadrature rule with the quadrature points chosen in a determin-
istic way. The “worst-case error” of a QMC rule in some Hilbert space Hy is defined
to be

en,d(@n,a, Ha) := sup{|Qn.a(f) = La()] : [ fllm, < 1. f € Ha},

and the initial error is

eo,d(Ha) == sup{|La(f)| : [ fllz, <1, f € Ha}.

Following the analysis by Sloan and WoZniakowski in [16], the integration problem is
said to be “strongly QMC tractable” in the Hilbert space Hy if the minimal number of
function evaluations n in a QMC rule (1.1) needed to reduce the initial error eq q(Hq)
by a factor of £ > 0 is bounded by a polynomial in e~! independently of d.

In [15], a component-by-component algorithm was developed for constructing
rank-1 lattice rules in unweighted Korobov spaces. The algorithm was later extended
to shifted rank-1 lattice rules (see [12]) in weighted Sobolev spaces, and the rules
constructed achieve strong QMC tractability error bounds. Both these constructions
assumed that n, the number of quadrature points, was a prime number. The con-
struction was later generalized in [10] to rules with a composite number of points.
Construction of rank-1 lattice rules in the randomized setting has been considered in
[13]. Recently, it was shown in [9] that the constructions achieve the optimal rate of
convergence in the corresponding function spaces.

Lattice rules constructed in this manner are “extensible” in terms of the dimension
d; that is, if further dimensions are needed at a later stage, the additional components
can be constructed with the existing components kept unchanged. However, if more
points are required, then the rules need to be reconstructed from scratch. A recent
work [4] showed the existence of good rank-1 lattice rules that are extensible both in
terms of the number of points n and the dimension d, but the proof is nonconstructive.

We are interested in “copying” rank-1 lattice rules. Since the weighted function
spaces of interest have nonincreasing weights, the first few variables are in a sense more
important than the rest. Therefore, it would seem intuitive to copy the points in the
first few dimensions. Thus we may copy an n-point d-dimensional rank-1 lattice rule
¢ times in each of the first r dimensions, where ¢ > 1, ged(¢,n) = 1, and 0 < r < d.
We then obtain the rule with N = ¢"n points given by

R St iz (mi,...,my,0,...,0)
Qn,d<f)=érn2~-~22f({n+ ; })
m,=0 m1=0 i=0

We call the rule with these points “the (¢,r)-copy of a rank-1 lattice rule with gen-
erating vector z.” When r = 0 and/or £ = 1, we get just the original n-point rank-1
lattice rule. For r > 1, the resulting rule is a rank-r lattice rule. These intermediate-
rank lattice rules have previously been considered in [7] and [8]. Typically, for reasons
of tractability, we will take r to be a fixed number, say, r = 1, 2, or 3. For the choice
of ¢ it would seem reasonable on practical grounds and theoretical grounds (see The-
orem 2.3 and Lemma 2.4) to take £ to be 2 in actual calculations. This value of £ = 2
has been used previously in [7] and [8].
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Our plan is to construct intermediate-rank lattice rules in both weighted Korobov
and weighted Sobolev spaces that achieve strong QMC tractability error bounds. In
section 2, we consider intermediate-rank lattice rules in weighted Korobov spaces.
We show that the intermediate-rank lattice rule we consider has the same worst-case
error as a certain rank-1 lattice rule in a slightly different weighted Korobov space. We
then show that there exist intermediate-rank lattice rules with error bounds which are
better than the corresponding bounds for rank-1 lattice rules with approximately the
same number of points. Moreover, we shall see that the generating vectors constructed
component-by-component satisfy strong QMC tractability bounds and achieve the
optimal rate of convergence in weighted Korobov spaces. In section 3, we give a brief
discussion on the construction of shifted intermediate-rank lattice rules in weighted
Sobolev spaces. The final section, section 4, contains numerical results.

Throughout the paper, we will assume that n is a prime number to simplify the
analysis. More general results for any positive integer n can be obtained by emulating
the more complicated analysis found in [10]. When n is a prime number, z can be
chosen from ZZ, where Z,, := {1,2,... ,n — 1}.

2. Intermediate-rank lattice rules in weighted Korobov spaces. We are
interested in the weighted Korobov spaces of periodic functions considered in [10].
These spaces are parameterized by a real parameter a > 1 and two sequences of
positive weights B8 = {;} and v = {~;} satisfying

noy

B~ B2

The inner product in these spaces is given by

r(aaﬁj,’ijhj) )

d
=1

(f.9)a=>_ | f(h)g(h)
hezd J

where

g1 if h =0,

y~1|h|®  otherwise.

r(a, B,7,h) = {

Here a is a smoothness parameter characterizing the rate of decay of the Fourier
coefficients. Various variations of these spaces have previously been considered in
works such as [5], [6], [15], and [16]. The worst-case error in these Korobov spaces for
a QMC rule (1.1) is given by

(2.1)

) d 1 n—1ln—-1 d oo/ eQWih(L‘,,j—iﬁk,j)
en,d(mow--amn—l):_|Iﬁj+ﬁ E E |I 6j—|—’yj g T )
j=1

i=0 k=0 j=1 h=—00

where the ’ on the sum indicates that we omit the A = 0 term. This expression may be
written in terms of Bernoulli polynomials if « is chosen to be a positive even number.
The initial error is

d
1

€0,d = H ﬁf‘

Jj=1
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Following the analysis of tractability in [16], it is possible to show that if the
weights satisfy

(2.2) 3 ZT; < 0,

then an upper bound for the square worst-case error of the form

b d
(2:3) - 11 +av),

j=1

where a,b > 0 are bounded independently of d, is enough to ensure strong QMC
tractability, with the rate of convergence being O(nil/ 2). Moreover, the optimal rate
of convergence O(n~%/?%%), for any 6§ > 0, can be achieved if the weights satisfy a
stronger condition,

o\
S (3) <
= \Pi

It is worth mentioning that the condition (2.2) is also necessary for strong QMC
tractability (see [6]).

We now consider the (¢, r)-copy of a rank-1 lattice rule with generating vector z,
that is, a rule with points belonging to the set

; e ,my,0,...,0 .
{{z,z+(m1, mz )}:O<z<n—1,0<m17...,mr<£—1},
n

where £ > 1, ged(f,n) = 1, and 0 < r < d. An expression for e, g .copy(s,r)(2), the
worst-case error for such a rule, is given in the next lemma. Note that though this
intermediate-rank lattice rule has N = £"n points, the lemma shows that the worst-
case error may be calculated by using a rule having just n points. We will explore
this further in the next subsection.

LEMMA 2.1. We have

2 d 1 n-l r ¥4 >, eQﬂ'ihEij/n
en,d,copy(é,r) (Z) = H Bj + E H ﬁj + e—a Z T
i=1 ; -

d >, eQ-rrihkzj/n
< I {8+ X e

Proof. We have from (2.1) that

d 1 {—1 -1 (-1 {—1 n—1n-1
2
en’dﬂop}’(zﬁ)(z) = H ﬁj + {2rn2 o o Z
Jj=1 qr=0 q1=0m,=0 m1=0 i=0 k=0
r S )
ﬂ] + ’Yj Z «
||
j=1 h=—o0

d > eQwih({ (R

})
X H Bj +7; _Z |h]e
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The second term can be written as

n—1n—1 £—1 £—1 , 2wik((i—k)z; /nt+(g—m)/€)
q=0 m=

=0 k=0 [j=1 0 h=—o00

d >, e27rih(i7k:)2j/n
(2.4) < IT (8+% . T

j=r+1 h=—o00

For 0 < ¢g,m < £ — 1, the values of (¢ — m) mod ¢ are just 0 to £ — 1 in some order,
with each value occurring ¢ times. Thus we have

-1 ¢-1 o0 ; L
1 , eth((z—k)zj/n+(q—m)/€)
RS (s 3

h=—o00

2mih((i—k)z; /n+m/€) )

1 & e
:ZZ <5j+’7j ZOO A

m=0 h=—

Now since

(2.5) § Q2mihm /e _ {Z if his a., multiple of 2,
o 0 otherwise,

we have

—1 oo s
1 , eQﬂ'lh((l—k)Zj /n+m/L)
LS (e xS

h—=—
0 -1
vi ’ 27r1h(7, k)z;/n
:/6’]4»?3 Z e Z 2wihm /¢
h=—o00 | |
v, > 2miml(i—k)zj/n )

e ¥ (T

m=—0oQ

27mihl(i—k)zj /n

gy E
BRI e T

1 n=1n-1 1| r X, 2mihl(i—k)z;/n
w22l (53 - |h|>

h=—o00

d o° 2rwih(i—k)zj/n
I e 3
x I | (53‘ +% E e )|

Jj=r+1 h=—o00

which can be simplified even further to

n—1 T o] ; d oo .
1 ;i / 627”h€kzj/” ’ e27r1hk2j /n
n & H@W 2 ) oo+ 2 = )|

Jj=r+1 h=—o00

since for 0 < i,k < n—1, the values of (i — k) mod n are just 0 to n — 1 in some order,
with each value occurring n times. This completes the proof. a
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2.1. Relationship with rank-1 lattice rules based on worst-case error.
Let us define the sequence 4 by

B <j<n,
V=4 0
v;  otherwise

and set z to be the d-dimensional vector with components given by
) {ezj if1<j<r
Zj =

zj  otherwise.

Then the expression in Lemma 2.1 may be rewritten in the form

(2.6)
) d ol d ) e2mihkz;/n )
en,d,copy([,r) (Z) = H ﬂj + ﬁ H ﬁj + :)/j Z W = en,d(z77);
j=1 k 1

=0 j= h=—o00

that is, the worst-case error of an intermediate-rank lattice rule with generating vector
z in the weighted Korobov space with weights 3 and = is the same as the worst-case
error of a rank-1 lattice rule with gemerating vector z in the weighted Korobov space
with weights B and 4.

Since £ # 0 and ged(4,n) = 1, for fixed r there exist a unique z for each z and
vice versa. Because of this one-to-one correspondence between z and z, all the known
results on rank-1 lattice rules in weighted Korobov spaces can be applied here, with
generating vector z and weights 3 and 4. Note that the effect of copying in the first
r dimensions can be interpreted as a reduction of the first r terms of « by a factor of
1/0%.

The following theorem is a slight generalization of Lemma 2 in [16]. (There 3 is
assumed to be 1.)

THEOREM 2.2. Let n be a prime number, and define My, g copy(e,r) to be the mean
given by

1 2
Mn,d,copy(l,r) = m Z en,d,copy(f,r) (Z)

zeZd

Then an expression for My, g copy(e,r) S given by

—ﬂﬁj + ilj (3 + 2550) _f[+ (8 + 25¢(a)
+(1-1) H (5, - Zuclada—n)) | _H+ | (5 - Zusta)i i)y,

where ((a) is the Riemann zeta function. Moreover, if n satisfies n > 1+ %C(a),
then

11 L 295¢() 4 } ,
Mn,d,copy(f,r) < n H /8j + Ja H (ﬁ] + 27J<(a)) .

j=1 Jj=r+1
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Clearly there must exist at least one vector z such that

d
1
ei,d,copy(@,r) (Z) < Mn,d,copy(é,r) < ﬁ H ﬁj + 2’7] ))

Now let N = {"n denote the total number of quadrature points. It is obvious that
this last bound is of the form (2.3) with a = 2¢(a), b = ¢", and n = N. Since ¢ and
r are fixed, we conclude that there exist intermediate-rank lattice rules that achieve
strong QMC tractability error bounds for weighted Korobov spaces.

2.2. Comparison with rank-1 lattice rules based on mean. It follows from
Theorem 2.2 with £ = 1 and n = N that for N prime, the mean for rank-1 lattice
rules is

d

d
J/\ZN,d = - H Bj
j=1

j=1

+§IU@+%%@»+Q—§)ﬁ(@—

j=1

29;¢()(1 = N'™9)

N-1

Suppose we replace N by N = ¢"n in this last expression. This is not valid because N

is not prime, but calculations using the correct (but more complicated) expression for

the mean found in [10] indicate that this yields an underestimate of the true mean.
Now let

Mn d Copy(@ 7‘)

Rn,d,i,r =
MN d

As an indication of whether these intermediate-rank lattice rules are better than
rank-1 lattice rules having approximately the same number of points, we would like
a result which shows that R, ¢, < 1. A preliminary result of this type is given in
the following theorem.

THEOREM 2.3. Suppose that n is a prime number satisfying n > 1+ Zﬁill((a). If

Eﬁj 2’)’] ¢(e)

H ﬁj + 2'Yja @
and
\ . 29;¢(@) (1 —n'")\ 29,¢(a)(1 = n'~*)
E(n—l)j:1 (ﬂj— (D)= >j_111(5j— p— )
d
ey C 29¢(a)(A = (') )
(2.7) < (¢ 1)};[1 (@ YT ) ;
then

Rn,d,@,r < Pe,r-
Proof. By multiplying both M, 4 copy(s,r) and Z/W\N,d by N =/{"n, we can write

t1+1t2—c tq

R = and = —,
n,d,l,r bl n bg “ ¢ Pe,r bl
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where
11 (e0+ 228) T 0+ 25¢(@)
b:mn_n; (- 20 n ) )H( OISR
b = H (8, + 22¢(@)).
b= (en =[] (5 - 20— 00,

It is not hard to prove that

tl + t2 —C tl

by +by—c by
is true if by, by, t1,t2, and ¢ are positive quantities satisfying
(28) t1 <by, by+by>c, and 1ty <by <c.

Thus the result is proved if we can prove that all these conditions hold.

It may not be obvious that by and t5 are positive quantities, but one can see that
this is the case when §; — 2v;{(a))/(n — 1) > 0 for j =1,2... ,d, which is equivalent
to the requirement on n given in the statement of the theorem. The requirement that
t1 < by comes from the assumption that py, < 1, while the requirement that 3 < by
comes from the assumption given in (2.7). Also, it is clear that by < c.

Let

by = (¢'n — 1) f[ (@- - ?jﬁ‘?) .

j=1

It is clear that by > 32. Thus we can prove that by +bs > ¢ by proving that by —&—52 —c>
0. Using the result that

ﬁﬁ]+a3 Z HﬂjHaj :ﬁBjJr Z HﬂjHaj ,

uCD \jdu JEU j=1 0#uCD \jéu JEU

where D = {1,2,...,d}, we have

. d - d 2'7]
b= o= [[ 05+ 2ct@) + -0 ] (- 250) - Hﬁa

j=1 j=1

- % (e @scen | «@a-n X (TIsIT (- 52)

0#uCD \jgu jeu 0£uCD \jgu j€u

= > [sw]Is]] @@ ],

P#uCD jéu jEU
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where

[u]
. 1
Su)=14+{"n—-1) (_é’“nl) .
Clearly S(u) > 0 if |u| is even. For |u| > 1 odd, we have
Suy=1—(n-1)""M>1-1=0.

Thus we conclude that by + (;2 — ¢ > 0 and hence by + by > c. 0

In the previous theorem, we made the assumption that pg, < 1 and that (2.7) was
true. Attempts to prove that (2.7) is always true have not been successful. However,
all our numerical test calculations with £ = 2, o = 2, 8; = 1, and various choices of
~; indicate that (2.7) does at least hold for this set of parameters. For other sets of
parameters, readers will need to be content with doing their own calculations to see
whether it holds or not for their particular situation.

The next result gives some sufficient conditions for ps , to be less than one.

LEMMA 2.4. Let p;, be defined as in Theorem 2.3, and set £ =2. If a > 2 and

T 1
5, ~ @2-22)((a)’

then pa, < 1.

Proof. A product of positive terms is guaranteed to be less than one when each
of the terms is less than one. From the definition of p;,, we see that if £ = 2, then
this is the case when

26; + 227 %,((w)
Bj + 2v;¢(a)

for all j =1,2,...,r. When rearranged, this yields

<1

vy 1
B~ (2—2279)((a)
Since the sequence { g—]} is nonincreasing, this completes the proof. d
J

In the case when o = 2, the condition of the lemma becomes ~,/8, > 1/((2) =
6/7% ~ 0.6079. This suggests that when a = 2, it is worthwhile to take r to be at
least one when ~;/3; > 6/7>.

In a sense, the quantity p;, gives an indication of how much we can gain (or
lose) by copying. Later in section 4, we will see that though ,/pa - is concerned with
a ratio of means, the values of ,/pz . nevertheless provide a measure of the ratios of
the worst-case errors between intermediate-rank lattice rules and rank-1 lattice rules
with approximately the same number of points.

2.3. Component-by-component construction. We now consider finding the
components of the generating vector z one at a time. Keeping in mind the relationship
of our intermediate-rank lattice rules with rank-1 lattice rules, we can construct z for
the rank-1 lattice rule with weights 3 and 4 using the component-by-component
Algorithm 8 of [9] from which we can then obtain the corresponding z. This yields
the same result as constructing z directly using Algorithm 2.5 below.

ALGORITHM 2.5. Given 1 <r <d and n a prime number:

1. Set z1, the first component of z, to 1.
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2. Fors=2,3,...,r, find zs € Z, ={1,2,... ,n— 1} such that

2 s n-l s ’ 627Tih€ij/n
TS | EEE 03] | (RS o)
j=1

=021

is minimized.
3. Fors=r+1,r+2,....,d, find zs € Zy, such that

2
en,s,copy(é,r)(lv B2y ety ZG)
s n—1 T o] .
1 ¥4 ’ eQﬂthkz_j/n
=-116+ | <ﬁj+€a§: e
j=1 k=0 |j=1 —_

d o 2wihkz; /n
(e 2 )

Jj=r+1 h=—o00

is minimized.

Theorem 1 and Corollary 2 in [9] give the theoretical foundation behind such a
construction for rank-1 lattice rules. We present the corresponding results here for
intermediate-rank lattice rules. Note that Theorem 2.6 below is a slight improvement
over the corresponding Theorem 1 of [9]. The proof is thus included in the appendix
for completeness. (Such an improvement for rank-1 lattice rules was first obtained in
[1] by using a different argument.)

THEOREM 2.6. Let z = (1, z29,..
as in Algorithm 2.5.

(a) For each s =1,2,...,r, we have

., 2d) be constructed component-by-component

ga)\

292¢(aN) | *
ei,s,copy(z,s)(LZ% vy 2s) < (n— 1) (ﬁA I B

Jj=1

for all X satisfying é <A<
(b) For each s=r+1,r+2,...,d, we have

ei,s,copy(&r)(L 22y 723)
_1 29N (N 1
S(n-1)73 H (W unll I | ICARAICRY)
Jj=1 j=r+1

for all X satisfying i <A< 1.

It can be shown from the bounds above that the intermediate-rank lattice rules
constructed using Algorithm 2.5 satisfy strong QMC tractability error bounds and
achieve the optimal rate of convergence.

THEOREM 2.7. For fized r satisfying 1 < r < d and n a prime number, let N =
{"n denote the total number of quadrature points, and let z be constructed component-
by-component as in Algorithm 2.5. Then this z satisfies

€n,d,copy(£,r)(2) < Cyq(6) N_%J“Seo’d forall 0<6< QT_l



CONSTRUCTION OF INTERMEDIATE-RANK LATTICE RULES 1475

where

Cy(8) = (207)27°

j=1

<l

j=r+1

()l

J

s s
1+2< j)a c(agé)]

is independent of N. Moreover, if

then
Ca(8) < Coe (6) < 00

that is, €, d.copy(e,r)(Z) 05 O(N~—%/?%8) for § > 0, independently of d.
Proof. Tt follows from Theorem 2.6 that the z constructed by Algorithm 2.5
satisfies

€n,d,copy (£,r) (Z)
d

H (ﬂ)\ ZVJKQ()\O(A)> H (/6)\ + Q’YJ C(Ck)\))
j=1 j=r+1

< <Z§:)_”E (1 + 90— <§>A<(O{A)> %j_lil (1 +2 <5J>AC(aA)> )

for all é < A < 1. Now with the substitution of

y‘“

y""
y"“

<(n-1)"

a 1
4= ——
2 + 20’

the condition é < A<1becomes 0 << O‘Tfl, and we obtain
€n,d,copy (£,r) (Z) < Cd(é) N_%—Hseo’d forall 0 <6 < aT—l

where

T

Cd( 2£T T

s i
T [+are (3) <<af%>]
d
<11

Jj=r+1
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and

25

1o () (o)
X exp p T+11g<1—|—2(ﬁ]) C(af%)>
= 20
(207)%~ H (;j) C(aagé)]

X exp (a726)<<ﬁ> i <;j>(1126 |

J=r+1

1+2

where we have used the fact that log(l + =) < x for x > 0. It is clear from this
expression that for § > 0, Coo(6) < oo if

0 N\
> (2) <
j=r+1 ﬁ%

This completes the proof. 0

3. Shifted intermediate-rank lattice rules in weighted Sobolev spaces.
Now we change the function spaces to weighted Sobolev spaces considered in [10].
These spaces are also parameterized by two sequences of positive weights 3 and ~y
satisfying

The inner product in these spaces is given by

u
(f.g)a:= 11511 *1/ " 8mu 71)27%9(%,1)(1% 7

uC{12,..,d} \jgu  jeu

where (z,,1) is a d-dimensional vector whose jth component is x; if j € u and 1 if
j ¢ u. Similar spaces have been considered previously (for example, see [12], [13], and
[16]). The worst-case error for a QMC rule (1.1) in these spaces is given by

e?z,d(woa @) = ﬁ (ﬂj + ,éj) - % : ﬁ (ﬂﬂ + ’}; (1 —xfﬂ)

j=1 =0 j=1
1 n—1ln—1 d
(3.1) +§ZZ IT 35 + 7 [t = max (i 5, 2.5)))
i=0 k=0j=1
and the initial error is
d
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Similar to the weighted Korobov spaces, it can be shown that if the weights satisfy
(2.2), then an upper bound for the square worst-case error of the form (2.3) is enough
to ensure strong QMC tractability in weighted Sobolev spaces.

We now consider the A-shift of the (¢,7)-copy of a rank-1 lattice rule with gen-
erating vector z, that is, a rule with points given by

{{ZZ+(’ITL17...,mraoa...70)+A}:0§i§nI,OSmh...,mTSgl},

n Y4

where £ > 1, ged({,n) = 1, and 0 < r < d. Let e, g copy(s,r) (2, A) denote the worst-
case error for such a rule. An expression for e (z,A) can be derived from
(3.1).

Here we give just the general ideas of the existence and the construction of a good
shifted intermediate-rank lattice rule. The full details follow closely the arguments
from [12] and [13].

To obtain an upper bound on the square worst-case error, we define the mean of
ei,d,copy(l,r)(z7 A) over all values of z € Z% and A € [0,1]¢ by

andaCOPY(Z,T) = (n—1) (m _ 1\d Z (/[0 n €n,d,copy (¢, r)(z’ A) dA) :

z€Z4

n,d,copy (£,r)

Using a known relationship between weighted Korobov spaces and weighted Sobolev
spaces (see [5]), we see that this mean is exactly the mean given in Theorem 2.2 with
a replaced by 2, 3; replaced by §; + X, and v; replaced by - 525 An upper bound for
My, d.copy(e,r) follows in the same way from Theorem 2.2:

d

d
1 Vi, 2 1 i
M, d.copy (e, )SnH(5j+3+27T2C2) n_l_ll(ﬁjJr?)'

J=1

We thus conclude that there exists at least one pair (z, A) such that en docopy (6.0 (%2 D)
is bounded by this upper bound on the mean. Since this bound is of the form (2.3), we
conclude that shifted intermediate-rank lattice rules achieve strong QMC tractability
error bounds in weighted Sobolev spaces.

Let ep g+1,0(0, - - -, Tn—1; Zd4+1, Ag+1) denote the worst-case error for a QMC rule

with the set of points

{<$i’{12d+1+?+Ad+1}) :0<i<n—1,0<m<€—1}.
n

These are (d + 1)-dimensional points obtained by appending {W% + %+ Agy1} to
the existing d components of x;. To construct the pair (2441, Ag+1) component-by-
component, we define the following mean:

1
. — 2 )
Moy, d41,0(T0s - -+ s Tr15 Zd41) -—/ n.dr1,0(T0, -+ s 15 Zay1, Aay1) dAgys.
0

Let us assume that the points x, ... ,x,_1 satisfy

d
1
ei’d<w07"- Ly — 1 EH ﬁ] +’Yj
j=1
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Suppose we choose zg4+1 from the set Z,, to minimize my, g41.0(To, ... , Tn_1; Zd+1)
and then choose Ay from the set {2m 1<m<n-— 1} so that the square worst-
case error en,d+1,2(:1307 ey ®n—1; 2d+1, Agy1) is minimized. Then by using involved
algebraic manipulations and the arguments from [12], these choices of z441 and Agyq
can be shown to satisfy

2
en,d+l,£(m0"" Tp_1;2d41, Ady1) <

+
H (B +5) -

Note that the result also holds for ¢ = 1; that is, there is no “copying” in the (d+1)th
dimension. For d = 1, we can show that there exists (z1,A;) satisfying

S\H

1
63,717001,},(@,1)(21, Ap) < o (Br+m)-

All of the above leads us to the following algorithm for constructing a pair (z, A)
such that for all s=1,... ,d,

148
n,s,copy(l,min(s,r))((217 s 728)’ (Al? s 7AS)) < ﬁ H (ﬂj + ’Yg) :
j=1

In the following algorithm, the notation

mn,s,copy(ﬁ,r)((la 22y 72571)7 (Ala A27 e 1A571>; Zs)

is used to denote the quantity m,, s ¢(€o, ... ,Tn_1;2s) in the situation when xo, ... ,
@,_1 are the points from an (¢,7)-copy of an (s — 1)-dimensional rank-1 lattice rule.
ALGORITHM 3.1. Given n a prime number and 1 < r < d:
1. Set z1, the first component of z, to 1.

2. Find Aq € {ﬁ7 %, cee 2" 1} to minimize 6721 1,c0py(l,1)(1’A1)'
3. Fors=2,3,...,r, do the followmg
(a) Find zs € {1,2,... ,n— 1} to minimize

mn,s,copy(f,s)((L R2y - 728—1)7 (Aly AQa v aAS—l); ZS)'
(b) Find A4 € {ﬁ, %, ,2" 1} to minimize
1, 22y ,Zs), (Ah AQ, e ,As)).

2
en,s,copy(é,s)((

4. Fors=r+1,r+2,...,d, do the following:
(a) Find zs € {1,2,... ,n— 1} to minimize

mn,s,copy(f,r)((la 22y 72571)7 (Ala AQ» e aAsfl); Zs)'
(b) Find A4 € {%, %, , 2’5;1} to minimize
er ceopy(eny (1,22, 20), (A1, Ag, ... AL)).

The cost for the construction is O(n3d?) operations, and it is dominated by the
construction of the shift. In [13] the idea of using a number of random shifts was
introduced. This not only cuts the cost of the construction down to O(n?d?) opera-
tions; it also allows error estimation. The reference [3] contains detailed discussions
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on randomized QMC methods. Following [13], we can construct the generating vector
component-by-component by minimizing over the mean

andeOPY(LT’) (Z) = / ei,d,copy(f,r) (Z7 A) dA.
[0,1)¢

ALGORITHM 3.2. Given n a prime number and 1 < r < d:
1. Set z1, the first component of z, to 1.
2. Fors=2,3,...,r, find zs € {1,2,... ,n— 1} to minimize

Fn,s,copy(@,s)(la 22y e 723)'

3. Fors=r+1,r+2,...,d, find zs € {1,2,... ,n— 1} to minimize

Fn,s,copy((,r)(la 22y nt azs)'

Using again the relationship between weighted Korobov spaces and weighted
Sobolev spaces, we can obtain the corresponding value of the quantity ps, given
in Theorem 2.3 for weighted Sobolev spaces by replacing o with 2, 8; with 8; + %,
and y; with 5% This yields

: £ 1
e = ﬁfﬁjJr%(éJra)
PLA j
Bi+%

9

j=1

which is greater than 1 for all ¢ > 2. This means that it is unlikely for the ratio
Ry 4.0 to be less than 1, and thus copying may not give better results in weighted
Sobolev spaces.

4. Numerical results. We will consider weighted Korobov spaces with a = 2.
In this case, the square worst-case error can be written as

5 d 12| 212 Lkz;
enaconter)(®) = = L8+ 23 AL {8+ B2 (1=
=1

k=0 [j=1

- 2 kz;
L (e ((52})]
j=r+1

where for z € [0, 1], Ba(x) = 22 — 2 + 1/6 is the Bernoulli polynomial of degree 2. In
the implementation of Steps 2 and 3 of Algorithm 2.5, we will consider only values of
zs in {1,2,...,(n—1)/2}, since

n (U)o () e () =2 (155))

For a =2, 3 =1, and two different sequences of -,

; 1
v, =097 and ;= 7

we want to see if intermediate-rank lattice rules are better than rank-1 lattice rules
with approximately the same number of points. More precisely, when ¢ = 2, we
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TABLE 4.1 ‘
Total number of points close to 4000, v; = 0.97.

2003 x 2! 1999 x 2! 1009 x 2?2 997 x 22 503 x 2% 499 x 23

d 4001 = 4006 = 3998 = 4036 = 3988 = 4024 = 3992
10 | 2.9726e400 | 2.8068¢+00 2.8005¢+00 | 2.6666e+00 2.6874e+00 | 2.5965¢+00 2.6068e¢+00
20 | 3.8737¢+01 | 3.6466e+01 3.6455¢+01 | 3.4687e+01 3.4922e+01 | 3.3752e¢+01 3.3887¢+01
30 | 1.1022e402 | 1.0374e+02 1.0372e4+02 | 9.8675e+01 9.9337e4+01 | 9.6009¢+01 9.6392e+01
40 | 1.6309e+02 | 1.5348e4+02 1.5346e+02 | 1.4598¢4+02 1.4696e+02 | 1.4204e+02 1.4260e+02
50 | 1.8768¢+02 | 1.7661e4+02 1.7659¢+02 | 1.6798¢+02 1.6911e+02 | 1.6344e¢+02 1.6409¢+02
60 | 1.9719¢+02 | 1.8556e+02 1.8554e+02 | 1.7650e+02 1.7768e+02 | 1.7172e+02 1.7241e+02
70 | 2.0063e4+02 | 1.8879¢+02 1.8878e+02 | 1.7957¢+02 1.8077e+02 | 1.7472e+02 1.7542e+02
80 | 2.0185¢+02 | 1.8994e4+02 1.8992e+02 | 1.8066e+02 1.8187e+02 | 1.7578e+02 1.7648e+02
90 | 2.0227¢+02 | 1.9034e+02 1.9032e+02 | 1.8104e+02 1.8225¢+02 | 1.7615¢+02 1.7685¢+02
100 | 2.0242e+02 | 1.9048e+02 1.9046e+02 | 1.8118e+02 1.8239e+02 | 1.7628e+02 1.7698e+02

TABLE 4.2
Total number of points close to 16000, v; = 0.97.

8009 x 2! 7993 x 2! 4003 x 22 4001 x 22 2003 x 2° 1999 x 23

d 16007 = 16018 = 15986 = 16012 = 16004 = 16024 = 15992
10 | 1.4365¢4+00 | 1.3566e¢+00 1.3606e+00 | 1.2982¢+00 1.2973¢+00 | 1.2623¢+00 1.2621e+00
20 | 1.9268¢+01 | 1.8198e+01 1.8231e-+01 | 1.7400e4+01 1.7413e+01 | 1.6905e¢+01 1.6922e+01
30 | 5.4841e4+01 | 5.1793e+01 5.1887e+01 | 4.9516e+01 4.9554e4+01 | 4.8109e+01 4.8157e+01
40 | 8.1141e+01 | 7.6628e4+01 7.6767e+01 | 7.3258e4+01 7.3314e+01 | 7.1176e+01 7.1247e+01
50 | 9.3371e+01 | 8.8176e+01 8.8337e+01 | 8.4298¢+01 8.4363¢+01 | 8.1902e¢+01 8.1984e+01
60 | 9.8103¢+01 | 9.2645e+01 9.2813e-+01 | 8.8570e+01 8.8638e+01 | 8.6053e¢+01 8.6138e+01
70 | 9.9815e4+01 | 9.4261e+01 9.4433e4+01 | 9.0115e+01 9.0184e4+01 | 8.7554e+01 8.7641e+01
80 | 1.0042e4+02 | 9.4832¢+01 9.5004e+01 | 9.0661e+01 9.0730e+01 | 8.8084e+01 8.8172e+01
90 | 1.0063e+02 | 9.5032¢4+01 9.5205¢+01 | 9.0852e+01 9.0922¢+01 | 8.8270e+01 8.8358¢+01
100 | 1.0070e+02 | 9.5102e+01 9.5275e+01 | 9.0919e+01 9.0988¢+01 | 8.8335¢+01 8.8423e+01

TABLE 4.3
Total number of points close to 64000, v; = 0.97.

32009 x 21 32003 x 2 | 16007 x 22 16001 x 22 8009 x 22 7993 x 23

d 64007 = 64018 = 64006 = 64028 = 64004 = 64072 = 63944
10 | 6.8423e-01 | 6.4784e-01  6.4773e-01 | 6.1683e-01  6.1797¢-01 | 5.9937e-01  6.0015e-01
20 | 9.6190e+00 | 9.1124e4+00 9.0949¢+00 | 8.6927¢4+00 8.6945¢+00 | 8.4445e¢+00 8.4523e400
30 | 2.7406e+01 | 2.5958¢+01 2.5908¢-+01 | 2.4763e+01 2.4768e+01 | 2.4055e¢+01 2.4077e+01
40 | 4.0552e+01 | 3.8408¢+01 3.8336e+01 | 3.6640e+01 3.6647e¢+01 | 3.5592e+01 3.5625¢+01
50 | 4.6664e4+01 | 4.4197e+01 4.4114e4+01 | 4.2162e+01 4.2170e4+01 | 4.0956e+01 4.0995¢+01
60 | 4.9029e4+01 | 4.6436e+01 4.6350e+01 | 4.4299¢+01 4.4307e+01 | 4.3032e+01 4.3072e+01
70 | 4.9885e+01 | 4.7247e4+01 4.7159¢+01 | 4.5072e4+01 4.5080e+01 | 4.3783e+01 4.3824e+01
80 | 5.0187e+01 | 4.7533e4+01 4.7444e+01 | 4.5345¢4+01 4.5353e+01 | 4.4048¢+01 4.4089e+01
90 | 5.0293¢+01 | 4.7633e+01 4.7544e+01 | 4.5441e+01 4.5449e+01 | 4.4141e+01 4.4182e+01
100 | 5.0330e+01 | 4.7668e+01 4.7579e+01 | 4.5474e+01 4.5483e+01 | 4.4173e+01 4.4215e+01

want to know in how many dimensions to copy, that is, which value of r = 1,2, or
higher should we choose to get better rules than rank-1 lattice rules. We compare the
worst-case errors for rules with approximately 4000, 16000, and 64000 points up to
100 dimensions. (Note that since 8 = 1, the initial error eg 4 is 1.) The results are
presented in Tables 4.1 to 4.6. The second column of each of these tables contains the
worst-case error for rank-1 rules, while the other three columns contain the worst-case
error for r going from r = 1 to 7 = 3. To get a better picture of the results of copying,
we divide the worst-case errors of intermediate-rank lattice rules at d = 100 by those
of rank-1 lattice rules with approximately the same number of points. These ratios
are presented in Table 4.7.

We can see from the results that for y; = 0.97, copying is good in at least the first
three dimensions, but for v; = 1/ 42, it is only good to copy in the first dimension.
This seems reasonable as in the first few dimensions the sequence 0.9,0.81,0.729, ...
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Total number of points close to 4000, v; = l/j2.

TABLE 4.4
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2003 x 21 1999 x 2! | 1009 x 22 997 x 22 503 x 23 499 x 23

d 4001 = 4006 = 3998 = 4036 = 3988 = 4024 = 3992
10 | 1.9338e-02 | 1.8362e-02 1.8036e-02 | 2.0006e-02 2.0218e-02 | 2.5298e-02 2.5381e-02
20 | 2.5421e-02 | 2.3923e-02 2.3776e-02 | 2.6554e-02 2.6843e-02 | 3.3678e-02 3.3951e-02
30 | 2.7770e-02 | 2.6094e-02 2.6001e-02 | 2.9126e-02 2.9474e-02 | 3.7124e-02 3.7290e-02
40 | 2.9017e-02 | 2.7262e-02 2.7181e-02 | 3.0495e-02 3.0864e-02 | 3.8956e-02 3.9126e-02
50 | 2.9795e-02 | 2.7989e-02 2.7913e-02 | 3.1362e-02 3.1728e-02 | 4.0095e-02 4.0269e-02
60 | 3.0326e-02 | 2.8489e-02 2.8415e-02 | 3.1954e-02 3.2320e-02 | 4.0875e-02 4.1051e-02
70 | 3.0714e-02 | 2.8853e-02 2.8780e-02 | 3.2384e-02 3.2751e-02 | 4.1444e-02 4.1620e-02
80 | 3.1008e-02 | 2.9130e-02 2.9058e-02 | 3.2711e-02 3.3079e-02 | 4.1875e-02 4.2052e-02
90 | 3.1240e-02 | 2.9348e-02 2.9276e-02 | 3.2970e-02 3.3337e-02 | 4.2213e-02 4.2390e-02
100 | 3.1426e-02 | 2.9523e-02 2.9453e-02 | 3.3178e-02 3.3545e-02 | 4.2485e-02 4.2662e-02

TABLE 4.5
Total number of points close to 16000, v; = 1/42.

8009 x 21 7993 x 21 | 4003 x 22 4001 x 22 | 2003 x 23 1999 x 23

d 16007 = 16018 = 15986 = 16012 = 16004 = 16024 = 15992
10 | 7.0679e-03 | 6.6226e-03 6.7551e-03 | 7.4726e-03 7.4423e-03 | 9.2985e-03 9.3671e-03
20 | 9.7139e-03 | 9.1387e-03 9.2672e-03 | 1.0362e-02 1.0344e-02 | 1.2975e-02 1.3059e-02
30 | 1.0786e-02 | 1.0146e-02 1.0266e-02 | 1.1513e-02 1.1516e-02 | 1.4491e-02 1.4543e-02
40 | 1.1364e-02 | 1.0691e-02 1.0808e-02 | 1.2139e-02 1.2150e-02 | 1.5307e-02 1.5349e-02
50 | 1.1727e-02 | 1.1033e-02 1.1145e-02 | 1.2528e-02 1.2543e-02 | 1.5818e-02 1.5854e-02
60 | 1.1977e-02 | 1.1268e-02 1.1378e-02 | 1.2796e-02 1.2814e-02 | 1.6168e-02 1.6204e-02
70 | 1.2159e-02 | 1.1438e-02 1.1547e-02 | 1.2993e-02 1.3012e-02 | 1.6425e-02 1.6461e-02
80 | 1.2299e-02 | 1.1567e-02 1.1676e-02 | 1.3143e-02 1.3163e-02 | 1.6622e-02 1.6657e-02
90 | 1.2409e-02 | 1.1670e-02 1.1778e-02 | 1.3261e-02 1.3282e-02 | 1.6778e-02 1.6812e-02
100 | 1.2498e-02 | 1.1753e-02 1.1861e-02 | 1.3357e-02 1.3379e-02 | 1.6904e-02 1.6938e-02

TABLE 4.6
Total number of points close to 64000, v; = 1/42.

32009 x 21 32003 x 21 | 16007 x 22 16001 x 22 | 8009 x 23 7993 x 23

d 64007 = 64018 = 64006 = 64028 = 64004 = 64072 = 63944
10 | 2.5983e-03 | 2.4131e-03 2.4454e-03 | 2.6945e-03 2.6743e-03 | 3.3548e-03 3.3135e-03
20 | 3.7412e-03 | 3.5099e-03 3.5290e-03 | 3.9372e-03 3.9465e-03 | 4.9385e-03 4.9097e-03
30 | 4.2141e-03 | 3.9582e-03 3.9767e-03 | 4.4501e-03 4.4667e-03 | 5.5924e-03 5.5795e-03
40 | 4.4705e-03 | 4.2019e-03 4.2200e-03 | 4.7333e-03 4.7496e-03 | 5.9532e-03 5.9446e-03
50 | 4.6325e-03 | 4.3564e-03 4.3735e-03 | 4.9111e-03 4.9270e-03 | 6.1803e-03 6.1750e-03
60 | 4.7448e-03 | 4.4624e-03 4.4798e-03 | 5.0334e-03 5.0484e-03 | 6.3377e-03 6.3334e-03
70 | 4.8270e-03 | 4.5399e-03 4.5573e-03 | 5.1227e-03 5.1371e-03 | 6.4533e-03 6.4493e-03
80 | 4.8901e-03 | 4.5991e-03 4.6166e-03 | 5.1912e-03 5.2052e-03 | 6.5416e-03 6.5378e-03
90 | 4.9398e-03 | 4.6460e-03 4.6635e-03 | 5.2452e-03 5.2593e-03 | 6.6113e-03 6.6077e-03
100 | 4.9801e-03 | 4.6840e-03 4.7014e-03 | 5.2890e-03 5.3032e-03 | 6.6678e-03 6.6645e-03

decays more slowly than 1,1/4,1/9,..., and so in the former case, the third variable

is still fairly important, while this is not the situation in the latter case.

The phenomenon is also supported by our earlier analysis. Since it may be verified
numerically that (2.7) holds, Theorem 2.3 and Lemma 2.4 together suggest that it
would be advantageous to copy in the first » dimensions if £ = 2, a = 2, and

Tr

Br

> —
T2

~ 0.6079.

For ~y; = 0.97, this is obviously satisfied when r = 1, r = 2, and r = 3. For v = 1/52,

this is satisfied only when r

= 1.

Because Lemma 2.4 provides only a sufficient
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TABLE 4.7
Ratios of worst-case errors at d = 100.

Approximate N r=1 r=2 r=3
4000 0.941 0.941 | 0.895 0.901 | 0.871 0.874
v; = 0.97 16000 0.944 0.946 | 0.903 0.904 | 0.877 0.878
64000 0.947 0.945 | 0.904 0.904 | 0.878 0.879
4000 0.939 0.937 | 1.056 1.067 | 1.352 1.358
v; =1/52 16000 0.940 0.949 | 1.069 1.070 | 1.353 1.355
64000 0.941 0.944 | 1.062 1.065 | 1.339 1.338
TABLE 4.8

Values of pa,r forr =1,2,3.

P21 /P21 02,2 /P22 p2,3 \/P2,3
v; = 0.97 0.879 0.937 0.799 0.894 0.752 0.867
Vi = l/j2 0.850 0.922 1.124 1.060 1.797 1.340

condition for ps, to be less than one, a direct calculation of po, was done, and the
results (see Table 4.8) show the same conclusion.

If we compare the values of ,/ps, in Table 4.8 with the ratios in Table 4.7, we
see that the values of |/pz; are reasonably close to the ratios. So, although pz
is essentially a ratio of means, there is numerical evidence here that it provides a
measure of the ratios of the square worst-case errors obtained from intermediate-rank
lattice rules and rank-1 lattice rules in the weighted Korobov space setting.

For our choices of weights, it follows from Theorem 2.7 that the rate of convergence
is O(N~1%9) for § > 0, independently of the dimension d. However, the numerical
results presented show a rate of convergence of roughly O(N~1/2) for the case vy =
0.9 and a somewhat better rate for the case 7; = 1/j2. The observed rates of
convergence also appear to be higher for the smaller values of d. This agrees with
the numerical results in [9], where the predicted rate of convergence is not observed
when moderate values of n are used relative to the dimension. In that situation,
the observed rate of convergence depends on the rate of decay of the weights, with
faster decaying weights yielding higher convergence rates. To get an observed rate of
convergence close to O(N~1), we need to have weights that decay much faster, for
example, v; = 0.19 or v; = 1/j° However, if weights such as these were used, the
theory would suggest that there would not be much benefit in doing any copying.

Appendix. Let (1,29,...,24) be constructed using Algorithm 2.5. Here we
prove Theorem 2.6; that is, for each s =1,2,... ,d, we have

1T _ B
ei,s,copy(é,min(s,r))(17 22y 7ZS> < (n - 1) g H (ﬂg/\ + 2’7;((0‘)‘)) 8
j=1
for all A satisfying é < A <1, where
o [E <<,
V=14t

v;  otherwise.

The proof makes use of one form of Jensen’s inequality (see Theorem 19 of [2]),
which states that for {a;} a sequence of positive numbers,

Y ai< (Za?)§ for 0 < A < 1.
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Proof. For s =1, it is not hard to show that for all z; we have

271¢(a)

na

2
en,l,copy([,l)(zl) = )

and for any \ satisfying é < A <1, we have

2:71751(@) <0~ (B + 271¢(a)) < n” (B + 297 [C(a)]N)

>|=

where the second inequality follows by applying Jensen’s inequality to the sum (; +
271¢(a). It can be easily verified that n= < (n — 1)’%, 2% < 2, and by Jensen’s
inequality, [¢(a)]* < ¢((a). Hence the result holds for s = 1.

For s satisfying 2 < s <d, suppose that an (s—1)-dimensional vector (1, za,.. ., z5s-1)
has already been constructed using Algorithm 2.5 such that it satisfies

s—1
_1 _ 1
s teopy(eanin(s-10) (L 225+ 251) < (0 =)™ [T (87 +237¢(aN)”

J=1

(A1) e

for all A satisfying é < A < 1. For any z, € Z,, there is a corresponding Zz, (recall
that z; = 2z if s <r and z; = 2z, if s > r), and it follows from (2.6) that

2
en,s,copy(@,min(s,r))(17 22y - 7ZS)

(A2) = ﬁsei’SA’Copy(&min(sfl’r))(1, 29y ..y 25—1) FO0ns(0, 8,751, 22, ..., 25),
where
977,75(&7[3"7; 17 22y e ,ZS)
- n=1]s-1 X, 2wihkzj/n ., 2wihkz,/n
’Ys ! e J ! e
(A.3) = Z H (ﬂj +7 Z RE ) RE
h

h=—o0

Later we shall prove the following:
(i) For given a, 3, and 7, there exists z; = z5(«, 3, %) such that

295 -
an,s(angafy;laz%"' aZS) - ’y H ﬂj +2’YJ<( ))

(ii) Forall £ <X <1,

>=

en,s(aaﬁ7’?517227"‘ 725) S |:0n$s(04)\,ﬁ>\,’?/\;1,2’2,... 7zs)i| 9

where 8* = {3} and 3 = {7)}.
We see from (i) with «, ,8, and 7 replaced by a\, ﬂ and 4*, respectively, that there
exists z, = z4 (a)\,ﬁ ,4") such that

27 ¢(a)) H (8> +29)¢(aN) .

n—1

9n,5(0{)\76)\7;/)\; 1,29,...,25) <



1484 F.Y. KUO AND S. JOE

For this z, = z,(a), 8*,7), it then follows from (ii) that

1

>

2%~ ]x sl 1
On,s(a,3,%;1,22,... ,25) < % | l H ﬂA +2’y] () ™.

<nx

Thus it follows from (A.1) and (A.2) that this z, = z,(a), 3*,7) satisfies

2
en,s,copy(é,min(s,r))(17 225 - 725)

< (8 + 255, [¢@N)]F ) (n = 1) inl (8) +27¢(ax)*

M

s—1
< (B2 +292¢(aN) > (n— 1) H (8} +27¢ (o) ¥

S

— (=D)AL (8 +27)¢(aN) *

j=1

where the second inequality follows from applying Jensen’s inequality to the sum in
the first factor. Now since we choose zs in Algorithm 2.5 to minimize the square
worst-case error eivsmpy([,mm(w))(l,22, ... ,2s), this choice of z; must satisfy the
same bound. Hence it follows inductively that the result holds for all s = 2,3,... ,d.
To complete the proof, we need to prove (i) and (ii).
Proof of (i). Clearly there exists a z; = zs(«, 3,7) (and hence Z;) such that

On.s(0,B,7; 1,22, ... ,25)

n,s(avﬁa:y; 17225 s 7Z3)

zs=1

5, n—1 [s— . oy (2mihkz; /n 1 n-1 e2mihkzs/n
= H(ﬁj"‘%‘ Z RE )(nlz Z |ha>

k=0 | j=1 h=—o00 zs=1 h=—o0

Since n is prime and ged(¢,n) = 1, it can be shown for ¢ = 1 and ¢ = £ that

| ol %, 2nihkgz/n 2¢(ar) if k£ is a multiple of n,
— —— =14 2(a)(1—n'"
n—1 ; P |h| —Lln) otherwise.
=1 h=—0c0 n —

Upon separating out the k = 0 term and using the result above, (A.4) becomes

2% - 27,¢(a)(1 = nt=%) % Ls—l X e2mihkz;/n
I;Iﬁj+2jﬁ @) - n(n—1) ZH(@;*‘%Z e )

k=1j=1 h=—00

It follows from (2.6) (with the & = 0 term separated out) that

n—1s—1 >, eQﬂ'ihkij/n
S (5 Y )

k=1j=1 h=—o00

s—1
= ei,sf1,copy(2,min(sfl,r))(17 R2yeee 5 RBs— 1 + H ﬁ] - E H ﬁﬂ + 2’3&((0&)) .
Jj=1
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Hence there exists a zs = z5(«, 3,4) such that
en,s(aaﬂv:ﬁ 17 2y nn 7Zs)
_ s—1 _ o l-a s—1
Tl TT (8, + 25,¢ (@) + 2O T (5, 1 25,¢())
j=1

< nooh nin—1)
= DL T 5+ 23,600
j=1

Proof of (ii). Let

= if h =0,
T(a,/@, ’Y7 h) = ﬂ_l e} .
~y Hh|* i h#£0.

With this notation we can write 0, s(a, 3,7;1, 22,... ,25) in (A.3) as

an,s(aa/ﬂ7;ﬁ 132:27 e 728)

Vs n—1 e2mik(hi,ha, . hs)- (21,22, 2s)
- ; ) s—1
k=0 heZ |h5|a H r(avﬂjanvhJ)
hs#0 j=1
s—1
_ —« = —1
=s E |hs] Hr(avﬂj’%’vhj)
heZ? j=1
hs£0
(h1,ha2,... ,hs)-(Z1,22,... ,Z25)=0 (mod n)
since
n—1 n—1 k
Z o2mik(hiha, he)- (1,22, 5s) Z (627ri(h1,h2,...,hs)~(21,22,... ,23)/n) —0
k=0 k=0
if (h1,ha,...  hs)-(Z1,%22,...,Zs) is not a multiple of n. It now follows from Jensen’s

inequality that

en,s(aa/ﬁ75’; 1,22, s ,Zs)

>=

IN
2
w

s—1
—aX = —A
§ ‘hs| Hr(avﬁj7’yj7hj)
hez® j=1
ha£0
(h1,ha,... ,hs)-(Z1,22,... ,Z2s)=0 (mod n)
1

DY

== on,s(aAa/BAa:yA;]-aZQa"' 725):| 5

where the last step follows from the property r(a, 3,7, h)* = r(a), *,v*, k). This
completes the proof. O
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