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Abstract— A two-pass algorithm for compositional synthesis This paper introduces another equivalence relation on
of modular supervisors for large-scale systems of composed gutomata, calledynthesis equivalencéhat does not suffer
finite-state automata is proposed. The first pass provides an 4y these drawbacks. Synthesis equivalence is coarser tha

efficient method to determine whether a supervisory control both bisimulati ival d . v
problem has a solution, without explicitly constructing the syn- 0 ISimulation equivalence and supervision equivaenc

chronous composition of all components. If a solution exist the ~and the compositional synthesis procedure proposed in this
second pass yields aover-approximation of the least restrictive ~ paper produces modular supervisor.

solution which, if nonblocking, is a modular representation of Section Il introduces notation from supervisory control
the least restrictive supervisor. Using a new type of equitance theory and defines the synthesis procedure for nondeter-

of nondeterministic processes, calledsynthesis equivalence, a o ) . .
wide range of abstractions can be employed to mitigate state ministic automata used. Then, Section Il defines synthesis

space explosion throughout the algorithm. equivalence and presents the main results that lead to the
compositional synthesis procedure. Afterwards, Sectdn |
. INTRODUCTION demonstrates the procedure by applying it to a medium-

scale example, and Section V finishes with some concluding

Modular approaches to supervisor synthesis are of gre@imarks. A more detailed version of this paper including all
interest insupervisory control theorfd], [2], firstly in order  the proofs can be found in [14].

to find more comprehensible supervisor representatiorts, an
secondly to overcome the problem stite-space explosion Il. PRELIMINARIES
for systems with a large number of components. A. Events and Languages

. Most approaches studied so far rely on structure to be pro- gyent sequences and languages are a simple means to
vided by users [3], [4] and hence are hard to automate. Thog@scribe discrete system behaviours. Their basic building
and least restrictiveness [5]-[9%upervisor reductiorj10] purpose of supervisory control, the alphabeis partitioned
has been used successfully to reduce the size of synthesige@d the sety, of controllable events and the set, of
supervisors, but it relies on a monolithic supervisor to bgncontrollableevents. There are two special events, dient
constructed first, and thus remains limited by its size.  controllable event. and the silent uncontrollable event.

A different approach is proposed in [11], whdemguage These do not belong t&, X, or X,. If they are to be
projectionis used to simplify finite-state machines duringincluded, the alphabets, = SU{7, 74}, Sr.c = S U{7},
synthesis and to construct modular supervisors. To ensu@dy., , = 5, U {r,} are used instead [12].
that nonblocking and maximal permissiveness are preserved v+ denotes the set of all finitestrings of the form

the observer propertyand output-control consistenc@re 4 4, ..., of events fromy, including theempty stringe.
imposed on the projection. The concatenatiorof two stringss, ¢ € $* is written asst.

In [12], the authors present another framework for coma subset C ©* is called alanguage
positional synthesis, using abstractions based on a @oces o
equivalence calledsupervision equivalenceUsing nonde- B- Nondeterministic Automata
terministic automata, the method supports a wide range of System behaviours are represented using finite-state au-
simplifications and can hide both controllable and uncortomata. Nondeterminism is used to support hiding, which is
trollable events, while still ensuring a least restrictresult. essential for the proposed synthesis approach.
Yet, there is room for improvement. Due to its reliance Definition 1: A (hondeterministicautomatonis a 5-tuple
on state labels supervision equivalence is not preserved: = (Q,%,—, Q% Q™), whereX is a finite alphabet of
under bisimulation [13], which suggests that this is noevents,Q is a set ofstates — C Q x X, x @ is the state
the best possible equivalence for reasoning about systhegransition relation Q* C Q is the set ofinitial states and
Furthermore, the procedure described in [12] produces ap™ C @ is the set ofmarked states
efficient representation of enonolithic supervisor, making Note that silent events are allowed-in even though they
further analysis of the supervisor troublesome. are never included in the alphabet of an automaton. The



transition relation is written in infix notatiom = y, and for every uncontrollable event e ¥, such thatr Za v,
extended to strings iX* in the standard way. it also holds that: =k .
For state sets{,Y C @, X = Y denotes the existence Definition 8: Let G = Q,%,—,Q,Qm). A statex €
of z € X andy € Y such thatr > y. Similarly, = — y @ is called reachablein G if G — =z, and coreachable
means that there exists a stringe ¥* such thatr > y, in G if z — Q™. The automator is called reachable or
andz > means that there exists a statec @ such that coreachable if every state i has this propertyG is called
z = y. For an automato®, G = = meansQ’ = z. Given nonblockingif every reachable state is coreachable.
this notation, themarked languagef an automaton is Such definitions also appear in [12] and extend the stan-
5 PR dard definitions [1] to the nondeterministic case considere
M(G) = {seX[G=Q™}. @ here. The synthesis computation is done by iteratively cal-
Definition 2: An automatonG is deterministicif Q is a  culating state sets( C @ andrestricting the automaton to
singleton,z % y; andz % y, always impliesy; = v, and these states. _
— contains no transitions labelled or 7. Definition 9: Let G = (@, X, —,Q", Q™). The restric-
Various operations are used to modify or combine aionof Gto X C QisGx = (X, %, —x,Q'NX,Q"NX)
tomata. For compositional synthesis, synchronous compogihere— x = { (z,0,y) | z,y € X }. .
tion [2], [15] and hiding are the most important. Definition 10: Let G = (Q, %, —,Q", Q™). The synthe-
Definition 3: Let G, = (Q,,%,, —, @i, Q") andG, =  Sis step operatoP¢: 29 — 2% is defined by
(Qq, X9, —4,Q%, Q5) _be two automata. Theynchronous Ou(X) = {z € X |Forallu e 2%, and ally € Q
productof Gy and G, is such thatr % y it holds thaty —x Q™ } .

G1]|Gy = (@1% Qg EUS,, —, Q71X Q5, Q1" xQ3") (2) O¢(X) contains all statesr € X such that all states
where reachable fromx by uncontrollable transitions are coreach-
o —_ o able within X. This operator captures both controllability
(z,y) i (@,y) if o € XNy, =12, andy —2¥5  and nonblocking, and allows for a more succinct description
(2,9) j (@', y) !f o€ (X1\E2) U{r, 7} andz ;’1 ' of the synthesis procedure than previously in [12].
(z,y) = (z,y") if 0 € (X2\%1) U {7, 7w} andy —2 y'. The synthesis step operator is monotonic and has a greatest
Definition 4: Let G = (Q, ¥, —, @', Q™) be an automa- fixpoint, which turns out to be the least restrictive control

ton, and letY C X. The result ofcontrollability preserving 'aPle and nonblocking subautomaton of a given automéaton

hiding [12], hiding henceforth, of from G is It follows that the greatest f_ixpoint of 'Fhe synthesi; step
. operator exists and characterises an optimal synthesit.res
G\IT = (Q, 2\ T,—,Q", Q™) ©)) Theorem 1:Let G = (Q,%,—,Q", Q™). The synthesis

step operato©s has a greatest fixpoinks C @, such
that GG ¢, is the greatest subautomaton @f that is both
if ocxn controllable in G and coreachable. If the state @t is

Iy finite, the sequenc&X® = Q, X*! = Og(X?) reaches

By introducing concepts oSubautomataand union of LT g s
automata, the set of automata can be considered as a Iattitpég fixpoint in a finite number of steps, i.eXg = X™ for

Definition 5: Let G1 = (Q1,%, —1,Q%, Q") and G = somle;n est 14 -
(Q2,%, —2,Q%, Q%) be two automata with the same al- rog-. leeh[ I hesi "
phabet.G; is a subautomatorof G5, written G; C G, Accordingly, thesynthesis resulfor an automatort,
if Q1 C Q2, =1 C —2, Q) C Q) andQy" C Q7" supCN (G) = Gix. s (5)
Definition 6: Let G; = (Q;, %, —;,Q},QF"), j € Jbea ) o .
family of automata all having the same aiphabet. Define IS obtained by restricting- to the fixpointX¢ (unreachable
states can be removed).Xf; contains no initial states, there

U G; = (U Qj,%, U -, U Q' U Q7). (4) is no feasible solution to the synthesis problem, otherwise

where —, is obtained from— by replacing each transition
pZ gsuchthatr € T by p 55 g if o € . orby p =% ¢

jeJ = jed jeJ  jeJ supCN (G) is the least restrictive solution. Supervisory con-
] trol theory focuses on the language of this solution,
C. Synthesis
MU G) = M(supCN(Q)) . (6)

In this paper, synthesis is applied to a single nondetermin-
istic automaton, considered asptant Section 1I-D below In slight abuse of notation, the abovel ' (G) denotes both
shows how traditional control problems involvimpecifica- the language accepted by the least restrictive synthesidt re
tions[1] can be treated in this formalism. In a “plant-only” as well as its minimal deterministic recogniser.
control problem, the objective is to find a subautomaton of If G is deterministic, thesupCA (G) is also deterministic
a given plant automatoid; that is both controllable and and can be used to implementsapervisorthat achieves
nonblocking according to the following definitions. the behaviourM'(G). In this paper, any nondeterministic

Definition 7: Let G = (Q¢, %, —a, QL, Q%) and K =  automaton is arabstractionof an originally deterministic
(Qk,%, —K,Q%, Q%) be automata such thaf C G. K is  model built using transformations ensuring that a meanihgf
controllablein G if, for all statesx € Qx andy € Q¢ and  supervisor can also be constructed.



D. Translation of Specifications into Plants

[16]. At each step, a subsystem of (9) is chosen and modified

A traditional supervisory control problem [1] consists ofin ©né of the following three ways.

a plant G and aspecification K, given as deterministic
automata. In this context, the following controllabilite-r
quirement is used instead of Def. 7.

Definition 11: Let G and K be two automata using the

same alphabeE. K is controllable with respect toG if,

for every strings € X*, every statex of K, and every
uncontrollable event € ¥, such thatX = z andG =3, it

holds thatz = in K.

Using the nonblocking condition, such control problems

can be representeghjuivalentlyonly using plants. A speci-

1) A componentG; can besimplified and replaced by
an equivalent componert;, provided that the new
component isynthesis equivalend the original com-
ponentG; according to the definition given below.

2) A component can be modified tyding local events
If T, C X is a set of events that appear only @#,
thenG; can be replaced bg,; \| ;.

3) Two or more components can lm®mposedand re-
placed by their synchronous product.

Simplification and hiding are typically performed together

fication automaton is transformed into a plant by addingsince it usually is the removal of local events that makes
for every uncontrollable event that is not enabled in anore simplification possible. Composition typically is pnl

state, a transition to a new blocking state The following
construction from [12] essentially transforms all potanhti
controllability problems into potential blocking problem
eliminating the need for explicitly checking controllabyjl
Definition 12: Let K = (Q,X, —,Q%, Q™) be a speci-
fication. Thecomplete plant automatoR - for K is

KL - <QU{J—}527—>l7QZan> (7)
where L ¢ @) is a new state and
—t = s U{(@@uvl)|zreQuel,zt}. (8)

Proposition 1: Let G, K, and K’ be deterministic au-
tomata over the same alphabEt and let K’ be reach-
able. Thenk’ C G || K+ is nonblocking and controllable
in G || K+ if and only if K’ C G || K is nonblocking and
controllable with respect to-.

Proof: See [12] or [14]. |

According to this result, synthesis of the least restretiv

used as a last resort, when no hiding and simplification is
possible. For simplification to work correctly, it must be
guaranteed that synthesis results are not changed despite
the simplification. The condition imposed for this purpose
is synthesis equivalence

Definition 13: Two automataG; and G, are synthesis
equivalent denotedG; ~¢ynen G2 if, for all automatar’,

MG T) = MG, || T) . (10)

Two automata are synthesis equivalent if their synthesised
languages are the same in all possible environménts
To justify that simplification and composition steps can be
performed in arbitrary order, the equivalence must be a
congruencewith respect to synchronous composition. This
is shown easily:

Proposition 2: Let G1, G5, and H be arbitrary automata.

If G1 ~synth Go, then G1 H H ~synth Go H H.
Proof: Let T' be an automaton. Sind@; ~gyntn G2

nonblocking and controllable behaviour allowed by a specit follows that MT((G1 | H) || T) = M (G1 || (H || T)) =

fication K with respect to a planE—both deterministic—
can be achieved by computingpCN (G || K1).

IIl. COMPOSITIONAL SYNTHESIS

MG |[(H|T)) = MI (G2 | H) | T), i.e.,G1 || H ~yntn
Ga || H. |

A set of rules for calculating abstractions preserving
synthesis equivalence can be constructed in a similar way as

This section outlines the proposed compositional synthesh [12]. Bisimulation [17] preserves synthesis equivaienc
procedure and presents the underlying theoretical resulignd most of the simplification rules given in [12] for super-
As discussed in Section II-D, the synthesis problem can hgsion equivalence also apply to synthesis equivalence and
reduced to the task of finding the supremal nonblocking angte used in the example in Section IV below, without proof.

controllable supervisor for a deterministic plant

G =Gl Gn. 9)

In the end of the first pass, all automata are composed,
producing a single automaton with only local events. After
hiding the last events, only two final results are possible:

The synthesis calculation presented here is a two-pasiher the empty automaton is returned, indicating that the
procedure. The first pass is a compositional minimisatioariginal synthesis problem (9) has no solution, or a one-
where the automata in (9) are simplified and composestate automaton accepting the languggkis returned. This
step-by-step; all intermediate results are stored. Thaltresfinal abstraction is only used to determine whether a salutio
of this pass is an automaton representing a highly abstragxists—it is too abstract to produce a useful supervisor.
description of the monolithic behaviour of the supervised A supervisor is calculated in theecond passduring
system. In the second pass, this abstract behaviour, in tivbich the final result is passed back through all steps of
form of a marked language, is passed backwards, and ughe first pass. At each step, a modular supervisor component
to find a supervisor component to control the part of thés obtained using the following result.
behaviour that was abstracted at each step of the first pass.Theorem 2:Let G = (Qg, 2, —a, @4, Q%) be an

In the first pass the modular plant (9) is simplified step-

automaton, andl’ = (Qr, X, —, Q%, Q%) be a deter-

by-step using a similar strategy as proposed in [12], [13ninistic automaton. LeEg N Xy € Q C g U Xp, and



write Yo = 3¢ \ Q andTr = X \ Q. Furthermore lety’
andT’ be automata such that

G/ synth G\!TG ; (11)
TI 2synth MT(G/ || T \!TT) . (12)

Then
MG T) ¢ MUG|T) || MU(G|T). (13)
Proof: See [14]. |

This result is used as follows. Assume componéht
in (9) has been replaced b§] ~gnn Gi1 \1 T1, and
a supervisor has been obtained for the abstracted system
G| | T whereT = G5 || --- || G,. This supervisor can be
simplified after hiding events local t0, yielding 7" ~¢ynn
MI(GY || T \iY7), and used together witty'; to compute
a new supervisor componet ' (G || T7).

Theorem 2 does not guarantee equality of languages. In
general, the behaviour achieved by the modular supervisors
is an over-approximation of the monolithic synthesis rgsulFig. 2.  The compositionBg- || PD and its simplification Ha ~ynin
and an additional nonblocking check is needed to ensuf@s Il PD) \i{sp, fr}.
equality. Using methods of [16], this check can be done
without explicitly constructing the synchronous produarid
if it fails, weaker abstractions can be attempted. can be simplified significantly. The only event by whigtd/

It is also necessary in Theorem 2 that the autom&ton interacts with other componentsds. Sincess is controllable
representing the remainder of the system, is deterministignd AM can always silently reach both a state whege
Initially, this is not a problem, since the input (9) for thecan occur and a marked stat¢}/ can be reduced to an
synthesis procedure is assumed to consist of determinisfigtomaton with a single marked state and a selfloop-on
automata. To iterate the method, it is advisable to allow on(This makes event, entirely superfluous—in the perspective
deterministic abstractions while simplifying. Yét unlike,  ©f B7, AM acts just like an infinite output buffer. In other
may be nondeterministic in Theorem 2, so nondeterministi¥ords, based on the fact that

abstractions can be part of the subsyst@mi.e., the system
considered for further simplification. AM\{s1, 54, f1, f2} 2synth\‘.'/\> s o (14)

IV. EXAMPLE AM can be dropped. This, in turn, means thatis now a

In this section, the proposed synthesis procedure is applifcal event inBz, but no simplification can be made there.
to a part of the “Flexible Manufacturing System” (FMS) [18]. At this point, no more simplification can be made, so some
The model consists of a robdt, a conveyorC, a painting gutomata need to be composgd. A reasonable starting point
device PD, an assembly machiné, and two buffersB; 1S 10 composeBy: and PD. This makes events, and f,
and Bs. Workpieces move from the robdk through By, Io_caI. The resu_lt of_ this composition is shown to the left in
C, and Bs to the painting devicePD, and back through Fig- 2; to the right is the simplificatiod,.

Bs, C, and B to the assembly machiné). Fig. 1 shows  Next, R and By are composed, causing. to become
the “plants-only” version of the synthesis problem. Twdocal- The result of this composition is shown in Fig. 3
specifications in the original example have been transfdrm@long with a simplificationt/;. Fig. 4 shows the composition
into plants B+ and B according to Proposition 1. In the Of Hz and ¢, makings;. and f,. local, and a simplifica-
figures, uncontrollable events are prefixed by exclamatioffn He of the result. Finally/4 and Hc are composed and
marks,!, and local events have parentheggsaround them.

Note that all states except are marked in the buffer R| B+
plants B7 and By This permits deadlock in the system 9
with a workpiece inB; (en route to PD) and another
workpiece inBg (en route toAM). To eliminate this fault,
only statesb, should be marked, but the model in Fig. 1
poses a more challenging synthesis problem.

A. First Pass

First OT all, eventss,, sa, s1, fl' a_n_d f2 in Fig. 1 are Fig. 3. The composition? || B+ and its simplificationHp ~gyntn (R ||
local, which may enable some simplifications. These evens!)\{y,}. Two transitions must be disabled by synthesis and are etoss
occur in R, which cannot be simplified, and iAM, which  out in the figure.



Fig. 6. The superisoS; = M1 (Hg || C || H) and its abstraction

!~
Fig. 4. The compositionHg || C and its simplification Ho ~gynen 51 Zsynen S1\t{fsc}-

(Hp || ) \t{fvc, 52,57}

Fig. 5. The compositiorH || Hs and its supervisoH = M1 (Hg || Hy).

Fig. 7. The supervisoSs = MT(R || B+ || S7) and the abstraction
simplified, see Fig. 5. At this point, all events are local andiz ~syntn (S |1 52) \i{sz, fr}.
can be hidden. This results in a nonempty language, showing

that a supervisor exists. ] )
the previous supervisofi. Thus, H can be dropped. A

In summary, the system in Fig. 1 is simplified in the : ’ : )
following steps. At each step, the automata in brackgts nonblocking check reveals that equality holds in (16), i.e.

are composed and simplified, possibly after hiding. MV (Hg | C || Ha) = H||M'(Hg||C||H)=H|| S =S .
1) R| By || C | By || PD || (AM);

2) R|B+| C| (B || PD): The supervisolS; is passed back to the previous simplifi-

3) (R|| BY) || C || Ha: catio? ge_p 3),twhezjé’,_y]g%;fi_rppliﬁed. _Ltilsintg the fall_ct that
4) (Hy || O) | Hy; eseing mtheais cquivelance o oo 1 SRS
5) (He || Hy): preserving synthesis equivalence to
6) H. Si synth Sl \’{ffc} . (18)

B. Second Pass This automaton is also shown in Fig. 6. Usitfifz ~gyntn

In the second pass, Theorem 2 is applied to each step(d?HB%)\!{fr.} andsS; Ssynth Si\{fre} = MI(Hg || (O
the first pass, potentially producing a supervisor compbnefla) \1{fsc}) in Theorem 2, it follows that

for each simplification step. The starting point is the final MI((R||B) || (C || Hy))
result H of all the simplification steps, shown in Fig. 5, C MI(Hg | C || Ha) || MT(R || B+ || S))
which can be considered as the first supervisor component. In~ _ Sy | MI(R | B% |S1) (19)
this case, it achieves least restrictive nonblocking stipemn
of the last composition, since The new supervisor component
H = M\(He || Ha) - (15) Sy = MU(R| By | 57) (20)

To find a supervisor component for the previous step 4j$ Shown in Fig. 7. So far, two modular supervisors have been
where Hg || C is simplified, events not iz || C can be Ccomputed,S; and.S,, and their composed behaviour needs
hidden from H. However, all events i are shared and © b€ considered for the back-processing of the remaining
no simplification is possible. Usinglc: ~ymen (Hz || C) \i simplification steps. Since (19) also is nonblocking,

{fbc,SQ, ST} and (15) in Theorem 2, it follows that MT(R I B7L | C | Hy) =51 || MT(R I B7L I Si) =SS .

MU ((Hg || C) || Ha) In the preceding step 2), the compositi®- | PD has

T T . oo . .
<M (HCT I Ha) | M (Hp || C || H) been simplified. This automaton does not use the supersisor’
=H|M(Hz | CIl H) - (16)  eventss, and f»» so a simplified automatof},, shown in

The supervisor computed at this stage Fig. 7, can be used in this step. Usitfy ~gum (Bg ||

PD) \i{sp, fp} and
51 = M C1D o Sty u (511152 \ {52,

is shown in Fig. 6. Since no events have been hidden, it = MV (R || B+ || C || Ha) \t{s2, fr}
holds thatH || S; = S1, and the new supervisdf; includes = MI(Hy || (R BF || ©) \i{s2, fr}) (21)



in Theorem 2, it follows that

MI((BE || PD) || (R B || 0))
C MI(Ha || R| B || ) | M1 (B¢ || PD | St2)
= 501152 | MT(BE | PD | St) @2)

It turns out thatM'(Bg || PD || Si5) = Bz || PD || S,

abstractions. Itis yet an open question how informatiomfro
the failed nonblocking check can be used to guide the search
for more appropriate abstractions.
The framework of synthesis equivalence has the potential
to overcome several weaknesses of previous approaches to
compositional synthesis: there is no need for state lai€ls [

(11 states) andy || Sz || Si = S1 || S2, i.e., no additional making bisimulation-based simplifications possible; ¢éhisr
supervision is needed in this step. A nonblocking checthe possibility to hide controllable and uncontrollablests;

of (22) ensures equality, and thus
M'(Bg || PD || Rl By | C)
= Sy Sz |l /Vf(Bs | PD | S15)
=51 HS2HBS | PD || 12

(1]
=SSz Bs || PD .

(2]

(3]

(23)

In the final step to be back-processed, A/ has been
simplified according to (14). All events except are local
and can be hidden from the supervisaf| S || B || PD, pro-
ducing a three-state abstractih Using (14) andS’ ~gynh
(1182 B || PD)\\Y = MY(Bg || PD|| R B || C)\\T,
whereT = X\ {s2}, in Theorem 2, it follows that

MT(AJLW I (Bs || PD L& B || 0))
C MI(Bg | PD|| R By || C) | MT(AM || S)
=S| 82 || By || PD | MT(AM || S") .

(4]

(5]

(24) 6]

Again, it turns out that no additional supervision is needed
becauseM ' (AM || S') = AM || S’ (12 states) and, || Sz || 7]
S’ = 51 || S2, and the system is nonblocking. Thus,

MI(AM || By | PD | R|| B || C)
=S| S2 || By || PD || MT(AM || S")
=81 S2 || Bg | PD || AM || &'
=S| S2 (| Bg | PD || AM .

(8]

(25)

Therefore, adding the modular supervisor componets
and Sy to the FMS system produces the least restrictiVﬁo]
nonblocking behaviour. This result has been obtained witho
ever considering automata larger than twelve states, wtho
there are 184 reachable states in the synchronous product[]d'ﬂ
the six automata in Fig. 1.

El

V. CONCLUSIONS [12]

A two-pass procedure for compositional synthesis of
modular supervisors for discrete event systems has been
presented. The strength of this procedure lies in that, &l
each step of the second pass, the method accessembaith
information—given by the intermediate result visited—and
global information—given by the abstraction of the mono-{14]
lithic behaviour passed back. This allows for the synthesis
of specialised supervisor modules for individual syntiesi[1s)
problems, found locally, using knowledge about the global
system to ensure least restrictiveness. [16]

While the algorithm can accurately determine whether a
supervisory control problem is solvable without constingt [17]
the full synchronous product, the supervisor returned mayq
be an over-approximation of the least restrictive solution
that is not automatically nonblocking. A nonblocking check
is needed to confirm correctness of the result, and if this
check fails, the procedure needs to be restarted using weake

and the use of nondeterministic automata paves the way for
better abstractions than projection-based methods [&], [1
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