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Abstract 

Losses of soil organic matter (SOM) can lead to a decrease in soil quality, 

cause an increase in CO2 emissions, thereby contributing to a rise in atmospheric 

CO2 concentration, which in turn can affect the global climate.  

Microbial decomposition of SOM to CO2 is one of the main processes by 

which SOM is lost. Breakdown of organic matter (OM) by solar irradiance (called 

“photodegradation”) can also contribute to decomposition, especially in dry 

ecosystems. Photodegradation has been studied in the field by measuring the 

mass loss of litter, but its contribution to CO2 losses has not previously been 

determined at spatial and temporal scales appropriate for ecosystems.  

The main aim of this research was to examine the magnitude and drivers 

of the CO2 efflux from terrestrial organic matter resulting from both microbial 

decomposition and photodegradation.  

Carbon dioxide fluxes were measured at a bare peatland in New Zealand 

using eddy covariance (EC) and a closed chamber. The EC system measured the 

total CO2 flux, whereas the chamber only measured the biological component of 

the CO2 flux. The abiotic irradiance-induced component of the CO2 flux was 

obtained by subtracting the chamber flux from the EC flux, and by comparing 

day-and night-time EC measurements made under similar temperature and 

moisture conditions. Analogous comparisons were made using field data from a 

grassland site in California during the dry summer period when plants had 

senesced. To confirm that solar irradiance contributed to CO2 effluxes from 

terrestrial OM, short incubations of OM in a small transparent flow-through 

chamber system (referred to as the “container”) were conducted. The container 

was also used to study the controls of photodegradation including the effects of 

irradiance intensity, wavelength and substrate species.  

On hot summer days, irradiance-induced CO2 fluxes accounted for up to 

58% and 90% of the total mid-day CO2 flux at the peatland and grassland, 

respectively. Annual CO2 production at the peatland was estimated to be 269 g C 

m-2, of which 20% was due to photodegradation. At the grassland during the dry 
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season (~3 months), approximately 27 g C m-2 was lost as CO2, of which 60% was 

due to photodegradation.  

Irradiance-induced CO2 fluxes measured both in the field and in the 

container showed a very strong relationship with the intensity of solar irradiance. 

Higher fluxes were observed at greater temperatures, but temperature effects 

could not be separated from irradiance effects. Field data suggested that the 

dose response coefficient (=moles of CO2 produced per unit of energy of 

incoming solar irradiance) did not differ between wet and dry conditions at the 

peatland. Per unit of energy, peat produced more CO2 than grass litter in both 

the field and the container. Container measurements indicated the irradiance in 

the UV wavelength band was responsible for 14 % of the total irradiance-induced 

CO2 flux. Per unit of energy, approximately 5 times as much CO2 was produced in 

the field compared to the container fluxes. The causes for this difference are not 

known, and this observation highlighted the importance of conducting 

ecosystem-scale field experiments in addition to small-scale controlled 

experiments.  

The rate of CO2 loss at the peatland resulting from microbial respiration 

was primarily controlled by the position of the water table, which in turn 

determined the thickness of the aerated peat layer. Greatest losses were 

observed in summer, when the water table was low and peat temperatures 

relatively high. Simple models previously applied in northern hemisphere 

peatlands predicted up to 86% of the variation in the observed daily averaged 

CO2 fluxes based on peat temperature and depth to water table. The models 

were less successful at explaining the within-day variation of the CO2 flux. To 

explain the complex variation in CO2 fluxes at the within-day time scale, or if 

modelling is intended to increase understanding of the underlying processes of 

soil respiration, mechanistic models describing both CO2 production at various 

depths and diffusion of CO2 to the peat surface might be more appropriate.  

Carbon dioxide losses due to abiotic processes like photodegradation 

have generally been ignored in ecosystem-scale carbon exchange studies and 

models. The results of this study strongly suggest that this process should not be 

ignored for a variety of ecosystems where OM is exposed to high levels of solar 
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irradiance for extended periods of time. The role of photodegradation in 

assisting microbial decomposition of complex OM is also poorly understood.  

To obtain reliable estimates of carbon cycling component fluxes, the 

contribution of photodegradation to OM decomposition and CO2 losses should 

be quantified across a wide range of other ecosystems and the process should be 

incorporated into global carbon cycling models.  

 



 

  

 

iv 



   

 

v 

Preface 

 

“Thus, the task is, not so much to see 

what no one has yet seen; but to think 

what nobody has yet thought, about 

that which everybody sees.” 

Erwin Schrödinger, physicist, 1887-1961 

 

At the beginning of this research in April 2005, I started with the overall 

aim to advance the understanding of the controls of microbial respiration by 

doing a large scale field experiment. By choosing a bare peat mine as a study site 

– a simple ecosystem – I regarded it as given that microbial respiration could be 

quantified quite straightforwardly, by measuring the CO2 efflux from the peat.  

However, especially in summer under hot and dry conditions, I measured 

unexpectedly high CO2 effluxes using the eddy covariance technique. These high 

fluxes occurred during the day, but not at night. Also, I was unable to confirm 

these large effluxes using chamber measurements. My first inclination was to 

doubt the eddy covariance measurements because of the complex nature of this 

technique. I corresponded with experts in eddy covariance across the world, 

some of whom had found similarly high CO2 effluxes that could not be explained. 

The extremely large density correction caused by the high heat exchange from 

the surface to the air during summer days was considered the most likely culprit 

of the incorrect CO2 efflux readings, although no-one could satisfactorily explain 

why.  

Daniel J. Boorstin (historian, 1914 – 2004) once said: "The greatest 

obstacle to discovery is not ignorance - it is the illusion of knowledge." Whereas I 

– and many others along with me – had implicitly assumed to know that the only 

process contributing to the CO2 efflux from organic matter was microbial 

respiration, this turned out not to be the case. I spent considerable time 

examining and questioning the data in great detail, before I concluded that the 

premise my analyses were based on (namely that the sole process responsible 
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for to the CO2 efflux was microbial respiration) could not be correct for my study 

site.  

Once I recognised this, I realised my data held substantial evidence for an 

additional abiotic process that was contributing considerably to the measured 

CO2 losses from the peatland: the organic matter of the peat was directly broken 

down by solar radiation through a process called photodegradation. 

Photodegradation had not previously been recognised as a potentially large 

contributor to ecosystem-scale CO2 emissions from terrestrial ecosystems. My 

findings, combined with those based on data obtained in a seasonally dry 

grassland, suggested that photodegradation could be important in a wide range 

of ecosystems where terrestrial organic matter is exposed. Until now, the 

process has been ignored in ecosystem scale carbon exchange studies.  

 To some, the findings of my research might seem self evident, and 

maybe they are. I suppose that the interpretation of data depends strongly on 

the background and knowledge of the one who does the interpreting. Whereas 

for a researcher in the field of photodegradation my results might be “less than 

surprising”, I know that most researchers in the field of terrestrial ecosystem CO2 

exchange are not aware of the existence of irradiance-induced CO2 fluxes. I agree 

with Paul Crutzen (atmospheric chemist, born 1933) when he said that “great 

ideas often lie within combinations of fields of studies”, so let my contribution to 

science be the bringing together of two fields by informing researchers in the 

area of ecosystem CO2 exchange about the potentially large contribution that 

photodegradation can make to CO2 losses from ecosystems. 

Although my original research proposal consisted of proper research 

questions and hypotheses, this is not the way the results will be presented. My 

journey has been one of discovery, and as such some of the field results will not 

be presented as if hypotheses were tested. Also, I would like to point out that, if 

the goal of my research had been to detect and quantify the CO2 flux resulting 

from photodegradation, I would have set up the experiment differently. I have 

not conducted the perfect study on ecosystem-scale irradiance-induced CO2 

losses, yet imperfect studies, when correctly interpreted, can still substantially 

advance science (altered from Weiss, 1993) 
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It has been very exiting to travel along the road of discovery of this 

previously unrecognised pathway of CO2 losses from terrestrial ecosystem. As 

always in science, this discovery led to more questions then answers. This thesis 

does not aim to answer all questions that arose from my findings. Instead, it 

sheds light on some aspects, and highlights where further work is needed.  

I can say that now, at the end of the journey, the overall aim of this 

research has only changed slightly. Instead of the magnitude and controls of soil 

respiration of peat, it now focuses on the magnitude and controls of CO2 losses: 

losses that can be the result of biotic and abiotic processes.  
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Chapter 1 Introduction 

1.1 Background  

Organic matter (OM) in soil increases the soil’s capacity to hold water, 

provides nutrients needed for plant growth and improves soil structure (Luo and 

Zhou, 2006; McLaren and Cameron, 1996). Additionally, soils form the largest 

terrestrial storage pool of carbon (Amundson, 2001; Janzen, 2004).  

Microbial decomposition is the process by which bacteria and fungi in the 

soil break down organic matter, thereby producing CO2 (Luo and Zhou, 2006; 

Swift et al., 1979). This soil respiration is the main process by which soil organic 

carbon is released back into the atmosphere. Because of the role of soil 

respiration in the global carbon cycle and because of the effect of atmospheric 

CO2 on global climate, scientific interest in the controls of soil respiration rates 

has increased over the last few decades. For example, there is evidence for 

positive feedback between global temperature and respiration rates, whereby an 

increase in temperature (due to a rise in concentration of greenhouse gases like 

CO2) leads to an increase in microbial activity and thereby respiration rates. This 

in turn could lead to a further release of CO2 to the atmosphere (Davidson and 

Janssens, 2006; Friedlingstein et al., 2006; Jones et al., 2003; Kirschbaum, 2004; 

Raich and Schlesinger, 1992; Rustad et al., 2001) and a decrease in the 

magnitude of the carbon pool in soils.  

Improving our understanding of the response of rates of CO2 losses from 

soils to changing environmental conditions or management practices is crucial if 

we are to predict the stability of soil organic carbon and the atmospheric CO2 

concentration in the future. 

Uncertainty still exists about what controls losses of CO2 through 

heterotrophic respiration by microbes (Jones et al., 2003; Trumbore, 2006). 

Controls of microbial respiration are usually studied using small plots in the field, 

or using laboratory incubations of soil. Field studies are generally conducted in 

vegetated ecosystems where the response of microbial respiration to changing 

environmental conditions is confounded by plant responses to these changing 
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conditions (e.g. Bahn et al., 2008; Tang et al., 2005). For this reason studies of 

microbial respiration at ecosystem scales are rare.   

Recent studies have shown that the direct breakdown of organic matter 

by solar irradiance (i.e. photodegradation) can also contribute substantially to 

decomposition, especially in dry ecosystems (Austin and Vivanco, 2006; Brandt et 

al., 2007; Day et al., 2007; Gallo et al., 2009; Throop and Archer, 2009). Two 

small incubation studies have confirmed that photodegradation produces CO2 

(Anesio et al., 1999; Brandt et al., 2009). However, no estimates of the 

magnitude of this irradiance-induced CO2 flux, or its controls, have been 

reported in field studies in the literature. Furthermore, studies have not 

partitioned CO2 losses in the field into the contributions of microbial respiration 

and photodegradation. 

1.2 Aims and objectives of research 

The original aim for this study was to determine how soil moisture, soil 

temperature and ultimately nutrient availability controlled soil respiration rates 

resulting from microbial decomposition of organic matter at a bare (mined) 

peatland. The bare peatland was chosen to avoid the confounding effects of 

plants. It was assumed that soil respiration could be quantified by measuring CO2 

losses from peat.  

However, the discovery of photodegradation shifted the focus of the 

thesis somewhat and the overall aim of the thesis was re-formulated as “to 

advance the understanding of the controls of CO2 losses from terrestrial organic 

matter at large scales”. A substantial part of this thesis was re-directed to 

investigate the magnitude and controls of irradiance-induced CO2 losses. The 

objectives of this research were to:  

1) quantify the contribution of photodegradation to the total CO2 flux from 

a bare peatland in New Zealand and an annual grassland in California 

2) investigate the controls of CO2 flux caused by photodegradation 

3) examine the controls on microbial respiration rates at the bare peatland 

without the confounding effects of plants. 
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For the detection of photodegradation in the field, data from a field site 

in California were re-analysed in addition to the data from the peatland in New 

Zealand. For the microbial work (objective 3), only the respiration at the 

peatland was studied.  

1.3 Thesis outline 

The thesis is organised as follows. 

Chapter 2 reviews the existing literature, discussing both CO2 effluxes 

from photodegradation and microbial respiration. Because the process of 

terrestrial photodegradation is poorly understood compared to biological soil 

respiration, the emphasis in the literature review is on photodegradation.    

Chapter 3 describes the field sites and the methods that were used for 

the field studies and the small scale incubation experiments.  

Chapters 4-6 present the results of this thesis, and discuss the findings in 

the context of previous published research. Chapter 4 describes the field 

measurements that demonstrated that substantial portions of the measured CO2 

effluxes from a peatland and an annual grassland were irradiance-induced.  

Chapter 5 expands on the findings in the field, and reports results of 

small-scale incubation experiments designed to confirm the field observations of 

photodegradation. This chapter also aims to determine some of the controls on 

the rates of production of CO2 through photodegradation as measured in the 

field and the incubation study. Challenges encountered with the newly designed 

chamber setup for measuring irradiance-induced CO2 losses are discussed.  

Chapter 6 describes the findings regarding microbial respiration. This 

chapter focuses on the magnitude and controls of CO2 fluxes resulting from 

microbial respiration at the peatland in the absence of plants examined at 

different time scales. 

Chapter 7 contains a summary of the findings, the main conclusions and 

recommendations for future research.  
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Some of the findings of Chapter 4 and 5 are part of a paper that has been 

accepted for publication: 

 

Rutledge, S., Campbell, D.I., Baldocchi, D. and Schipper, L.A., 2010. 
Photodegradation leads to increased CO2 losses from terrestrial organic 
matter. Global Change Biology: "Accepted Article"; doi: 10.1111/j.1365-
2486.2009.02149.x  
 

This paper can be found in Appendix A. 

The remaining five appendices (B – F) deal with methodological issues.  
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Chapter 2 Literature review 

2.1 Purpose and structure of this literature review 

This chapter will review knowledge on the processes leading to CO2 losses 

from terrestrial organic matter. It will focus on two processes that contribute to 

the total CO2 efflux. The main process is biological: respiration resulting from 

microbial decomposition of soil organic matter (SOM). A second potential 

contributor to CO2 losses from soil and litter is the abiotic process of 

photodegradation.  

After explaining why SOM and CO2 losses are of importance and 

presenting a short introduction of peatlands and peat mines worldwide, an 

overview will follow of the terminology commonly used in studies on ecosystem 

exchange of CO2 (Section 2.4). The following section (Section 2.5) describes the 

methodologies most commonly used for measuring CO2 fluxes. Section 2.6 

describes the process of microbial respiration in bare peatlands, the main 

controls and a summary of respiration rates measured by other studies. As much 

as possible, the review focuses on studies examining respiration rates from bare 

peatlands, as these are the most comparable to the study site used for this 

thesis.  

Section 2.7 focuses on photodegradation in terrestrial ecosystems. 

Because very little is known about terrestrial photodegradation, and no studies 

have presented data on photodegradation from peat or soil, this review 

encompasses all studies focussing on photodegradation of terrestrial litter.  

2.2 Soil carbon and respiration 

Carbon is an essential compound for all organisms on Earth and it cycles 

between the atmosphere, biosphere, hydrosphere and soil systems. In the 

terrestrial part of the carbon cycle (Figure 2.1), carbon from the atmosphere 

(CO2) is sequestered into biomass by autotrophs (plants) through the process of 

photosynthesis. When plants die, some fraction of their organic matter 

accumulates in the soil. In the soil, organic matter enhances soil quality by 

increasing water holding capacity, supplying nutrients for plant growth, 
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maintaining soil fertility through its cation exchange capacity and improving soil 

structure and stability (Luo and Zhou, 2006; McLaren and Cameron, 1996). About 

half of the total mass of organic matter in or on top of soils is carbon (Blanco-

Canqui and Lal, 2004; Luo and Zhou, 2006). This carbon makes its way back to 

the atmosphere primarily as CO2, mostly through the process of respiration as a 

result of microbial decomposition of organic matter (Figure 2.1).  

 

 

Figure 2.1 The global carbon cycle. All C stocks are in units of Pg C, and flows are in Pg C per 
year (Pg = 10

15
 g).  Reprinted from Janzen (2004) with permission from Elsevier.  

 

There is strong evidence that the rising CO2 concentration in the 

atmosphere over the last century is largely responsible for the globally rising 

temperatures (IPCC, 2007). Because of CO2’s role as a greenhouse gas, scientists’ 

interest in the processes and controls of carbon cycling has increased drastically 

over the last decades. Soil carbon forms the largest reservoir of carbon in 

terrestrial ecosystems (1500-2000 Pg; Amundson, 2001; Janzen, 2004; Figure 2.1) 

and soil respiration represents the largest flux of carbon from soils to the 

atmosphere. Because changes in the mineralisation of SOM can have large 

implications for soil quality and the CO2 concentration in the atmosphere on a 

global scale, increasing our understanding of the response of carbon cycling in 

terrestrial ecosystems to changing environmental conditions is of utmost 

importance.  
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2.3 Carbon stored in peat 

2.3.1. Peatlands of the world 

A peatland can be described as “an area with or without vegetation with 

a naturally accumulated peat layer at the surface” (Joosten and Clarke, 2002). 

Peat accumulates in an ecosystem when its carbon balance is positive, which 

means that more carbon is fixed in plants than is decomposed. Peat 

accumulation is the result of limited decomposition of plant material usually 

caused by low oxygen availability as a result of inundation by water (Clymo, 

1984; Davidson and Janssens, 2006; Joosten and Clarke, 2002; Laiho, 2006). 

There is a lack of globally consistent data on the area and carbon stores in 

peatlands (Bridgham et al., 2007; Clymo, 1984; Fuchsman, 1980; Joosten and 

Clarke, 2002; Krankina et al., 2008). This large uncertainty is caused by 

inadequate data for many regions of the world (Bridgham et al., 2007; 

Lappalainen, 1996), and by differences in definitions between different countries 

and scientific disciplines, for example about the minimum thickness of peat in a 

peatland (Joosten, 2004; Joosten and Clarke, 2002; Lappalainen, 1996; Oleszczuk 

et al., 2008). Peatlands are estimated to cover about 4∙106 km2 (Joosten and 

Clarke, 2002; Lappalainen, 1996; Maltby and Immirzi, 1993; Table 2.1), which 

represents approximately 3% of the total land surface of the Earth. Most of these 

peatlands can be found in the boreal and sub-arctic regions in the Northern 

hemisphere where wet and cold conditions facilitate peat formation (Gorham, 

1991; Joosten and Clarke, 2002; Maltby and Proctor, 1996) with an estimated 

area of 3.46∙106 km2 (Gorham, 1991). 
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Table 2.1 Estimates of the global area of peatlands in 10
3
 km

2
. 

 Agriculture + Forestry    

 Agriculture Forestry  Sum 
drained 

Unaltered Total 

 Crops Pasture Tot  Tot    

Bridgham et al. (2007)        3440 
Lappalainen (1996)        3985 
Joosten and Clarke (2002)   250 150 400 >490 >3140  4000 
Armentano and Menges 
(1986) 

82 55  94  260 3269 3492 

Armentano and Verhoeven 
(1988) in Maltby and 
Immirzi (1993)  

  137 92 250    

Maltby and Proctor (1996)     300   4000 
Maltby and Immirzi (1993)   93 118    3880-

4080 

 

Peatlands are more important for the global carbon cycle than their 

surface area would suggest because of their high organic carbon content 

(Lappalainen, 1996). Peatlands store a large proportion of the terrestrial carbon 

with estimates ranging between 234 and 528 Pg of carbon (Table 2.2). This large 

carbon pool contains between 16–33% of the total soil carbon pool (Gorham, 

1991; Lappalainen, 1996; Maltby and Immirzi, 1993).  

 

Table 2.2 Estimates of the global pool of soil carbon held in peatlands. 

Reference Store of carbon 
(Gt/Pg/10

15
 g.) 

Immirzi et al. (1992) in Charman (2002) 329 – 528 
Gorham (1991) 455* 
Armentano and Menges (1986)  276** 
Sjörs (1981) in Marikainen and 
Lappalainen (1996) 

300* 

Maltby and Immirzi (1993)  462 – 525 
Lappalainen (1996) 234 – 252 
Bridgham (2007) 462 (± 50%) 
Turunen et al. (2002) 270-370*** 

* in peatlands boreal and subarctic regions alone 
**assuming that peat layer is 1m thick, which is thought to be too shallow (Maltby and Immirzi, 
1993) 
*** in mires in boreal and subarctic regions alone 
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2.3.2. Peat mines of the world 

Human activities in the non-tropical world alone have led to an area loss 

of pristine mires of over 16% (Joosten and Clarke, 2002). Around 10% of 

peatlands around the world are currently drained, and used mostly for 

agriculture and forestry (Table 2.1; Joosten and Clarke, 2002). A small part of 

peatlands (approximately 50∙103 km2, Joosten and Clarke, 2002) are used for 

peat extraction, with the mined peat being used for energy generation, domestic 

heating, as organic fertiliser and humus in agriculture and as growing medium in 

horticulture  (Joosten and Clarke, 2002). These days, most of the peat used for 

energy production (almost 90%) is produced in the Russian Federation, Belarus, 

Sweden, Finland and Ireland (Strack, 2008). Canada and Germany account for 

more than half the production of horticultural peat (Strack, 2008). 

2.4 Terminology related to carbon cycling 

This section will present the terms and abbreviations that are commonly 

used in carbon cycling studies and that will be used throughout this study. 

2.4.1. Decomposition 

The term “carbon turnover” will be used synonymous with carbon cycling 

which includes mineralisation and the transformation of carbon from one pool 

(or reservoir) to another pool. Decomposition is the overall process by which a 

substrate is transformed into organic compounds and CO2 (Shibu et al., 2006) 

and in this thesis the terms “degradation” and “breakdown” will be used to 

indicate the same. The main resulting products of decomposition are recalcitrant 

organic matter, CO2 and dissolved organic and inorganic carbon (DOC and DIC) 

that can leach from the soil (Figure 2.2).  Leaching is the loss of incompletely 

decomposed organic compounds or inorganic compounds from the decomposing 

substrate, due to the actions of water (altered from Berg and McClaugherty, 

2008). The conversion of organic C to the inorganic compounds CO2 and DIC is 

called mineralisation. Because decomposition rates are often determined by 

measuring mass loss of soil or litter over time, decomposition is sometimes also 

defined as “mass loss from organic matter” or “CO2 release plus leaching of 
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compounds” (adapted from Berg and McClaugherty, 2008; Figure 2.2). 

Fragmentation is “a reduction in particle size of the organic resource” (Swift et 

al., 1979). This fragmentation can be brought about by abiotic factors such as 

freezing and thawing, or wetting and drying cycles (Berg and McClaugherty, 

2008) or by soil animals breaking down large pieces of SOM or litter (Lavelle and 

Martin, 1992; Luo and Zhou, 2006; Wolters, 2000). 

 

Figure 2.2 Diagram showing processes (bold lettering) and begin and end products (in grey 
boxes) of decomposition.  

 

2.4.2. Carbon exchange between ecosystems and the 

atmosphere 

The terminology used in studies of the carbon exchange between the 

Earth’s vegetated surface and the atmosphere is illustrated in Figure 2.3. Gross 

primary production (GPP) is the carbon fixed by plants through photosynthesis. 

Part of this carbon is respired by the plant both above- and below ground 

(autotrophic respiration, AR = ARa +ARb), and the remaining net production of 

organic matter by plants is called net primary production (NPP = GPP – AR). HR  is 

heterotrophic respiration, defined as “the production of CO2 from the 

decomposition of organic matter by microbial and fungal organisms” (Schimel 

and Manning, 2003) and takes place in the litter layer and soil. Net ecosystem 

production (NEP) equals NPP – HR.  NEP also equals GPP – ER, where ER is 

ecosystem respiration. ER is the sum of autotrophic and heterotrophic 

respiration (ER = AR + HR).  
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Figure 2.3 Diagram summarising the terms commonly used in describing fluxes of CO2 in 
ecosystem studies. The figure was adapted from Luyssaert et al. (2007) and is based on 
definitions given by Chapin et al. (2006). 

 

Chapin et al. (2006) defined net ecosystem exchange (NEE) as “the net 

CO2 flux from the ecosystem to the atmosphere (or net CO2 uptake)”. NEE is 

defined by atmospheric scientists, and uptake of CO2 by an ecosystem is defined 

as negative, and losses of CO2 to the atmosphere are positive. In contrast, NEP is 

used by ecologists and is of opposite sign compared to NEE: i.e. NEP is defined as 

positive when the ecosystem acts as a sink, and as negative when carbon is lost 

from the ecosystem (Chapin et al., 2006).  

The biotic process of respiration is considered the main pathway for 

carbon moving from terrestrial ecosystems back to the atmosphere (e.g. Aerts, 

1997; Ryan and Law, 2005) and the measured CO2 efflux from soils is usually 

considered to be equal to soil respiration (Bridgham and Richardson, 1992; Raich 

and Schlesinger, 1992).  

Likewise, measured CO2 effluxes from an ecosystem are usually 

considered to be the result of biotic processes (respiration by living organisms, 

ER) only. However, both biotic and abiotic processes may contribute to CO2 
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losses from ecosystems. Abiotic processes can contribute to the CO2 loss from 

ecosystems (“the non-respiratory CO2 losses”; Luyssaert et al. 2007) through 

processes like fire (Chapin et al., 2006; Randerson et al., 2002), the breakdown of 

OM by solar radiation ("photodegradation", Brandt et al., 2009), and the 

dissolution and precipitation processes of carbonates in soils or parent material 

(Emmerich, 2003; Kowalski et al., 2008; Mielnick et al., 2005; Serrano-Ortiz et al., 

2010). NEE is the exchange of CO2 resulting from gross primary production, 

ecosystem respiration and abiotic (non-respiratory) CO2 losses (see Figure 2.3):   

 

AD - ER - GPP  NEE-   Equation 2.1 

 

where AD are the CO2 losses caused by abiotic processes. However, in studies on 

carbon cycling, the net CO2 flux measured above the vegetation (NEE) is often 

assumed to be equal to –NEP which does not include the non-respiratory CO2 

losses: 

 

ER - GPP  NEP  NEE-   Equation 2.2 

 

This common assumption that abiotic CO2 losses can be ignored is usually 

made in ecosystem-scale carbon cycling studies (Serrano-Ortiz et al., 2010) 

without being acknowledged (e.g. Baldocchi, 2008a; Desai et al., 2008; Luyssaert 

et al., 2009; Ma et al., 2007; Strack et al., 2008). 

2.4.3. Partitioning soil respiration 

In ecosystems without plants, soil respiration equals heterotrophic 

respiration (HR): the production of CO2 by microbes. Soil mesofauna (for 

example earthworms and nematodes) also contribute to the heterotrophic 

respiration, but this forms only a very small part of the total CO2 respired by 

heterotrophic organisms (references in Kuzyakov, 2006). In vegetated 

ecosystems, below-ground autotrophic respiration (ARb) from roots and root-

associated respiration from mycorrhizae (root-infecting fungi, Luo and Zhou, 

2006) and microbes in rhizosphere (the zone directly next to the root surface, 

Luo and Zhou, 2006) also contribute to the total soil respiration (RS = ARb + HR).   
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Figure 2.4 Components of soil and ecosystem respiration. See also Figure 2.3.  

 

In this thesis, respiration from rhizosphere and mycorrhizae is combined 

with the root respiration in the term ‘belowground autotrophic respiration’ or 

‘root-associated’ respiration (see also Hanson (2000), Bond-Lamberty et al. 

(2004) and references therein), because for this thesis it is only important to 

distinguish between bare soil and plant+soil respiration. Even though this 

definition is used regularly in the science community (e.g. Ryan and Law, 2005), 

one could reason this is not correct. The reader is referred to the review by 

Kuzyakov (2006), and following papers (Högberg et al., 2006; Kuzyakov, 2006a) 

for a detailed discussion on the proper terminology of root, rhizosphere and 

mycorrhizae respiration.  

In ecosystem carbon dynamics studies, the components of SR (i.e. HR and 

ARb) are often not measured individually, which means that measured values of 

SR need to be partitioned into autotrophic respiration by plants (ARb) and 

heterotrophic respiration by microbes (HR). Reviews on methods of partitioning 

of soil respiration into ARb and HR are provided by Hanson et al. (2000), 

Kuzyakov (2006), Subke (2006) and Bond-Lamberty et al. (2004). Root-associated 

respiration normally accounts for approximately 30-80% of the total soil 

respiration (Davidson et al., 2006b; Hanson et al., 2000). We need to keep this in 

mind when comparing studies on soil respiration in the presence and absence of 

plants. Soil respiration measurements in this thesis do not include root-

associated respiration. 
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2.5 Methods 

Soil respiration rates are determined by measuring CO2 evolution from 

soils, either in the field or in the lab. In Section 2.5.1, three different methods will 

be discussed.  

Rates of OM decomposition are often quantified by measuring mass loss 

of soil and/or litter. Although the current study focuses on soil respiration only, 

the results are compared to other studies that measure decomposition rates 

using mass loss. For this reason the most common method for measuring 

decomposition, the litter bag method, is discussed in Section 2.5.2. 

2.5.1. Methods to measure CO2 fluxes from soil 

The three methods for measuring soil respiration discussed here operate 

on very different spatial and temporal scales: evolution of CO2 from soil in jars in 

the lab, chambers and the soil CO2 gradient method on plot scales in the field 

and eddy covariance (EC) at ecosystem scales. As Denmead and Raupach (1993) 

point out, different methods should often be considered as complementary 

rather than alternatives. Each method has its own benefits and drawbacks which 

will be discussed below. After describing the three different methods, an 

overview will be given of studies that have compared fluxes measured by 

chamber and EC technique.  

Laboratory studies: CO2 evolution in jars 

When measuring soil respiration in the lab, small quantities of soil are 

placed in jars. Jars are sealed with a lid with a septum in it, which allows gas 

samples to be taken from the headspace. The microbial respiration rates can be 

determined by monitoring the increase of CO2 concentration in the jars over time 

by sampling at regular time intervals. Care must be taken not to let the CO2 

concentration reach values above 10,000 ppm (Reichstein et al., 2000), because 

above this threshold CO2 is found to inhibit microbial activity. Air from the 

headspace can be analysed for CO2 using an infrared gas analyser or gas 

chromatograph.  
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Lab studies offer the possibility of doing highly controlled and replicated 

experiments where different treatments can be compared. However, it is often 

unclear how representative the results are for situations in the field. 

Plot scale: Chamber  

At plot scale in the field, soil respiration is traditionally measured using a 

chamber system. Chamber systems can be divided into two groups: static and 

dynamic chamber systems. Static systems, whereby CO2 evolution into an 

enclosed volume is measured either by trapping the CO2 using a alkali trap or by 

taking regular air samples over time which are analysed for CO2 later in the lab, 

are less common than dynamic chamber systems. In closed dynamic chamber 

systems air circulates between the chamber and the infrared gas analyser (IRGA) 

to determine the change in CO2 concentration over time. These systems are also 

referred to as flow-through non-steady state (FT-NSS, Livingston and Hutchinson, 

1995). 

Before making measurements, collars must be inserted into the soil. 

These collars ensure a good seal between the chamber and soil and avoid any 

disturbances to the soil caused by placing the chambers (Norman et al., 1992). To 

make a measurement, the chamber is placed on the collar and the CO2 

concentration is monitored by circulating air between the chamber volume and 

the gas analyser. Individual measurements are commonly several minutes long. 

Afterwards, the CO2 flux can be calculated by fitting a regression equation to the 

data points describing the CO2 evolution with time.  

Chamber studies allow for replicated treatment studies in the field. 

Operation of a chamber system is relatively straightforward, especially when a 

commercially available soil respiration system is used which includes both 

hardware and software. 

A drawback of the chamber technique is the limited spatial extent 

compared to the spatial variability of the CO2 efflux from the soil (Law et al., 

2001; Rayment and Jarvis, 2000). As Savage and Davidson (2003) point out, the 

most effective way to characterise soil respiration over time and space with soil 

chambers is to combine data from a manually operated chamber with that of an 
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automated system. The manual system allows one to measure at several points 

within the area of interest, and has great spatial distribution but poor temporal 

distribution, whereas an automated system operates at one point only but has a 

high degree of temporal distribution. Obtaining spatial readings using a portable 

chamber can be very labour-intensive. 

Soil respiration is the result of two processes: CO2 production within the 

soil profile and transport of CO2 from soil to the soil-atmosphere interface (Fang 

and Moncrieff, 1999; Luo and Zhou, 2006). Transport of CO2 from the soil to the 

soil-atmosphere interface occurs as a result of both concentration gradients 

(diffusive flow) and pressure gradients (mass flow; Luo and Zhou, 2006). When 

measuring soil respiration, care needs to be taken not to modify the conditions 

that control production and transport of CO2 (Luo and Zhou, 2006).  

The main challenges of the closed dynamic chamber technique when 

measuring CO2 produced by microbes in the soil are the following (see review by 

Davidson et al., 2002): 

 Pressure effects. Ideally, pressure conditions in the chamber headspace 

and outside the chamber are the same. However, especially under windy 

or gusty conditions, pressure fluctuations between the chamber 

headspace and the ambient atmosphere may occur (Livingston and 

Hutchinson, 1995; Xu et al., 2006), often leading to overestimation of the 

flux (Bain et al., 2005). These issues should be dealt with through 

chamber design (Hutchinson and Livingston, 2001; Xu et al., 2006) such as 

correct venting design. 

 Inhibition of CO2 efflux caused by a build-up of CO2 in the chamber. The 

increase of CO2 concentration in the chamber leads to a decrease in the 

CO2 gradient between soil and atmosphere, thereby possibly suppressing 

the diffusion of CO2 into the chamber. One can avoid underestimating the 

flux by using an exponential fit to the data instead of a linear fit (Kroon et 

al., 2008), and by changing the duration of measurements to suit the 

conditions (i.e. at high respiration rates shorter measurements suffice; 

Davidson et al., 2002). 
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 Non-steady state CO2 efflux. After periods of relative drought, rainfall or 

irrigation can lead to a large increase of measured CO2 flux caused by 

CO2- rich soil air being displaced by water infiltrating the soil (soil 

degassing). During these periods, measurements might accurately reflect 

the CO2 efflux from the soil, but this efflux is not equal to CO2 production 

in the soil because CO2 production and transport are not in equilibrium 

(Chen et al., 2008; Liu et al., 2002). 

 

To obtain a reliable estimate of the average CO2 flux over a large area, 

chamber measurements should be made at several locations in the area of 

interest (for example the footprint of an EC tower) because of the usually large 

spatial heterogeneity of soil respiration (Savage and Davidson, 2003).  

Plot scale: Soil CO2 gradient 

CO2 effluxes from soil to the atmosphere can also be estimated by 

measuring the change in CO2 concentration in soil air with depth (Fierer et al., 

2005a; Jassal et al., 2005; Luo and Zhou, 2006). This can either be done by 

sampling soil air at different depths and analysing it using one gas analyser (also 

called the ‘gas well method’ described by Luo and Zhou (2006), see for example 

Fierer et al. (2005a), Fang and Moncrieff (1996) and Hamada and Tanaka (2001)), 

or by installing multiple sensors that determine the CO2 concentration at various 

depths in the soil profile simultaneously (see e.g. Hirano et al. (2003), Jassal et al. 

(2005), Tang et al. (2003) and references therein). Using the CO2 concentration 

determined at various depths, fluxes of CO2 can be calculated using flux gradient 

theory, based on Fick’s law of diffusion which states that the flux is proportional 

to the gradient in the CO2 concentration (Fierer et al., 2005a; Luo and Zhou, 

2006). This method assumes that diffusion is mostly responsible for the transport 

of CO2 from the soil to the soil surface (and not mass flow), and relies heavily on 

the correct estimation of diffusivity of CO2 in soil (Luo and Zhou, 2006). Soil CO2 

probes will not take into account any CO2 produced from litter at the soil surface. 

Still, good agreement between estimates of CO2 flux based on soil CO2 gradient 
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and chamber measurement has been observed at an annual grassland in 

California (Tang et al., 2003). 

Ecosystem scale: Eddy covariance  

There are several micrometeorological methods that can be used to 

measure gaseous exchange of CO2 between ecosystems and the atmosphere at 

large scales: the eddy covariance (EC), Bowen ratio/energy balance (BREB), 

aerodynamic, eddy accumulation and surface renewal methods (Luo and Zhou, 

2006).  

Micrometeorological methods are very powerful because they do not 

disturb the source area or its microclimate (Shurpali et al., 1995), they integrate 

over large areas and operate rapidly and continuously, thereby allowing the 

study of environmental effects on the rate of exchange of CO2 between the  

surface and the atmosphere (Baldocchi, 2003; Denmead, 1983; Denmead and 

Raupach, 1993). Especially the eddy covariance technique has emerged in recent 

decades as an alternative way to assess carbon exchange between the 

atmosphere and the land surface. The use of the EC technique is widespread 

with the largest international network, FLUXNET 

(http://www.fluxnet.ornl.gov/fluxnet/index.cfm; Baldocchi et al., 2001), 

currently comprising over 500 EC towers (Baldocchi, 2008a; Baldocchi, 2008b).   

Despite being widely used, there are several drawbacks of the EC 

technique. To acquire reliable data from EC systems requires a high level of 

technical understanding of both the instrumentation and associated data 

processing software. EC systems are expensive and require regular maintenance. 

Even with a perfect set-up, many corrections need to be applied to the raw data 

to obtain fluxes: Corrections for the spatial separation between sensors and the 

limited frequency response of the sensors (Massman, 2000; Moore, 1986); for 

the humidity dependence of the acoustically sensed temperature (Schotanus et 

al., 1983); coordinate rotation (Finnigan et al., 2003; Lee et al., 2004; McMillen, 

1986) and for changes in air density (WPL correction describes by Webb et al. 

(1980), Leuning (2004) and Leuning (2007)). When applying the EC technique, 

measurements have to be made under certain atmospheric conditions so that 
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many of the terms in the budget equation that are difficult to measure can be 

ignored (Aubinet et al., 2000). Under those conditions, only two terms of the 

equation have to be measured to determine the source or sink of CO2 at the 

land’s surface: the turbulent flux in the vertical direction which is measured by 

the EC system, plus the rate of change in storage of CO2 below the sensor height 

(Aubinet et al., 2000; Kowalski and Serrano-Ortiz, 2007). Only when the 

assumptions that the EC technique is based on are not violated, can one expect 

to get reliable results using EC. For example, horizontal homogeneity is assumed 

so that advection and flux divergence can be ignored. However, when the 

upwind area is not homogeneous and this assumption is violated, the advection 

terms in the budget equations cannot be assumed zero (Laubach and Teichmann, 

1999). Also, the EC technique assumes stationary conditions. When non-

stationarity occurs, for example when atmospheric changes take place – like 

large scale changes of air mass associated with passage of frontal zones and the 

evening and morning  transitions in stability (Moncrieff et al., 2004) – the 

equations that underlie the EC technique are not valid. One of the main 

challenges the EC community is currently facing is obtaining reliable 

measurement of night-time CO2 fluxes. Massman and Lee (2002) describe the 

challenges during night-time measurements as “a co-occurrence of all eddy 

covariance limitations” and give a comprehensive outline of these weaknesses. 

One of the main challenges faced at night is that low wind speeds and stable 

atmospheric conditions lead to CO2 transport by advection (Aubinet et al., 2005; 

Aubinet et al., 2000; Feigenwinter et al., 2004), which cannot be measured using 

eddy covariance. This leads to an underestimation of night-time respiration 

fluxes (Aubinet et al., 2005; van Gorsel et al., 2008). Traditionally, this problem is 

dealt with by discarding data obtained under conditions of low levels of 

turbulence (using the 'u* filter'; Gu et al., 2005; Hutyra et al., 2008; Wohlfahrt et 

al., 2005), However, this is not ideal, and research into this area is ongoing (Gu et 

al., 2005; van Gorsel et al., 2009; van Gorsel et al., 2008; Van Gorsel et al., 2007). 

In addition to discarding data when turbulence levels are low, data are 

also discarded when wind is blowing from behind the tower (flow distortion; 

Geissbühler et al., 2000; Wyngaard, 1990) when the flux does not originate from 
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the desired source area ('the footprint'; Horst and Weil, 1992; Schmid, 2002; 

Schuepp et al., 1990) or when sensors were malfunctioning, for example because 

of a power outage or wet sensors during and after rain (Heusinkveld et al., 2008). 

Normally, after flux computations and filtering out bad data, around 65 % of the 

data remain (Falge et al., 2001a), but this percentage can be as low as 40% 

(Moffat et al., 2007). For carbon budget studies, the gaps in the data need to be 

filled using gap-filling techniques (Falge et al., 2001a; Falge et al., 2001b; Foken 

et al., 2004; Moffat et al., 2007). In contrast, when trying to answer questions on 

processes and controls (e.g. the response of CO2 flux from soil to changing soil 

temperature conditions), gap-filling should be avoided (Foken et al., 2004).  

Only when eddy covariance systems are set up above surfaces that have 

no active autotrophs that fix CO2 (GPP = 0), do they give a direct measurement of 

soil respiration. This could be either above bare soil surfaces (Billesbach et al., 

2004; Dugas, 1993; Ham and Heilman, 2003; Leuning et al., 1982; Ono et al., 

2007), or above ecosystems at times when plants have senesced.  However, 

most EC systems are set up in vegetated environments and EC provides only 

indirect measurements of soil respiration (Luo and Zhou, 2006). This is because 

EC measures the net ecosystem exchange of CO2 (NEE) and not the respiration 

directly. NEE is the sum of many processes as outlined in Section 2.4.2 and Figure 

2.3. During the day, NEE is the sum of photosynthesis (GPP) and ecosystem 

respiration (ER) and non-respiratory CO2 losses, while at night, NEE equals 

ecosystem respiration plus non-respiratory CO2 losses. To obtain estimates of ER 

from NEE measurements, it is generally assumed that the non-respiratory CO2 

losses are negligible so that the night-time values of [–NEE] equal ER. It is 

common practice to fit a regression model to these night-time measurements 

(for example using soil temperature) and this model of ER is then used to model 

ER during the day (Desai et al., 2008; Falge et al., 2002; Reichstein et al., 2005a). 

Another approach to estimate daytime ER is extrapolating the relationship 

between daytime NEE and solar irradiance to night-time conditions (when 

irradiance = 0, see e.g. Falge et al., 2002; Gilmanov et al., 2007; Suyker and 

Verma, 2001; Wohlfahrt et al., 2005; Xu and Baldocchi, 2004). 
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Comparison studies between chambers and eddy covariance 

Because the conclusions drawn in Chapter 4 rely heavily on the 

comparison of CO2 fluxes obtained using a chamber with CO2 fluxes obtained 

using the eddy covariance technique, a brief overview of studies will be given 

that focuses on comparing the chamber and eddy covariance methods. 

In ecosystems without plants, the measured CO2 flux is the result of only 

heterotrophic respiration (HR) and abiotic decomposition (AD), and CO2 fluxes 

measurement by EC (NEEEC) and chamber (NEECH) are assumed to be comparable 

during the day and night. Only in a few instances have CO2 fluxes from 

micrometeorological methods and chamber systems been compared above bare 

surfaces. Kabwe et al. (2005) measured NEE above a uranium mine in Canada 

and found that NEEEC flux was 12 % smaller than NEECH. Dugas (1993) found good 

agreement between BREB and a chamber with the average fluxes for BREB and 

chamber over four days differing by less than 10%. Ham and Heilman (2003) also 

found only a small difference between EC and a chamber system. They measured 

for 7 days over a parking lot where only very small CO2 fluxes were expected and 

CO2 fluxes of the two systems were generally within 0.26 μmol CO2 m-2 s-1.  

 In vegetated ecosystems, night-time measurements from chamber and 

EC can be compared if respiration by above-ground biomass is taken into 

account as well. Studies comparing night-time EC and chamber measurements of 

CO2 losses show mixed results. Some studies demonstrated that reasonable 

agreement could be reached between the two measurement techniques (e.g. 

Laine et al., 2006; Tang et al., 2008) whereas other studies detected 

discrepancies (Baldocchi, 2003; Loescher et al., 2006). When measurements from 

the two methods did not agree, it was usually the EC values that were lower than 

the chamber values. The underestimation of EC fluxes compared to chamber 

fluxes can be quite substantial, for example 35% (Goulden et al., 1996), 32% 

(Kominami et al., 2003), 27% (Lavigne et al., 1997), 41%(Subke and Tenhunen, 

2004) or 50% (Bolstad et al., 2004; Law et al., 1999). One of the several possible 

causes (Davidson et al., 2002; Drewitt et al., 2002; Goulden et al., 1996; Lavigne 

et al., 1997; Wohlfahrt et al., 2005) often mentioned for this observed difference 
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was the underestimation of EC fluxes caused by stable atmospheric conditions 

(Drewitt et al., 2002; Goulden et al., 1996; Lavigne et al., 1997). 

2.5.2. Methods to measure decomposition  

In this study soil respiration rates will at times be compared to 

decomposition rates measured in other studies. One of the most commonly used 

methods to measure decomposition rates is mass loss in litter bags (Kurz-Besson 

et al., 2005). When using litter bags to determine decomposition, bags made 

with a suitable mesh size are filled with litter and either buried in the soil or laid 

on the soil. At regular sampling times, some of the bags are collected and 

analysed for remaining mass. Decomposition rates are calculated based on the 

decrease of the dry mass over time (Karberg et al., 2008). 

The litter-bag method has a number of drawbacks: the bag might affect 

the micro-climate and thereby decomposition rates, parts of the litter might be 

fragmented and carried out of the bag by soil fauna or fall through the mesh. Or, 

if the mesh is too fine, part of the soil macro fauna might be excluded  (Karberg 

et al., 2008). The duration of the experiment must be decided beforehand based 

on expected, but unknown, decomposition rates (Kurz-Besson et al., 2005). 

Despite these limitations, the use of the litter bag method is widespread because 

it is inexpensive and easy. 

When comparing soil respiration rates with mass loss rates, one needs to 

keep in mind that mass loss = respiration of CO2 + leaching of DIC and DOC and 

other mineralised compounds (e.g. NO3). This means that if leaching is not 

negligible,  mass loss will not be equal to measured respiration (e.g. Cotrufo et 

al., 2008). 
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2.6  Microbial respiration within bare peatlands 

The body of literature on soil respiration and microbial respiration of soil 

organic matter is very large1 and a multitude of review papers and textbooks are 

available on these topics (Davidson and Janssens, 2006; Hibbard et al., 2005; 

Kirschbaum, 2000; Luo and Zhou, 2006; Pendall et al., 2004; Raich and Potter, 

1995; Rustad et al., 2001; Ryan and Law, 2005). This section is by no means a 

comprehensive review of microbial respiration: its main purpose is to provide a 

very broad overview of existing knowledge and principles. Because this thesis 

examines microbial respiration at a bare peatland, this review will aim to focus 

on studies into respiration of drained peatlands, and where possible, peat mines.  

Microbial respiration has been shown to be affected by many factors: 

substrate availability  (and therefore carbon inputs from vegetation; Bahn et al., 

2008; J. Curiel et al., 2007; Janssens et al., 2001; Raich and Tufekciogul, 2000; 

Ryan and Law, 2005; Tang et al., 2005), oxygen availability (Davidson and 

Janssens, 2006; Glatzel et al., 2004; Moore and Dalva, 1997; Waddington et al., 

2001), moisture content (Gaumont-Guay et al., 2006; Orchard and Cook, 1983), 

nutrient availability (Bridgham and Richardson, 2003; Manning et al., 2008), 

temperature (Davidson et al., 2006a; Kirschbaum, 2006; Lloyd and Taylor, 1994; 

Reichstein et al., 2005c), substrate quality (Berg and McClaugherty, 2008; Hogg 

et al., 1992; Luo and Zhou, 2006; Swift et al., 1979), pH (Aciego Pietri and 

Brookes, 2008; Laiho, 2006), depth  (Davidson et al., 2006b; Salomé et al., 2010) 

and microbial community composition (Balser and Wixon, 2009; Moorhead and 

Sinsabaugh, 2006; Steinweg et al., 2008; van der Wal et al., 2006). However, the 

main controls of microbial respiration in peat are temperature, soil moisture 

content and substrate quality (Davidson et al., 2006b; Jauhiainen et al., 2005; 

Moore et al., 1998). In this review, emphasis is put on the control of temperature 

and moisture on microbial respiration rates, because this is the focus of  

Chapter 6. 

                                                      
1
 A search on the ISI Web of Science website using keyword “soil respiration” resulted in  

2,285 papers (12 Apr 2010) 
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2.6.1. Controls of microbial respiration 

Temperature 

The temperature sensitivity of soil respiration has recently received 

substantial attention because of its importance in determining how soil carbon 

stocks might change in response to global warming (Davidson and Janssens, 

2006; Kirschbaum, 2006). The rate of microbial decomposition (and thus 

respiration), like that of any biochemical process, tends to increase with 

increasing temperature. Many studies have confirmed that CO2 production from 

soils increased with increasing temperature, also in peatlands (Blodau et al., 

2007; Dorrepaal et al., 2009; Hogg et al., 1992; Maljanen et al., 2002; Moore and 

Dalva, 1993; Petrone et al., 2003; Silvola et al., 1996; Updegraff et al., 2004; 

Waddington and Warner, 2001). 

Increasing temperatures not only enhance microbial activity, but also 

cause an increase in the diffusion rates of gases (O2 and CO2) and solutes, which 

further increases microbial activity (Davidson et al., 2006a). 

Temperature sensitivity is often expressed in terms of the Q10 value: the 

factor by which the rate of decomposition increases with a 10°C increase in 

temperature (Davidson et al., 2006a; Fierer et al., 2005b; Luo and Zhou, 2006). 

This value is expected to be around 2, i.e. a doubling of respiration rate is 

expected when temperature increases by 10°C.  Several researchers have shown 

that the temperature sensitivity (Q10) of decomposition rates decreased with 

increasing temperature (Dalias et al., 2001; Kirschbaum, 1995; Lloyd and Taylor, 

1994; Xiang and Freeman, 2009). Davidson and others (Davidson et al., 1998; 

Davidson et al., 2006a) suggested that if temperature sensitivity is much larger 

than 2, there are other drivers confounding the temperature response. When 

using time series of in situ measurements to determine the temperature 

sensitivity, factors like root respiration (Boone et al., 1998; Schindlbacher et al., 

2008), co-varying substrate supply (for example seasonal growth dynamics; Gu et 

al., 2004; Moyano et al., 2007; Reichstein et al., 2005a) and moisture conditions 

(Davidson et al., 1998; Reichstein et al., 2002) can confound the sensitivity of soil 

respiration to changes in temperature (Kirschbaum, 2000). Similarly in laboratory 
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incubations, changes in substrate availability can vary over time if depletion of 

labile OM occurs (e.g. Reichstein et al., 2000; Rey and Jarvis, 2006). 

Moisture and oxygen availability 

Pores in soils are either filled with air or water (Luo and Zhou, 2006). The 

air-filled pores allow diffusion of oxygen from the atmosphere to the reaction 

microsites, enabling aerobic decomposition by microbes (Davidson et al., 2000). 

Diffusion of CO2 through the air-filled pores is the main process transporting the 

produced CO2 from the microbial microsites to the soil surface. The water films 

in pores allow microbial mobility, diffusion of carbon substrate to the microbes, 

and diffusion of extracellular enzymes produced by the microbes to break down 

OM (Davidson et al., 2006a; Davidson et al., 2000; Luo and Zhou, 2006). 

When the moisture content exceeds optimal levels, microbial activity – 

and thus soil respiration – may be inhibited (Davidson and Janssens, 2006; 

Davidson et al., 2000; Fang and Moncrieff, 1999) because the diffusion rate of 

oxygen is much lower in water than in air (Luo and Zhou, 2006). Low oxygen 

levels form the main limiting factor for microbial decomposition in water-logged 

ecosystems like wetlands (Clymo, 1984; Davidson and Janssens, 2006; Joosten 

and Clarke, 2002). Under those conditions, aerobic microbial activity is 

suppressed and often only anaerobic respiration takes place, generally resulting 

in much lower CO2 production rates than respiration under aerobic conditions 

(Davidson and Janssens, 2006; Glatzel et al., 2004; Moore and Dalva, 1997; 

Waddington et al., 2001 and references therein). As a result, respiration rates 

measured in peatlands under waterlogged conditions are generally less than 

rates observed when (part of) the peat column is above the water table (Glatzel 

et al., 2006; McNeil and Waddington, 2003; Waddington et al., 2002) . For 

example, a comparison of CO2 effluxes during three summer months from two 

abandoned mined peatlands for a wet and a dry summer showed the that 

decomposition in wetter peat was inhibited by as much as 73%, even when the 

average water table was only approximately 62 mm shallower during the wet 

summer compared to the dry summer (Waddington et al., 2002). Spatial 

differences in CO2 efflux within a single wetland have also been explained by 
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differences in water table depth and moisture content, with wet locations 

releasing less CO2 than moderately dry locations (Glatzel et al., 2006; McNeil and 

Waddington, 2003). Many studies examining the effect of drainage of peatlands 

have observed a large increase in CO2 efflux as a result of water table drawdown 

because of an increase in the thickness of the aerated layer (Freeman et al., 

1993; Jauhiainen et al., 2005; Laiho, 2006; Moore and Dalva, 1993; Moore and 

Knowles, 1989; Silvola et al., 1996). 

When the moisture content is below optimal levels, diffusion of substrate 

through soil water to the micro sites is inhibited, leading to low substrate supply 

to the microbes (Davidson and Janssens, 2006; Luo and Zhou, 2006), thereby 

limiting decomposition. Lowered soil moisture can also cause direct physiological 

changes in microbes (Luo and Zhou, 2006; Schimel et al., 2007). For example 

during drought, low moisture conditions can inhibit metabolic activity of soil 

microorganisms (Fang and Moncrieff, 1999) and induce cell dehydration, 

dormancy (Luo and Zhou, 2006) or death. Dormancy can lead to substantial 

decreases in respiration (Luo and Zhou, 2006; Schimel et al., 2007). Incubation 

studies of peat have confirmed that low moisture contents can indeed inhibit 

CO2 production potential from peat (e.g. Glatzel et al., 2006; Waddington et al., 

2001). Field measurements on mineral soils during periods of drought confirm 

that soil respiration was generally limited compared to respiration during wetter 

seasons (e.g. Mudge, 2009; Reichstein et al., 2002; Xu and Baldocchi, 2004) . In 

contrast, these limiting effects of low moisture levels on soil respiration are not 

commonly observed in the field in peat soils. The main difference between peat 

soils and mineral soils is that mineral soils tend to contain more organic matter in 

the top horizon compared to lower horizons (Jobbagy and Jackson, 2000), and 

most of the CO2 is produced in the upper layers of the soil (Davidson et al., 

2006b; Hirano et al., 2003) which are most affected by drought.  In contrast, 

peatlands have very high levels of organic matter throughout the peat profile. 

The total CO2 efflux measured at the peat surface is the sum of all CO2 produced 

throughout the peat profile (Davidson et al., 2006b; Graf et al., 2008).  Because 

low moisture levels at the peat surface are commonly accompanied by low water 

tables leading to a deeper layer of peat being aerated, measured CO2 effluxes 
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tend to increase rather than decrease when the surface peat dries out because a 

deeper layer of peat is contributing to the total CO2 flux measured between the 

surface peat and the atmosphere.  

Filling pore spaces with water as a result of rainfall might lead to 

increases or decreases in CO2 fluxes between the soil surface and atmosphere, 

even when production remains constant (Ryan and Law, 2005). Rainfall can 

displace air with high concentrations of stored CO2 (i.e. mass flow instead of 

diffusion) resulting in a peak in the measured CO2 flux (Eriksen and Jensen, 2001; 

Luo and Zhou, 2006; Reicosky et al., 1999; Ryan and Law, 2005). Alternatively, 

water from rainfall can also result in a decrease in CO2 flux (Buchmann et al., 

1997; Hirano et al., 2003) because the diffusivity of CO2 in water is about 10,000 

times smaller than in air (Fang and Moncrieff, 1999).  

Substrate quality 

Soil organic matter (SOM) is a mixture of assorted materials, some of 

which are still recognisable as plant or animals parts, and some of which are 

altered to the degree that the origin of the OM cannot be distinguished (humus; 

Amundson, 2001; Luo and Zhou, 2006). These constituents vary in age, chemical 

composition and ‘substrate quality’ (Trumbore, 2006). The terms ‘substrate 

quality’, ‘decomposability’, ‘recalcitrance’ and ‘stability’ (Leinweber et al., 2008) 

are all used to describe how decomposable OM is by microbial populations. 

Soluble and non-soluble carbohydrates are most labile ( = most easily 

degradable) and these substrates are therefore decomposed by microbes in the 

early stages of decomposition (Luo and Zhou, 2006; Swift et al., 1979). This pool 

with fast turnover times is generally small compared to the other pools (Berg, 

2000; Trumbore, 2006). Hemicellulose and α-cellulose are degraded at a slower 

rate, and lignin, humic acids and phenolic compounds are typically the 

compounds to display the slowest decomposition rates (Berg and McClaugherty, 

2008; Luo and Zhou, 2006; Swift et al., 1979). Most of the carbon stored in soils 

resides in what is called the ‘slow or recalcitrant pool’ with long turnover times 

(Trumbore, 2006). Decomposition of this hummified carbon is slow because 

microbes obtain little energy from it (Fontaine et al., 2003).  



28 Literature review Chapter 2 

 

 

 ‘Litter quality’ or ‘recalcitrance’ as such cannot be easily determined and 

they are often approximated by a range of different metrics (Bosatta and Ågren, 

1999), for example initial nitrogen concentration (e.g. Berg et al., 1982; Parton 

and Silver, 2007), C/N ratio (e.g. Webster et al., 2009), lignin concentration (e.g. 

Melillo and Aber, 1982; Taylor et al., 1989). 

At any given moment, the slow pool contributes only a small amount of 

carbon to the total CO2 flux (Trumbore, 2000), and it is this large recalcitrant pool 

which is most important for the storage of carbon in soil (Trumbore, 2006). 

Generally, if plants are not available to add labile OM to the OM pool, 

decomposition rates decrease over time as the concentration of easily 

decomposable compounds decreases, and the more recalcitrant OM, with low 

decomposition rates, remains (Berg, 2000; Berg and McClaugherty, 2008; Swift 

et al., 1979). 

In peatlands, CO2 production has been found to be negatively correlated 

to the Von Post humification index (Glatzel et al., 2004; Glatzel et al., 2006). The 

Von Post index of peat is determined by a qualitative squeeze test in the field 

which classes the peat in different stages of humification (and references therein 

Andriesse, 1988; Klavins et al., 2008). Larger values for the humification index 

indicate a higher degree of decomposition.  

The Von Post humification index tends to increase with depth (Glatzel et 

al., 2006; Waddington et al., 2002) and substrate quality of peat has often been 

assumed to decrease with depth (Glatzel et al., 2006; Waddington et al., 2001). 

Incubation of peat from different depths revealed that CO2 production potential 

decreased with depth, even when incubated under common temperature and 

moisture content (Glatzel et al., 2006; Hogg et al., 1992; Waddington et al., 

2001). However, this trend is not always observed (Stewart and Wheatly, 1990). 

Likely causes for this decrease of decomposability with depth are the lower input 

of labile organic compounds from living plant tissue (Waddington et al., 2002) 

and the relative accumulation of recalcitrant compounds like lignin, phenolic 

compounds and humic substances after the labile compounds have been 

decomposed over time (Hogg et al., 1992 and references therein). The 

temperature sensitivity of decomposition rates has been hypothesized to 



Chapter 2 Literature review 29 

 

increase with decreased organic matter quality (Hartley and Ineson, 2008; Knorr 

et al., 2005), as would be expected from kinetic theory (Bosatta and Ågren, 1999; 

Davidson and Janssens, 2006). This would mean, for example, that 

decomposition of relatively stable OM in deeper soil layers might be more 

sensitive to changes in temperature than more labile OM in the surface layers 

(Fierer et al., 2003; Jin et al., 2008; but see Reichstein et al., 2005b). However, no 

consensus has been reached and the difference in temperature sensitivity 

between labile and recalcitrant OM is still a topic of debate (Conant et al., 2008; 

Davidson and Janssens, 2006; Fang et al., 2005; Fierer et al., 2005b; Fontaine et 

al., 2007; Giardina and Ryan, 2000; Liski et al., 1999; Reichstein et al., 2005c; 

Wetterstedt et al., 2009). 

2.6.2. Rates of respiration from bare peat 

Table 2.3 lists a number of studies examining respiration rates from bare 

peatlands in the Northern Hemisphere. Many of these studies only measured 

respiration rates during summer. Average soil respiration rates ranged from 0.17 

to 7.2 g C m-2 d-1, with the majority of the measured rates being less than 3.5 g C 

m-2 d-1  (Table 2.3). These values fall in the lower half of the range of values 

reported by Roehm (2005), who reported a global average of 7.2 g C m-2 d-1 and 

4.8 g C m-2 d-1 for vegetated peatland ecosystems in temperate and boreal areas, 

respectively. 
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2.6.3. Models of respiration 

Many different models have been developed to explain the temporal 

variation of CO2 efflux from soils. Whereas some studies have ventured into the 

development of mechanistic models which aim to represent the processes of the 

decomposition process (e.g. those listed in Shibu et al. (2006) like RothC  

(Coleman and Jenkinson, 2008; Jenkinson et al., 1990) and CENTURY (Parton et 

al., 2001; Parton et al., 1987)), the majority of respiration models are based on 

empirical regression analyses which describe the effect of temperature and 

moisture on the CO2 efflux (Fang and Moncrieff, 2001; Kirschbaum, 2000; 

Richardson et al., 2006a; Tuomi et al., 2008). 

Models for temperature  

The simplest model used for predicting respiration as a function of 

temperature is the linear model (Raich and Potter, 1995; Rochette et al., 1991; 

Wofsy et al., 1993):  

 

bTa HR  Equation 2.3 

 

where HR is the CO2 efflux (μmol CO2 m-2 s-1) of microbial origin (heterotrophic 

respiration), T the peat temperature (°C) and a and b are fitted parameters. 

However, most studies use some sort of exponential equation based on 

kinetics to model the effect of temperature on respiration rates. One of the 

simplest, but very commonly used models that describes the response of 

respiration to temperature is the exponential model, first proposed by Van ‘t 

Hoff (1884) to describe the response of chemical reactions to changes in 

temperature: 

 

TeHR  Equation 2.4 

 

where α is the soil respiration rate at 0°C and   is the temperature 

sensitivity parameter (°C-1). The temperature sensitivity is often expressed in 

terms of the Q10 value: the factor which the rate of decomposition will increase 
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by over a 10°C increase in temperature (Fierer et al., 2005b; Luo and Zhou, 

2006). The Q10 can be calculated using the above regression using  10
10 eQ . 

Based on the exponential model of Van ‘t Hoff (1884), Arrhenius (1889) 

presented a model to describe how the reaction rate for biochemical processes 

(like microbial respiration) depends on temperature as follows:  

 

 RT

E

Aek
a

  (Equation 2.5) 

 

where k is the reaction rate constant (mol m-3 s-1) , A is a frequency or pre-

exponential factor (the theoretical reaction rate constant in the absence of 

activation energy (Davidson and Janssens (2006); mol m-3 s-1), Ea is the required 

activation energy (i.e. the minimum energy required for a specific chemical 

reaction to occur (Luo and Zhou, 2006) in J mol-1), R is the gas constant (8.314 J 

mol-1 K-1) and T is the temperature in Kelvin. Davidson and Janssens (2006) 

describe the term RT

E

e
a

as “the fraction of molecules present with energies equal 

or in excess of the required activation energy”. The Arrhenius model (in contrast 

to the Van ‘t Hoff model) correctly describes the decrease in Q10 with increasing 

temperature (Davidson and Janssens, 2006), which has been confirmed by some 

experiments (Dalias et al., 2001; Kirschbaum, 1995; Tjoelker et al., 2001; Xiang 

and Freeman, 2009). Also, the model predicts that substrates that are more 

recalcitrant (i.e. with higher activation energies) are predicted to have higher 

sensitivities to temperature changes (Bosatta and Ågren, 1999; Davidson and 

Janssens, 2006; but see discussion in Section 2.6.1 about the controversy 

surrounding this topic). 

Lloyd and Taylor (1994) compared the performance of several respiration 

models using data collected at 15 sites over a range of ecosystems. They found 

that the assumption made by the Arrhenius model, that the activation energy is 

constant with temperature, was incorrect. In the same study, they found that the 

Arrhenius equation resulted in a biased distribution of the residuals, meaning 

that it systematically underestimated respiration rates at low temperatures and 

overestimated respiration rates at high temperatures (Lloyd and Taylor, 1994). In 
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response to these inadequacies in the model described by Arrhenius, Lloyd and 

Taylor (1994) developed a modified Arrhenius function which is now one of the 

most commonly used models for soil respiration. This model allows the effective 

activation energy to vary according to temperature, with higher temperatures 

leading to lower effective activation energies. The general form of the Lloyd and 

Taylor (referred to as LT hereafter) equation can be written as (Luo and Zhou, 

2006) 

 

 


















 00ref

0

11

ref

TTTT
E

eRR  (Equation 2.6) 

 

where Rref is the respiration rate at a reference temperature, E0 is an empirical 

coefficient related to the activation energy (K), Tref is the reference temperature, 

T0 is the lowest temperature at which respiration can occur (Luo and Zhou, 

2006). Regression analysis can be used to determine Rref, E0 and T0. 

 In models describing ecosystems CO2 exchange, both the simple 

exponential model and the Lloyd and Taylor model are very commonly used to 

model soil respiration rates, for example to aid partitioning of the daytime net 

ecosystem exchange into respiration and photosynthesis (e.g. Falge et al., 2002; 

Lasslop et al., 2009). 

Models for moisture conditions 

Various models incorporating moisture can be found in the literature 

using  gravimetric moisture content, volumetric moisture content, water filled 

pore space, depth to water table, matrix potential, and percentage of water 

holding capacity (Davidson et al., 2000; Luo and Zhou, 2006). In addition, 

different kinds of equations are used as well (Davidson et al., 2000; Luo and 

Zhou, 2006; Richardson et al., 2006a): for example linear (Waddington and 

Warner, 2001), exponential (Silvola et al., 1996) and quadratic. In contrast to 

general consensus around the approach for modelling the effect of temperature 

on respiration rates, there is no consensus about the best way to model the 

effect of moisture and models tend to vary from study to study (Davidson et al., 

2000; Luo and Zhou, 2006). 
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2.7 Photodegradation  

In mesic ecosystems (i.e. systems with intermediate moisture conditions, 

neither humid nor dry), litter decomposition is controlled mostly by moisture, 

temperature and substrate quality and mass loss can be predicted reasonably 

well using decomposition models that predict mass loss using these drivers 

(Meentemeyer, 1978; Parton and Silver, 2007; Raich and Schlesinger, 1992). 

However, these commonly used decomposition models assume that microbial 

decomposition is the sole contributor to mass loss and they are unable to predict 

the high rates of mass loss measured in arid and semi-arid ecosystems (Parton 

and Silver, 2007; Vanderbilt et al., 2008).  

Several studies on mass loss in arid regions have concluded that the 

measured mass loss could not be sufficiently explained by temperature, moisture 

and substrate quality (e.g. Meentemeyer, 1978; Montana et al., 1988; Parton and 

Silver, 2007; Whitford et al., 1981). In central New Mexico, Vanderbilt (2008) 

found that neither precipitation nor litter quality were major controls of litter 

decomposition in a 10-year decomposition study in four different arid and semi-

arid ecosystems. Although shading and watering litter bags in the Chihuahuan 

Desert decreased temperature and increased the moisture content and the 

number of microarthropods, treatments had no effect on mass loss (Mackay et 

al., 1986).  Even after applying biocides to eliminate all organisms, mass loss was 

still detected on semi-arid sites in Colorado, New Mexico and Argentina when 

litter was exposed to sunlight (Austin and Vivanco, 2006; Mackay et al., 1986; 

Vossbrinck et al., 1979), but not when litter was buried 5 cm beneath the soil 

surface (Moorhead and Reynolds, 1989). Contrary to expectations, Schaefer 

(1985) found that, in New Mexico, substrates with the highest lignin content 

were the fastest to decompose (see also Figure 1 in Moorhead and Callaghan, 

1994). This is contrary to established understanding, which is that lignin is 

typically most recalcitrant to microbial decomposition and slowest to decompose 

(Berg, 2000; Berg and McClaugherty, 2008; Swift et al., 1979). As part of a large 

cross-site comparison study of decomposition rates, Parton and Silver (2007) 

found unexpected high rates of decomposition of leaf litter in arid ecosystems. 

Mass loss during the later stages of decomposition equalled those of humid 
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ecosystems, there was no indication of nitrogen immobilisation (indicative of 

microbial decomposition; Swift et al., 1979), and the high decomposition rates 

found in leaves were not found in roots that were not exposed to solar radiation. 

The results of all these studies suggest that decomposition in drylands 

might be controlled by different drivers than decomposition in mesic ecosystems 

and that mechanisms responsible for decomposition in dry regions might be very 

different from those in mesic regions.  

Pauli (1964) was possibly the first to suggest that photochemical 

processes, brought about by the high levels of solar irradiance in most arid and 

semi-arid regions, might contribute to the degradation of organic material. Since 

then, manipulative studies have been conducted that tested hypotheses 

regarding the breakdown of organic matter by solar irradiance. 

This degradation by sunlight, or photodegradation, is a large area of 

research, but studies have mostly focussed on photodegradation of OM in 

aquatic ecosystems (Moran and Zepp, 1997; Osburn and Morris, 2003; Zepp, 

2003; Zepp et al., 2007), and of materials and substances like wood (Derbyshire 

et al., 1997; George et al., 2005), paper (Kelly and Williams, 1981; Moorhead and 

Reynolds, 1989), plastics (Andrady et al., 2007; Fernando et al., 2009; Torikai and 

Hasegawa, 1999), paint (Christensen et al., 1999; Smith et al., 2001) and 

pesticides (Katagi, 2004; Pirisi et al., 1996). Very little is known about 

photodegradation of organic matter in terrestrial ecosystems and studies in this 

area of research have only  recently been conducted (e.g. Austin and Vivanco, 

2006; Brandt et al., 2009; Brandt et al., 2007; Day et al., 2007; Gallo et al., 2009; 

Gallo et al., 2006; Smith et al., 2010; Throop and Archer, 2009) 

This section reports on the current state of knowledge on 

photodegradation of organic matter in terrestrial ecosystems. Several studies 

have reported that solar irradiance can control decomposition indirectly: they 

found that solar irradiance (especially that in the UV-B wavelength bands) 

applied during plant growth affected subsequent decomposition (e.g. Duguay 

and Klironomos, 2000; Gehrke et al., 1995; Newsham et al., 1999; Pancotto et al., 

2003; Rozema et al., 1997b; Verhoef et al., 2000). However, the current review 

will only focus on the mechanisms whereby solar irradiance directly contributes 
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to or inhibits decomposition, which are summarised in Section 2.7.2. Methods 

that are used to measure photodegradation are described in Section 2.7.1. The 

measured rates of photodegradation are summarised in Section 2.7.3 and the 

controls of photodegradation are discussed in Section 2.7.4. Studies measuring 

both mass loss and CO2 emissions are discussed; however emphasis is put on the 

studies focussing on CO2 losses.  

For other review papers on photodegradation the reader is referred to 

Moorhead and Callaghan  (1994), Liu (2004), Throop and Archer (2009) and 

Smith et al. (2009). 

2.7.1. Methods to measure photodegradation 

Supplementation and exclusion studies 

Manipulative experiments on the effect of irradiance on decomposition 

can be divided based on the approach that is taken to establish different 

treatments with respect to radiation: irradiance is either (partly) blocked in 

exclusion studies or added in supplementation studies.  

In exclusion studies, rates of decomposition of litter under filters that 

exclude or attenuate parts of the solar spectrum (“block treatment”, e.g. using a 

Mylar-D film, DuPont Co., Wilmington, DE, USA) are compared to decomposition 

rates under filters that are transparent for radiation of all wavelengths (“pass 

treatment”, e.g. using an Aclar film, Aclar Fluoropolymer Film type 22A, 

Honeywell, Pottsville, PA, USA).  

In supplementation studies, lamps are used to irradiate litter with 

different levels of radiation of chosen wavelengths. Often, litter is irradiated with 

UV-A and/or UV-B, with or without a background level of solar radiation.  

There are many methodological challenges and issues with both exclusion 

and supplementation approaches, which are laid out clearly by Rozema et al. 

(1997d) and a review paper by Flint et al. (2003). One of the main issues with 

supplementation studies is the distribution of radiation along wavelengths when 

using lamps to irradiate organic matter. Ratios of wavelengths emitted by UV 

lamps used in supplementation studies (often used without background solar 

radiation) do not match the spectral irradiance of the sun (Caldwell and Flint, 
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1995). For example, UV lamps typically emit insufficient  photosynthetically 

active radiation (PAR, irradiance with wavelengths between 400 and 700 nm, 

approximately equal to the wavelengths visible to the eye) compared to the solar 

spectrum (Rozema et al., 1997d). An unrealistic balance in UV-B, UV-A and PAR 

might lead to overestimation of the UV effects, as is shown in studies on plant 

damage by UV-B irradiance (Caldwell and Flint, 1997; Rozema et al., 1997d). Also, 

when  comparing results of supplementation and exclusion studies, we have to 

keep in mind that in supplementation studies, the difference in irradiance 

intensity between treatments is usually smaller than for exclusion studies (Day et 

al., 2007). 

Photodegradation determined using mass loss, CO2 production and litter 

quality 

Most studies focusing on photodegradation determine the effect of 

irradiance on mass loss of litter as a measure of decomposition. The most 

common method of measuring mass loss is by using litter bags (see Section 

2.5.2). One of the additional challenges when using litter bags in high-radiation 

environments is that the mesh of the litter bags can degrade under the influence 

of irradiance (Vossbrinck et al., 1979) or block as much as 50% of the irradiance 

(e.g. Brandt et al., 2007; Pancotto et al., 2005). Different setups have been 

developed to avoid or minimize blocking the radiation before it reaches the 

litter: litter envelopes made of filter plastics (Day et al., 2007), specialized boxes 

(Austin and Vivanco, 2006), open top microcosms or litter rings (Gallo et al., 

2006; Gehrke et al., 1995; Henry et al., 2008).  

A few studies have measured CO2 evolution from litter as a result of 

photodegradation (Anesio et al., 1999; Brandt et al., 2009; Cory et al., 2008; 

Duguay and Klironomos, 2000; Gehrke et al., 1995). This is usually done by 

irradiating litter in jars and measuring the CO2 build-up in the jar over set 

intervals of at least 24 hours.  

No studies so far have been able to detect both changes in mass loss and 

changes in CO2 emissions as a result of photodegradation. Gehrke et al. (1995) 

measured neither a change in CO2 emissions nor a change in mass loss when 
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exposing litter to UV-B over 62 days. Despite the fact that Duguay and 

Klironomos (2000) found that litter exposed to extra UV-B emitted 85% less CO2 

than litter in a control treatment, they did not measure a matching difference in 

mass loss between treatments. Brandt et al. (2009) also found a highly significant 

effect of exposure to solar radiation on CO2 flux, but were not able to detect 

mass loss at all in any of the treatments. These results might indicate that the 

studies measuring both mass loss and CO2 production resulting from 

photodegradation up till now have been too short (maximum study period was 

10 weeks) to detect significant differences in mass loss. Consequently, for short-

term studies, it might be more appropriate to estimate rates of 

photodegradation by measuring CO2 production rather than mass loss.  

In addition to mass loss, some studies have also measured the change in 

litter chemistry as a result of exposure to irradiance. This includes, for example, 

changes in lignin, holocellulose, hemicellulose, cell solubles, total organic C, total 

N, C:N ratio, fats and lipids  (e.g. Brandt et al., 2007; Day et al., 2007; Gallo et al., 

2006; Gehrke et al., 1995; Pancotto et al., 2003; Pancotto et al., 2005; Rozema et 

al., 1997b).  

Studies under sterile conditions 

To study the process of photochemical mineralisation separately from the 

other mechanisms through which solar irradiance can affect decomposition rates 

(see Section 2.7.2), some experiments have been conducted under sterile 

conditions (Anesio et al., 1999; Austin and Vivanco, 2006; Brandt et al., 2009). 

This is achieved by killing the microbes in the litter through application of 

biocides (Austin and Vivanco, 2006) or  chemicals (Vossbrinck et al., 1979), 

autoclaving (Anesio et al., 1999; Smith et al., 2010), or microwaving (Smith et al., 

2010). However, it is very challenging to conduct long-term studies in the 

absence of microbes because bacteria and fungi from outside the treated area 

will quickly re-colonise the treated litter. To prevent this, repeated treatments to 

eradicate microbes are necessary throughout the duration of a study (Austin and 

Vivanco, 2006; Smith et al., 2010). 
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2.7.2. Mechanisms whereby solar irradiance affects 

decomposition  

Four mechanisms have been suggested that could affect the carbon 

losses from litter (or soil organic matter) under the direct influence of solar 

irradiance. Two of those are abiotic processes: photochemical mineralisation and 

leaching, while the other two involve microbes: biological facilitation and 

microbial inhibition. The four mechanisms will be discussed in the following 

sections and are summarised in Figure 2.5. 

 

 

Figure 2.5 Diagram showing mechanisms by which solar irradiance can affect organic matter 
decomposition. Mechanisms are explained in Section 2.7.2 and subsections.  

 

The energy contained in one photon is inversely proportional to the 

wavelength of the radiation: the shorter the wavelength, the more energy is held 

per photon (Anslyn and Dougherty, 2006; Atkins and de Paula, 2005; Klán and 

Wirz, 2009). Photons in the UV and visible region of the solar spectrum have 

enough energy per photon to break typical covalent bonds in organic molecules 

(Anslyn and Dougherty, 2006; Moorhead and Callaghan, 1994). Moorhead and 

Callaghan (1994) describe how by breaking of organic molecules, free radicals are 

formed which react with oxygen to form a peroxy radical after which a large 

number of reactions can happen involving these radicals. A large range of 

possible photoproducts can be formed (Moorhead and Callaghan, 1994).  
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Photochemical mineralisation to CO2 

One of the photoproducts of the photodegradation process is CO2, with 

several studies confirming that irradiation can lead to the release of CO2 from 

terrestrial organic matter (Anesio et al., 1999; Brandt et al., 2009; Cory et al., 

2008; Gehrke et al., 1995). Other direct gaseous losses of carbon from litter can 

include carbon monoxide (Kisselle et al., 2002; Schade et al., 1999; Tarr et al., 

1995; Yonemura et al., 1999) and methane (CH4, Vigano et al., 2008). CO2 

emissions resulting from the photochemical oxidation of organic matter of litter 

in air were first measured by Anesio et al. (1999) under laboratory conditions. 

They irradiated sterile leaves with UV-A and UV-B radiation from lamps, thereby 

proving that UV radiation could directly cause CO2 emissions in the absence of 

microbial organisms. Only recently, CO2 evolution from litter has also been 

measured under ambient conditions of solar irradiance in Minnesota under 

sterile conditions in a jar (Brandt et al., 2009).  

Leaching of DOC 

UV radiation can cause changes in chemical composition of organic 

matter (Gehrke et al., 1995) through the breakdown of macromolecules into 

smaller molecules (Moorhead and Callaghan, 1994). This transformation of 

organic matter could affect litter solubility.  Although this process has mostly 

been studied in aquatic systems (e.g. Denward and Tranvik, 1998; Vähätalo et al., 

1998), a few studies have focused on leaching from terrestrial plant litter 

resulting from photodegradation with contradictory conclusions. Although 

Vossbrinck (1979) hypothesized that the large mass loss measured in the early 

stages of decomposition of sterile grass leaf litter on a shortgrass prairie was 

probably due to leaching, this had not been confirmed by measurements. 

Generally, no clear change in dissolved organic matter was observed after 

irradiation of OM with UV radiation (Brandt et al., 2009; Gallo et al., 2006; 

Gehrke et al., 1995). Brandt et al. (2009) hypothesised this was caused by the 

generally low contribution of leaching to mass loss in arid ecosystems and by the 

asynchronous nature of photodegradation and leaching: leaching can only occur 

during infrequent wet period when photodegradation is limited by cloud cover. 
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If leaching was a large contributing pathway for mass loss through 

photodegradation, we would expect the measured mass loss to be larger 

following infrequent rainfall events. However, apart from a few exceptions 

(Newsham et al., 1997; Vossbrinck et al., 1979), mass loss in dry ecosystems has 

usually been found to be linear with time (e.g. Parton and Silver, 2007).  This 

might indicate that even though leaching might be a possible pathway for mass 

loss as a result of photodegradation (Gallo et al., 2006), it is probably not a major 

one.  

Biological facilitation and priming 

The change in chemical composition of the OM caused by photochemical 

transformation (called “phototransformation” by Zepp et al. (2007)) has been 

hypothesized to enhance microbial decomposition by increasing substrate 

availability (e.g. Gallo et al., 2009; Henry et al., 2008). Especially lignin and other 

phenolics, which are typically recalcitrant to microbial degradation, have been 

found to absorb strongly in the UV range of the spectrum (Day et al., 2007), 

possibly making them preferentially susceptible to photodegradation.  

Breakdown of lignin or other molecules with high aromaticity by radiation can 

make litter more labile (Day et al., 2007; Gallo et al., 2006; Henry et al., 2008) 

and therefore easier to decompose by microbes. This way, UV radiation can 

facilitate microbial decomposition (Brandt et al., 2009; Henry et al., 2008). Lignin 

is also known to protect a large fraction of cellulose in so-called lignocellulose 

complexes (Adair et al., 2008; Rozema et al., 1997b and references therein), 

which means that breakdown of lignin can increase the bioavailability of 

cellulose for microbes, thereby enhancing microbial decomposition (Henry et al., 

2008). Similary, Day et al. (2007) hypothesised that if lignin in cell walls is broken 

down, fats and lipids from the cell could be released, and those compounds 

could then be available to microbes. 

Several studies have confirmed that microbial decomposition was 

accelerated by radiation through the process of biological facilitation (Day et al., 

2007; Gallo et al., 2009; Gallo et al., 2006; Henry et al., 2008), whereas others 
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were unable to find supporting evidence (Austin and Vivanco, 2006; Brandt et al., 

2009). 

Microbial inhibition 

Investigation of the mechanism of microbial facilitation is difficult, 

because solar irradiance can also directly affect microbial activity. Terrestrial 

microbes are poorly protected from solar irradiance and many studies have 

shown that decomposer organisms are negatively affected by UV irradiation, 

either in activity, abundance or both, thereby reducing the contribution of 

microbial decomposition to total decomposition (e.g. Duguay and Klironomos, 

2000; Pancotto et al., 2003).  

Many studies have found negative effects of exposure to UV on the 

number of fungi (Austin and Vivanco, 2006; Brandt et al., 2009; Gehrke et al., 

1995; Pancotto et al., 2003) and bacteria (Austin and Vivanco, 2006; Brandt et 

al., 2009). Negative effects of UV radiation on the number of microarthropods 

have also been found, for example in mites and Collembola (Convey et al., 2002; 

Verhoef et al., 2000). Not all microorganisms are equally susceptible to the 

negative effects of UV-B irradiance (Gehrke et al., 1995; Newsham et al., 1997). 

Duguay and Klironomos (2000) concluded that the five fungi species they 

compared differed in their tolerance to UV-B radiation, when they found that 

competition between different species altered as a result of exposure to 

increased UV-B. Moody et al. (2001) also found significant changes in the fungal 

community structure, with some species increasing and others decreasing. 

Verhoef et al. (2000) found that microarthropods like Collembola were also 

differentially sensitive to exposure to UV radiation.  Pigmentation has been put 

forward as a possible explanation for more tolerant fungal species, whereby 

pigments might provide protection against UV-B (Verhoef et al., 2000). However,  

studies into this potential control are not conclusive (Duguay and Klironomos, 

2000). Even though some species of micro-organisms seem less susceptible to 

detrimental effect of UV-B radiation, and their number might increase during 

exposure to radiation (Moody et al., 2001; Newsham et al., 1997), the general 
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trend seems to be that exposure to UV irradiance lowers the abundance of 

bacteria and fungi.  

2.7.3. Rates of photodegradation 

Overview of photodegradation rates 

As explained in Section 2.7.2, solar irradiance can affect decomposition in 

two opposite directions: it can increase decomposition rates by increasing 

photochemical degradation and microbial facilitation (and to a lesser extent 

increase solubility and therefore leaching), and it can decrease rates of 

decomposition by decreasing microbial abundance and activity. This multitude of 

mechanisms through which irradiance can affect decomposition rates makes it 

hard to measure the contribution of the individual mechanisms to the total loss 

of mass or CO2 and to predict what the net effect of exposure to irradiance will 

be. This is illustrated by the wide range of responses of mass loss and CO2 

emissions from organic matter exposed to (sun) light under non-sterile 

conditions (Table 2.4), with studies reporting  

 an increase in the rate of mass loss (Austin and Vivanco, 2006; Brandt et 

al., 2007; Cory et al., 2008; Day et al., 2007; Gallo et al., 2009; Henry et 

al., 2008; Rozema et al., 1997b) and CO2 loss  (Anesio et al., 1999; Brandt 

et al., 2009) in response to exposure of OM to irradiance 

 no significant response of mass loss (Gallo et al., 2006; Moody et al., 

2001; Newsham et al., 1997; Pancotto et al., 2005; Verhoef et al., 2000) 

and CO2 loss (Gehrke et al., 1995) in response to exposure of OM to 

irradiance, and  

 a decrease in the rate of mass loss (Moody et al., 2001; Pancotto et al., 

2003)  and CO2 loss (Duguay and Klironomos, 2000) in response to 

exposure of OM to irradiance 
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Table 2.4 Overview of photodegradation studies reporting a stimulating, nil or inhibiting 
response of mass loss of OM and CO2 production from OM to exposure to irradiance. 

 Mass loss studies  CO2 studies 

 stimulating nil inhibiting  stimulating nil inhibiting 

Exclusion studies        
 
Exclude UV-B 

+33% Aus 
+14-22% Day 
+11% Pan05 

 -14-20% 
Pan03 

 +31% Bra09   

Exclude UV-AB +0 – 25% Bra07 Bra07   +49% Bra09   
 
Exclude all 

+60% Aus 
+46-100% Gal09 

+27-46 % Hen 

Hen   +94% Bra09   

Supplementation studies       
 
 
Add UV-B 

+2 - 10% Roz 
+500% Smi (dry) 

Ver 
New 
Geh 
Geh 

Moo01 

n/a Moo01 
-22% Dug 
-23% Smi 

(wet) 

 +31% Ane Geh -85% Dug 

 
Add UV-AB 

 Gal06 
New 
Ver 

  +46% Ane 
+90% Bra09 
+89% Bra09 

  

Ane = (Anesio et al., 1999), Aus = (Austin and Vivanco, 2006), Bra07 = (Brandt et al., 2007), Bra09 
= (Brandt et al., 2009), Day = (Day et al., 2007), Dug = (Duguay and Klironomos, 2000), Gal06 = 
(Gallo et al., 2006), Gal09 = (Gallo et al., 2009), Geh = (Gehrke et al., 1995), Hen = (Henry et al., 
2008), Moo01 = (Moody et al., 2001), New = (Newsham et al., 1997), Pan03 = (Pancotto et al., 
2003), Pan05 = (Pancotto et al., 2005), Roz = (Rozema et al., 1997b), Smi = (Smith et al., 2010), 
Ver = (Verhoef et al., 2000), n/a = not available 

Rates of photodegradation in studies without microbes  

To elucidate the effect of radiation through direct photochemical 

mineralisation only, a small number of experiments have been conducted in the 

absence of microbes (Anesio et al., 1999; Austin and Vivanco, 2006; Brandt et al., 

2009) thereby making sure microbial inhibition and microbial facilitation are not 

taking place. All studies found that decomposition rates increased under higher 

irradiance levels, either through increase of mass loss (33 - 60% increase, Austin 

and Vivanco, 2006) or CO2 emissions (31 - 90% increase, Anesio et al., 1999; 

Brandt et al., 2009). The size of response depended largely on which parts of the 

solar spectrum were blocked.  

Rates of photodegradation in studies with microbes  

Under more realistic non-sterile conditions (when microbes are present in 

the substrate) it is hypothesised that the extent to which the positive effect of 

irradiance (through photodegradation leading to photochemical mineralization 

and microbial facilitation) can offset the negative effect of irradiance (through 
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microbial inhibition) depends on the level of microbial activity. Pancotto et al. 

(2005), for example, suggested that litter quality might affect the relative role of 

the three mechanisms. When litter quality is low and is limiting microbial activity, 

the decrease in microbial activity caused by solar irradiance might be 

insignificant, and a net positive effect of solar irradiance on decomposition rates 

is expected. The same might hold under dry conditions when moisture is already 

limiting microbial activity (Day et al., 2007). Under these conditions, the abiotic 

process of photochemical degradation might dominate and a net increase in 

decomposition rates is most likely to be observed. This could possibly explain 

why both Austin and Vivanco (2006) and Brandt et al. (2009) found that 

sterilising litter did not influence the positive effect of irradiance on 

decomposition rates: the experiments were either conducted with oven-dried 

litter (Brandt et al., 2009) or outside in a desert environment (Austin and 

Vivanco, 2006) when levels of microbial decomposition were already low.  

Under moist conditions, the dominant effect of irradiance might shift 

from photochemical degradation to microbial inhibition (Smith et al., 2010). 

Possibly the study that sheds most light on the relative importance of the various 

irradiation-induced processes, is the study by Smith et al. (2010), which will be 

discussed in more detail in Section 2.7.4, 

Issues when comparing studies 

When comparing the results of studies into the effect of irradiance on 

decomposition rates, we find a wide range of mass loss and CO2 emission rates 

(Table 2.4). It is likely that at least part of the differences between the results of 

these studies can be explained by the differences in experimental design and 

methodology among studies. These differences include: 

 differences in irradiance intensity, either intentional or unintentional. 

Different studies expose substrate to different levels of irradiation, filters 

might not be equally transparent between and within experiments, e.g. 

for PAR (Flint et al., 2003) and different containers to hold the substrate 

will affect irradiation levels differently.  
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 different wavelengths manipulations between studies (block UV-A; block 

UV-A and UV-B; block all radiation)  

 different temperature and moisture conditions under which the 

experiment is undertaken. For example, some experiments are conducted 

in a laboratory setting, where others are conducted in the field. 

Temperature might inadvertently be different between different 

irradiance treatments. 

 a wide variety of substrates are used with different litter qualities  

 differences in duration of studies, ranging from 1 day to 36 months 

 difference in levels of microbial activity: some studies are conducted 

under (near) sterile conditions, where others are not.  

 different exposed area to mass ratios of the substrate  

 

The different results obtained by different studies are associated with the 

drivers that control the effect of radiation on decomposition. In Section 2.7.4, 

the state of knowledge on each of these possible controls is summarised   

Extrapolation of irradiance-induced CO2 production to field scale  

To estimate the contribution of irradiation-induced decomposition to 

total CO2 losses and carbon budgets at ecosystem scales, one would ideally 

conduct experiments under natural field conditions (Smith et al., 2010). 

However, these experiments have not been conducted yet. Although some of 

the studies report on the absolute values of the CO2 flux measured from 

irradiated litter in jars (e.g. 1.5·10-3 μmol CO2 m-2 s-1 in Anesio et al. (1999) and 

3.8·10-3 μmol CO2 m-2 s-1
 in Brandt et al. (2009)), quantitative extrapolation to 

larger scales is not often attempted. Such an extrapolation is challenging, 

because conditions at the litter surface in the field must accurately be known, 

and the conditions in the lab must be comparable to field conditions (for 

example with regards to temperature, moisture and irradiance intensity). 

Furthermore, there must be confidence that decomposition rates measured in 

the lab agree with rates found in the field, which is not often the case (e.g. Smith 

et al., 2010). Also, we have to take into account that in the field not all litter and 
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SOM is exposed (because of shading leaf litter and soil by plants) and that cloud 

cover will attenuate the radiation conditions (Smith et al., 2010). Only Brandt et 

al. (2009) extrapolated their results from jar-level to field level. They measured 

an average response of 0.6 mg CO2-C MJ-1 due to photodegradation and by 

assuming a linear relationship with irradiance this would be 20 mg CO2-C m-2 d-1. 

Correcting for litter coverage of approximately 25% and shading, they estimate 

that photodegradation caused a CO2 loss of 1 g C m-2 y-1 (= 25% of total mass 

loss). 

2.7.4. Controls of photodegradation  

Irradiance levels 

It is often assumed that there will be a linear relationship between 

response of decomposition and (UV) dose (Flint et al., 2003), but this dose-

response relationship has received little attention so far in the literature. 

Although the dependency of photodegradation on light intensity has been shown 

directly for aquatic ecosystems in the lab (e.g. Kieber et al., 1990) and indirectly 

in the field (for example by comparing field experiments in different locations 

with different doses of UV exposure), only one study has directly examined the 

dependency of photodegradation of litter on light intensity by using three levels 

of UV-B irradiation  instead of the commonly used two (Smith et al., 2010). The 

effect of UV-B radiation depended on moisture treatment (further discussed 

later), but within moisture treatments the response of decomposition appeared 

to be more or less linear with irradiance (Figure 2.6).  

Brandt et al. (2009) came to the same conclusion after comparing CO2 

flux data from two experiments 12 days apart. Mean solar radiation levels were 

different (28 vs. 20 MJ m-2 d-1) during the two experiments, and resulted in 

different levels of CO2 emissions (expressed in μmol CO2 m2 s-1). However, when 

expressing fluxes per unit energy (μmol CO2 MJ-1), the fluxes were approximately 

the same between experiments and averaged around 50 μmol CO2 MJ-1. This 

finding supported the hypothesis of a linear relationship between CO2 efflux and 

irradiance levels. 
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Figure 2.6 Effect of different UV-B irradiance levels and different moisture contents on 
decomposition rates determined over 6 months. 0, 7.4 and 11.2 kJ m

-2
 d

-1
 represent nil, 

ambient and elevated UV-B levels. Different precipitation regimes were established by 
rewetting the litter and soil beneath to 60% water holding capacity every 24, 12 or 4 days for 
dry, intermediate and wet treatments, respectively. Data from Smith et al. (2010).  

 

Among studies examining the irradiance-induced production of carbon 

monoxide, data suggested both a linear (Yonemura et al., 1999), and non-linear 

(Schade et al., 1999) response of CO production to irradiance. The non-linear 

response suggested that OM is not as sensitive for photodegradation at low 

levels compared to higher levels of irradiance.  

Exposure 

The penetration depth of UV light is in the order of micrometers for soils 

(Moorhead and Callaghan, 1994), wood (Williams, 2005) and leaves (e.g. Day et 

al., 1992; DeLucia et al., 1992), and a few millimetres for peat (Searles et al., 

2001). This shallow penetration depth means that solar irradiance can only affect 

the litter and SOM at the very surface of the substrate.  

Four studies have confirmed that rates of photochemical mineralisation 

depend on the exposed area of organic matter, or specific leaf area (exposed leaf 

area per unit mass) for litters (Anesio et al., 1999; Brandt et al., 2009; Gallo et al., 

2009; Henry et al., 2008).    

Because Brandt et al. (2009) observed no difference in CO2 emissions 

between different litters of different species but with equal specific leaf area, 

even though the chemical composition of the leaves differed substantially, they 
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speculated that leaf morphology, rather than litter chemistry, was possibly the 

main driver if photodegradation rates among different litters found in other 

studies. Gallo et al. (2009) also identified specific leaf area as the most important 

control in explaining the difference in rates of mass loss for leaves of three 

species. Anesio et al. (1999) measured 4 different litters and found that the 

leaves that tended to curl during exposure to UV radiation had the lowest CO2 

emission (on a mass basis), because the surface area perpendicular to the source 

of radiation was smaller compared to the non-curling leaves. When expressed 

per unit of exposed area, the CO2 production was the same for the different 

litters.  

As Henry et al. (2008) point out, the contribution of photodegradation to 

total decomposition must be integrated over the whole contributing layer (litter 

+ soil), and the amount of shading by vegetation and litter is therefore 

important. Two manipulative studies on shading and self-shading have been 

conducted.  

Henry et al. (2008) examined the effect of self-shading by litter by 

covering their litter samples with litter layers of different depths. Their findings 

were somewhat inconclusive: even though on a percentage mass basis, mass loss 

between different levels of shading was not different (suggesting that 

photochemical mineralisation was not an important contributor to overall mass 

loss), the lignin content only decreased significantly for litter shaded by the 

thinnest two litter layers, which would imply photodegradation was contributing 

substantially to lignin breakdown, but only when shading was minimal. Brandt et 

al. (2009) more conclusively confirmed the importance of specific leaf area on 

irradiance-induced CO2 flux by manipulating litter density of sterile litter, and 

found no difference in CO2 flux between litters of different densities when fluxes 

were expressed per unit area.  

Of course, most ecosystems are vegetated and much of the litter and 

SOM are not exposed to sunlight because solar irradiance is intercepted by the 

canopy or litter above. Most exposure of litter in deciduous forests is expected 

during the leafless period of the year (Newsham et al., 1997), when irradiance 

intensities would be lowest. In contrast, in arid ecosystems up to 75% of solar 
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irradiance reaches the soil surface (Gallo et al., 2006) because the low biomass 

density limits light interception by the canopy in these ecosystems. 

Although it is conceivable that solar irradiance could photodegrade live 

plant material in addition to dead OM, studies examining the photoproduction of 

carbon monoxide (CO) found much smaller amounts of CO (≈ 10 times less) 

produced from live leaves than from dead leaves upon irradiation (Tarr et al., 

1995; Yonemura et al., 1999). These results suggested that live plant material is 

less susceptible to photodegradation than senesced material.  

Wavelength 

Most energy received at the Earth’s surface is in the region of visible light 

(400 – 700 nm) and this radiation is also called photosynthetically active 

radiation or PAR. UV-radiation is partitioned into three wavelength bands: UV-C 

(100-280 nm), UV-B (280 – 320 nm) and UV-A (320 – 400 nm) (Blumthaler and 

Webb, 2003; Madronich, 1993). UV-C is completely absorbed by the atmosphere 

and does not reach the Earth’s surface (Blumthaler and Webb, 2003; Madronich 

et al., 1998; Smith et al., 2009). Only a small part of the total energy received 

from the sun is in the UV range: typically UV makes up around 7-9 % of total 

energy received at the Earth’s surface (Brandt et al., 2009; Madronich, 1993), of 

which the majority is contained in the UV-A range. 

Even though the energy contained in the UV wavelengths is small, the 

effects of UV irradiance on biological organisms and organic material are 

disproportionally large. Because the energy per photon is inversely proportional 

to the wavelength (Klán and Wirz, 2009), photons in the UV region of the 

spectrum are the photons with the highest energy per photon to reach the 

Earth’s surface. The energy contained in photons in the visible and UV bands of 

the solar spectrum range between approximately 40 and 140 kcal/mol photons 

(Anslyn and Dougherty, 2006), which coincides with the range of bond 

dissociation energies for bonds typically found in organic molecules (Anslyn and 

Dougherty, 2006; Klán and Wirz, 2009).  

Originally, studies into the direct effects of solar irradiance on 

decomposition focussed mainly on exposure to (increased) UV-B radiation, 
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because UV-B had been identified to be important in affecting plants (Bornman 

and Teramura, 1993; Kakani et al., 2003) and decomposition of OM under water 

(e.g. Bertilsson and Tranvik, 2000; Osburn and Morris, 2003). However, more 

recently, several studies have established that irradiance of longer wavelengths 

(i.e. UV-A and PAR) are also contributing to degradation of both terrestrial (Table 

2.5) and aquatic OM (Wetzel, 2003). For example, Brandt et al. (2009) found that 

UV-B, UV-A and PAR accounted for 31%, 15% and 48 % of the CO2 production 

respectively (with the remaining 6% also occurring in the control that was not 

irradiated). Austin and Vivanco  (2006) found that whereas attenuation of UV-B 

reduced mass loss by 33% compared to the control, additional blocking of the 

rest of the solar spectrum reduced mass loss by a further 27%. A contribution of 

35 and 16% to the CO2 flux was attributed to UV-B and UV-A respectively by 

Anesio et al. (1999). Within the PAR range of the solar spectrum (2009) found 

that the shorter wavelengths (wavelengths 400 – 500 nm) contributed most to 

photochemical mineralisation to CO2 (39% for wavelengths between 400 and 500 

nm vs. 2% for wavelengths between 500 and 700 nm).  

 

Table 2.5 Contribution of different wavelength to total decomposition of OM. 

Study Measured  Microbial 
status 

Experimental 
approach 

Biological UV-B UV-A PAR 

Brandt et al. 
2009 (Figure 
5) 

CO2  non-sterile + 
sterile 

(averaged) 
exclusion 6% 31% 15% 48% 

Austin and 
Vivanco 
2006 

Mass 
non-sterile exclusion 40% 33% 27%* 

Anesio et al. 
1999 

CO2 
sterile supplementation 23% 31% 46% n/a 

Newsham et 
al. 1997 

Mass 
non-sterile supplementation 100% 0% 0% n/a 

Verhoef et 
al. 2000 

mass 
non-sterile supplementation 100% 0% 0% n/a 

* UV-A and PAR together 
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Temperature 

No manipulative studies have been conducted whereby the effect of 

temperature on photodegradation of OM has been explicitly examined. In 

exclusion studies, where treatments consist of preventing part of the solar 

radiation spectrum from reaching the substrate, researchers often attempt to 

minimize the difference in temperature between the pass and block treatments, 

but naturally the litter that receives more visible light will be warmer if 

temperature is not controlled. Even though Austin and Vivanco (2006) for 

example attributed the difference in mass loss between the “full sun” and 

“blocked total” treatment fully to the difference in irradiation, they also found 

that surface soil temperatures in summer were significantly higher in the 

irradiated plots compared to the shaded plots (Austin and Vivanco, 2006, 

supplementary information). This suggests that the extra mass loss might be 

controlled by increased temperature combined with higher irradiation, whereby 

photons might be more effective in breaking bonds at higher temperatures.  

Oxygen availability 

Little is known about the process by which CO2 forms from organic matter 

through photochemical mineralisation or where the oxygen atoms in the 

produced CO2 originate from. It is known that photodegradation of organic 

polymers occurs especially if atmospheric oxygen is present (Wayne and Wayne, 

1996). Also, comparison of the isotopic signatures of emitted CO2 from irradiated 

litter and of atmospheric O2 suggested that the oxygen in the emitted CO2 most 

likely originated from the atmosphere, and not from the decomposed litter (Cory 

et al., 2008). The high rates of irradiance-induced conversion of organic matter 

into DIC in aquatic systems (e.g. Anesio et al., 1999) seem to suggest that, even 

though oxygen concentrations in water is much lower than in air, the photo-

oxidation of immersed OM does not seem to be limited by the low availability of 

oxygen. 
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Moisture 

As described in Section 2.7.3, the relative importance of mechanisms by 

which irradiance affects decomposition might be influenced by the moisture 

status of the substrate. Under wet conditions when microbial activity is high, the 

dominant effect of irradiation on decomposition dynamics might shift from 

photodegradation to microbial inhibition, whereas under dry conditions 

microbial activity is limited and the positive effect of irradiance on 

decomposition through photodegradation might be larger than the negative 

effect on the decomposer organisms (Brandt et al., 2007; Gallo et al., 2009; Gallo 

et al., 2006; Smith et al., 2010). The largest increases in decomposition rates due 

to exposure to solar irradiance have indeed been found in dry ecosystems (e.g. 

Austin and Vivanco, 2006; Day et al., 2007) whereas the net effect of UV 

radiation in ecosystems with higher moisture availability is often low or negative 

(Moody et al., 2001; Newsham et al., 1997; Verhoef et al., 2000). 

However, moisture conditions of soil and litter are often correlated with the 

degree of exposure of dead OM to solar radiation and microbial activity. 

Drylands typically contain more standing dead material than mesic ecosystems 

and microbial activity is often limited by low moisture availability (Throop and 

Archer, 2009). Comparatively, the small or negative effect of UV radiation on 

decomposition rates in ecosystems with high moisture availability are often 

attributed to the higher microbial activity in wet ecosystems (Gallo et al., 2006) 

or higher degree of plant cover shading litter from irradiance (Brandt et al., 

2007). These correlated factors (moisture availability, exposure and microbial 

activity) are hard to separate in field experiments (Moorhead and Callaghan, 

1994) without explicit manipulative studies.  

Very little is known about the potential direct effect of moisture 

availability on the processes of photodegradation and photochemical 

mineralization. The most insightful studies so far are the studies by Brandt et al. 

(2007) and Smith et al. (2010), who manipulated both the moisture status and 

level of microbial activity in litter. Smith et al. (2010) were able to demonstrate 

the expected control of moisture status on the effect of exposure to UV 

irradiance under normal levels of microbial activity: a positive effect under dry 
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conditions, and a negative effect under moist conditions (Table 2.6 and Figure 

2.6). However, for the reduced-microbial activity treatment they were unable to 

show the positive effect of irradiance on mass loss which would be expected if 

microbial inhibition was zero and photodegradation continued to take place 

under wet conditions (Table 2.6). Because microbial activity under wet 

conditions was found to be reduced but not stopped, and microbial inhibition 

might have occurred, they could not draw any conclusions about the degree to 

which photodegradation was taking place under wet conditions. Brandt et al. 

(2007) 

In a short 72-hour experiment Anesio et al. (1999) compared production 

rates of CO2 and dissolved inorganic carbon (DIC) from sterile macrophyte leaves 

incubated in air and water, respectively. They found that the loss of carbon as 

DIC in water was larger than a loss of carbon as CO2 in air under the same 

irradiation conditions (both expressed in μg C/mg dry mass/hr). This, in addition 

to a multitude of experiments that have shown photodegradation of OM to DIC 

in aquatic systems when substrate was submerged in water (e.g. Bertilsson and 

Tranvik, 2000; Osburn and Morris, 2003) provide evidence in situations where 

OM is immersed in water (or possibly when OM has a film of water around it, for 

example in saturated soil), photochemical mineralisation can still take place.  

 

Table 2.6 Effect of UV-B irradiance on mass loss as reported by Smith et al. (2010). 

 dry moist wet 

Normal microbial activity + 0 – 
Reduced microbial activity + 0* 0* 

* a positive effect was expected but not observed 

Litter chemistry 

The degree to which litter chemistry determines the rates of 

photodegradation has been examined using two approaches: (1) by 

simultaneously measuring mass loss or CO2 emissions from litters of different 

species, and (2) by determining the extent to which degradation of different 

compounds of OM is affected by exposure to irradiance.  

Several studies have examined the effect of exposure of litter to 

irradiation on litter chemistry by measuring changes in concentration of for 
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example lignin, holocellulose, hemicellulose and cell solubles (e.g. Austin and 

Ballaré, 2010; Gallo et al., 2006; Gehrke et al., 1995; Rozema et al., 1997a). It has 

been hypothesized that UV-B absorbing compounds like lignin and other poly-

aromatic compounds are most susceptible to photochemical degradation (Austin 

and Ballaré, 2010; Gallo et al., 2009; Henry et al., 2008) and photodegradation 

has been shown on several occasions to preferentially break down lignin (Austin 

and Ballaré, 2010; Day et al., 2007; Gehrke et al., 1995; Henry et al., 2008; 

Moorhead and Callaghan, 1994; Rozema et al., 1997a). However, others found 

no effect of irradiance on lignin content (Brandt et al., 2007; Pancotto et al., 

2003) or instead found that other compounds were mostly responsible for the 

mass loss by photodegradation (Brandt et al., 2007; Schade et al., 1999). If 

polyphenolic compounds like lignin are indeed most susceptible to 

photodegradation, one might expect irradiation-induced mass loss to be higher 

for litter with high contents of polyphenolics  compared to litter with a lower 

content of polyphenolics (Gallo et al., 2009). Even though some experiments 

have shown more mass loss in litters with high lignin contents (Austin and 

Ballaré, 2010; Schaefer et al., 1985), this is not always found (Brandt et al., 2009). 

Anesio et al. (1999), Brandt et al. (2009), and Gallo et al. (2009) suggested that, 

possibly, differences in specific leaf area are more important in controlling the 

rate of photodegradation than differences in litter quality. Another possible 

explanation for the lack of agreement between different studies on the control 

of lignin on rates of photodegradation could be that microbial decomposition, 

which takes place simultaneously with photodegradation in varying degrees in 

different studies, confounded the signal, because polyphenolic compounds are 

most recalcitrant to breakdown by microbes. 

Time 

If decomposition of litter is brought about totally through microbial 

degradation, rate of mass loss tends to decrease with time (see Section 2.6.1). 

This slow-down with time can be explained by the depletion of labile substrate in 

the earlier stages, which causes decomposition rates to decrease when more and 

more recalcitrant substrate is left (Berg, 2000; Berg and McClaugherty, 2008; 
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Swift et al., 1979). Typically, mass loss brought about by microbial decomposition 

can be described by an asymptotic decay relationship with time (e.g. Adair et al., 

2008) and is often described as first order kinetics, whereby the rate of 

decomposition is proportional to the mass of the remaining litter (Parshotam, 

1996; Shibu et al., 2006).  

In contrast, rates of decomposition brought about by photodegradation 

depend on the exposed surface area of the litter (Anesio et al., 1999; Brandt et 

al., 2009; Gallo et al., 2009). This means that in ecosystems where 

photodegradation dominates the decomposition process, decay rates are not 

expected to decrease with time as long as the surface area stays the same 

(Brandt et al., 2009). This could explain why decomposition rates of litter 

observed in arid regions do not taper off after a few years in the same way rates 

in mesic systems do (Montana et al., 1988; Parton and Silver, 2007).  

2.8 Summary  

In this review of the literature, two different processes that cause CO2 

losses from terrestrial organic matter have been discussed: microbial respiration 

and photodegradation.  

Most of the previous research has focused on microbial respiration as the 

main process responsible for decomposition of organic matter. However, there is 

still uncertainty about the controls of microbial respiration in situ, including 

substantial debate about the control by temperature and moisture. Few studies 

have examined these controls at ecosystems scales in the absence of the 

confounding effects of plants. 

In addition to microbial decomposition, a few studies have shown that 

photodegradation contributed to OM decomposition, especially in exposed arid 

and semi-arid ecosystems. Photodegradation of litter has only been measured on 

a few occasions in dry ecosystems, and the susceptibility of OM other than litter 

(e.g. soil organic matter) has never been examined. Furthermore, no studies to 

date have investigated to contribution of photodegradation to CO2 exchange at 

field scales. There is great need for determining the magnitude of irradiance-

induced CO2 losses within a range of ecosystems.  
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Studies of photodegradation are often performed using litter bags, and 

sometimes use lamps to provide (additional) UV-B irradiance. The implications of 

the results of these studies are hard to interpret, because litter bags block part of 

the incoming radiation, and the spectral distribution of solar radiation cannot be 

accurately simulated by lamps. To obtain reliable estimates of the magnitude of 

photodegradation and to disentangle the main controls of photodegradation, 

studies under natural field conditions are necessary. New methods need to be 

developed to measure the rates of photodegradation at high time resolution 

both in the field and the laboratory.  

Evidence exists that heterotrophic respiration and photodegradation are 

controlled by similar regulators (e.g. solar irradiance, temperature, moisture and 

substrate chemistry), but they seem to operate differently on the two processes. 

Whereas reasonable understanding has been gained about the main controls of 

heterotrophic respiration, the controls on photodegradation and resulting CO2 

losses are poorly understood and untested at field scales. 

The process of photodegradation and its controls need to be 

incorporated into conceptual and numerical models to improve predictions of 

the response of OM decomposition and CO2 losses to changing environmental 

conditions and to increase our understanding of the terrestrial carbon cycle. 

These areas of research requiring more attention form the basis for the 

objectives of the current study (Section 1.2). 

.



58 Literature review Chapter 2 

 

 

 



Chapter 3 Site description and methods 59 

 

Chapter 3 Site description and methods 

This chapter describes the study site and methods used in this research to 

measure CO2 effluxes from OM and the potential drivers. Section 3.1 describes 

the approaches used to measure radiation-induced CO2 flux. Section 3.2 

describes the bare peatland field site at Torehape. Section 3.3 describes the field 

measurements made at the bare peatland using the eddy covariance (EC) and 

chamber systems. Section 3.4 details the closed chamber system designed to do 

small scale measurement of irradiance-induced CO2 flux. Section 3.5 describes 

three additional data sets used in this research. 

3.1 Approaches to measure radiation-induced CO2 flux 

If we assume that photodegradation is the only abiotic process producing 

CO2 (in addition to biotic processes), the net CO2 flux from an ecosystem during 

the day is  

 

PD - ER - GPP  NEE-    Equation 3.1 

 

where NEE is net ecosystem exchange (= total CO2 flux), GPP is gross primary 

production (photosynthesis by plants), ER is ecosystem respiration and PD is the 

irradiance-induced CO2 flux. In this situation, ecosystem respiration ER is the sum 

of autotrophic (AR) and heterotrophic respiration (HR) so that  

 

PD - HR)  (AR - GPP  NEE-    Equation 3.2 

 

In an ecosystem devoid of living vegetation, i.e. GPP = 0 and AR = 0, this 

equation can be simplified such that total CO2 efflux during the day is the sum of 

only two components:  

 

PD HR-  NEE-   Equation 3.3 
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By re-arranging terms, we can determine photodegradation by subtracting 

heterotrophic respiration from net ecosystem exchange: 

 

HR - NEE  PD   Equation 3.4 

 

In systems without living vegetation, measurements of radiation-induced 

CO2 losses (PD) can be made in two ways. In situations where microbial 

respiration is not taking place (HR = 0, for example in sterilised organic matter), 

the total CO2 flux can be assumed to be of abiotic origin. This method has been 

applied in small scale studies using sterile soils in jars (e.g. Anesio et al., 1999; 

Brandt et al., 2009). However it is not applicable in natural field situations 

because it is very challenging to completely stop microbial activity. 

In a field situation, one can infer irradiance-induced CO2 fluxes by 

combining results from two methods: one that measures the total CO2 flux (HR + 

PD = NEE) and one that measures only the biological component of the CO2 flux 

(HR). The difference between the two fluxes then is an estimate of the 

irradiance-induced flux (Equation 3.4). 

The most common method to measure total net CO2 flux (NEE) from an 

ecosystem is eddy covariance (EC). Again, this net CO2 flux equals total CO2 loss 

only at times when photosynthesis is zero (i.e. when there are no active 

autotrophs).  

There are two approaches to determine the biological component (HR) of 

the CO2 flux by itself. The first approach directly estimates HR by using 

measurements from either an opaque chamber (which blocks incoming solar 

radiation so that PD = 0) or from probes which sample the profile of CO2 

concentrations in the soil air with depth. The second approach is indirect. It 

estimates the biological component of CO2 flux first by measuring the total flux at 

night when radiation is zero such that PD = 0. The values obtained are then used 

to model the total daytime biological flux (HR). 

In summary, three approaches can be used to estimate the irradiance-

induced component of the CO2 flux for an ecosystem without living plants: 
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1) PD = NEE 

where HR = 0 due to sterile conditions (i.e. lab experiments) 

2) PD = NEE – HRD 

HRD is directly measurement  by opaque chamber or soil probes 

3) PD = NEE – HRM 

HRM is indirectly determined via modelling based on night-time EC 

fluxes  

This study used all three approaches.   

3.2 Site description 

Measurements of CO2 fluxes were made at Torehape peat mine, 

southeast of Auckland in the Hauraki Plains of the North Island of New Zealand 

(37.31799°S, 175.45465°E, and 5 m elevation; Figure 3.1).  

 

  

Figure 3.1 Aerial photo of the study site at Torehape peat mine. (Photo taken by Terralink 
International Limited, supplied by Dr. Beverly Clarkson). The yellow star indicates the 
approximate location of the eddy covariance system.  

 

900 m 
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From the old peat bog (> 6000 years), the top metre of peat had been 

removed for horticultural peat (Sorrell et al., 2004), after which 4 to 5 m of peat 

remained (Clarkson and Fergie, 2002). Measurements started directly after 

mining had finished. Dominant vegetation before mining at Torehape was 

Sporadanthus ferrugineus over a lower storey of Empodisma minus, and 

groundcover Sphagnum cristatum (Schipper et al., 2002). The mined study site 

was completely devoid of plants apart from some regenerating vegetation in the 

ditches. In winter, when part of the site was under water algae formed in some 

of the puddles of standing water. Dry bulk density of the peat (0-15 cm) was 135 

kg m-3 and organic matter content was 92%, measured by loss on ignition 

(Blakemore et al., 1987).  

The site was drained to make mining activities possible with drains 

approximately 40 m apart. Lanes of bare peat were 900 m long. The EC and 

chamber systems were set up in the middle of the lane which bordered 

vegetated lanes to the north and bare peat to the south. The site was flat with 

upwind fetch parallel to the drains greater than 400 m. 

Maximum half-hourly values for shortwave incoming radiation varied 

between 1100 Wm-2 in summer and 460 Wm-2 in winter (Figure 3.2a). Mean 

annual temperature at a nearby climate station (Thames, 37.15858°S, 

175.55137°E, 3 m elevation, 9.0 km from study site) was 15.2 °C (Figure 3.2b) and 

average rainfall 1150 mm per year (1970 - 2000, NIWA, 2007) (Figure 3.2c). 

During the experiment water table depth varied from 450 mm during 

summer to 50 mm during winter (Figure 3.2c). In winter, part of the site was 

under water (Figure 3.3 a). Between June 2005 and July 2007 – the period during 

which eddy covariance data were available – volumetric moisture content at 45 

mm depth ranged from 0.49 m3 m-3 during summer to 0.68 m3 m-3 during winter 

(Figure 3.2d). Although the peat at 45 mm depth remained relatively moist 

during dry periods in summer, the surface peat dried out considerably and 

formed a dry crust over the surface. Surface conditions of the peat were 

therefore much drier than the VMC at 45 mm depth implied (see loose top layer 

of peat in Figure 3.3b). The measurements of low values for VMC after mid  
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Figure 3.2 Annual trends of (a) shortwave incoming radiation (K↓) and estimated UV radiation, 
(b) air temperature and peat temperature at 50 mm depth, (c) rainfall and depth to water 
table, (d) and volumetric moisture content at 45 and 105 mm depth. VMC data not used for 
analysis are shown as dashed lines. All displayed values (except the half-hourly rainfall) are 
running means calculated using a moving window of 7 days.  
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Figure 3.3 Torehape peat mine in a) winter (6 June 2007) and b) summer (17 Feb 2006).  

 

November 2007 (dashed lines in Figure 3.2d) were considered unreliable and will 

be further discussed in Section 6.3.1. 

 Because the only autotrophs at the study site were some plants in the 

ditches and algae in puddles during winter, CO2 exchanges as a result of 

photosynthesis and autotrophic respiration were expected to be negligible. The 

measured CO2 fluxes were assumed to be the results of microbial respiration and 

possible abiotic processes only (see Chapter 4).  

a 

b 
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3.3 Field study 

3.3.1. Eddy covariance  

Instrumentation 

Fluxes of sensible heat, water vapour and CO2 were measured using the 

eddy covariance (EC) technique, which utilises high-frequency measurements of 

the vertical component of the wind speed, temperature and concentrations of 

H2O and CO2 to determine the exchange of heat, water and CO2 between the 

surface and atmosphere (Baldocchi et al., 2001). Details of the EC setup and data 

manipulation are given below. 

EC instruments were mounted 1.5 m above the peat surface on 3 June 

2005. The relatively low mounting height was chosen to avoid measuring any 

fluxes originating from the neighbouring vegetated lanes. Sensors were pointed 

towards the west, which was the prevailing wind direction. On 14 March 2007 

the sensors were moved up to 2.5 m. Measurements with the EC system were 

made until 31 July 2007 (Figure 3.4). 

 

Figure 3.4 Data availability from chamber systems and the eddy covariance system.  
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The open path EC system consisted of a sonic anemometer (CSAT-3, 

Campbell Scientific Inc., Logan, UT, USA) and an open path infrared H2O/CO2 gas 

analyser (LI-7500, LI-COR Inc., Lincoln, NE, USA) sampling at 10 Hz. Calibration of 

the LI-7500 was carried out every 6 months using oxygen free nitrogen gas to set 

the CO2 and H2O zero and CO2 in air (368.0 ppm ± 0.1 ppm) to set the CO2 span. 

The H2O span was set using a dew point generator (LI-610, LI-COR Inc., Lincoln, 

NE, USA) set to a dew point of 10°C. Both zero and span settings were very stable 

over the course of the experiment.  

A CR23x datalogger sampled the mV signals of the sonic anemometer and 

the LI-7500, converted into appropriate units and calculated half-hourly raw 

fluxes. These raw fluxes were stored to the datalogger’s internal memory and 

downloaded via automated telemetry on a daily basis using a cellular modem 

(Wavecom WMOD2B GSM).  

Flux processing 

Half-hourly raw fluxes were calculated online by the CR23X datalogger. 

Post-processing was done using a modified and improved version of a Matlab 

software program (Nieveen et al., 2005). Data processing occurred in the 

following order: 1) 2D coordinate rotation (McMillen, 1986); 2) corrections for 

sonic temperature (Schotanus et al., 1983); 3) high frequency loss (Moore, 1986); 

and 4) addition of the density (or WPL) term (Webb et al., 1980), with the order 

of 3 & 4 following the recommendations by Massman (2004a). Fluxes were also 

calculated using the planar fit method (Wilczak et al., 2001) instead of the classic 

2D rotation but this had minimal effect on the size of the fluxes. For the rest of 

this study the fluxes rotated using the 2D rotation will be used. 

After completion of the measurements it was discovered that the LI-7500 

had a timing error in the embedded software of about 1 scan. Therefore the 

signals of the gas analyser and sonic anemometer were not aligned properly in 

time, resulting in an underestimation of the covariance between vertical wind 

speed and CO2 concentration and the resulting raw (i.e. before corrections) CO2 

flux (see Appendix B). LI-COR indicated that the size of the underestimation of 

fluxes of CO2 and H2O caused by this timing error was affected by wind speed 
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and installation height, where largest errors were expected above a short crop at 

high wind speeds (McDermitt, 2003). Because high frequency data were not 

available to recalculate the CO2 fluxes with the correct timing delay, the size of 

the underestimation of the before-WPL CO2 fluxes (i.e. CO2 fluxes before addition 

of the density term (Webb et al., 1980) but after applying the other corrections 

described above) was approximated using an empirical relationship. This 

relationship was established using data obtained after the peatland experiment 

using the same EC system at a dairy farm nearby. By then, the system had been 

upgraded to store high frequency data so a detailed study into the size and 

controls of the timing error was possible. The relationships between the size of 

the underestimation of the before-WPL CO2 flux, wind speed and the CO2 flux 

itself explained 75 and 77% of the observed variation for the low (1.5 m) and 

high (2.5 m) installation respectively. Average underestimation of the CO2 flux 

before addition of the WPL term was 16% and 12% for the low and high 

measurement height, respectively. CO2 fluxes were recalculated to account for 

the timing error by adding the estimation of the missed flux using the regression 

equation to the before-WPL fluxes, after which a recalculated WPL term was 

added. For more information on this extra correction, see Appendix B. 

Eddy covariance CO2 flux data were only used when footprint analyses 

(Schuepp et al., 1990) showed that 80% or more of the flux originated from the 

bare peat. Also, data were discarded when wind direction was from behind the 

tower to avoid possible flow distortion. Data were discarded also when rainfall or 

dew caused unreliable readings from the LI-7500 and when the friction velocity 

was < 0.2 m s-1. The threshold was chosen conservatively to ensure that only the 

highest quality data were used for analysis. Because of these strict filter criteria 

89% of the data points were discarded, leaving ~ 4000 data points for analysis. 

No gapfilling of missing data was applied. 

3.3.2. Chamber measurements  

Repeated chamber measurements were made using an automated soil 

CO2 flux system (LI-8100, LI-COR Inc., Lincoln, NE, USA). A long-term chamber 

(LI8100 -101, collars 200 mm in diameter) was used to measure the temporal 
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variation of the respiration fluxes from one collar installed within 7 m from the 

EC system. Measurements were made every 15 minutes. A survey chamber 

(LI8100 -102, collars 100 mm) was used to sample the spatial variation of the 

peat surface CO2 flux (See Appendix F). Between June 2005 and July 2007 data 

from the long-term chamber were available for 100 days. Soil temperature 

measurements were made adjacent to the chamber at a depth of 30 mm using 

an 8100-201 soil temperature probe connected to the LI-8100.  

3.3.3. Additional measurements 

Table 3.1 lists all additional variables measured at the peatland, the 

instruments used and the height or depth of deployment. In addition to these 

quantities, the albedo was determined during summer using a 4-component net 

radiation sensor (NR01, Hukseflux, Delft, The Netherlands) between 7 Nov 2007 

and 14 Jan 2008.  

 

Table 3.1 List of additional variables measured and instrumentation used. 

Variable Sensor Manufacturer Height/depth 

Temperature + humidity HMP45  
 

Vaisala, Helsinki, 
Finland 

1.5/2.4m 

Shortwave incoming 
radiation (400 – 1100 
nm) 

SP Lite 
pyranometer 

Kipp & Zonen,Delft, 
The Netherlands 

2.4 m 

Precipitation Tipping bucket rain 
gauge, Model 
TB3/0.2/P 

Hydrological services 
P/L Liverpool, NSW 
Australia 

0 m 

Peat temperature Thermistors*  Local -50 and -100 mm 
Peat temperature** Thermistors* Local -20,-40, -80 -160, -320, 

-400 and -500 mm 
Shallow peat 
temperature 

Four junction 
averaging 
thermocouple 

Campbell Scientific 
Inc., Logan, UT, USA 

-5 mm 

Volumetric moisture 
content  

CS615 water 
content 
reflectometer*** 

Campbell Scientific 
Inc., Logan, UT, USA 

-50 and -100 mm 

Depth to water table Pressure 
transducer type 
SS3 

Instrument Services 
and Developments, 
Rangiora, NZ 

-1500 mm 

* Equivalent to the 107B Campbell Scientific thermistors, **data available from 10 Nov 2006 
onwards, *** calibration for peat was conducted before installation 
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3.4 Container study 

3.4.1. Experimental design 

After the field study a controlled set of experiments was conducted to 

investigate the process of photodegradation further. To determine the 

immediate response of the CO2 production from organic substrates to exposure 

to solar irradiance, a closed chamber system was constructed that included a 

small transparent container holding the substrate connected to an infra red gas 

analyser which contained a built-in pump (LI-8100, LI-COR Inc., Lincoln, NE, USA; 

see Figure 3.5). In this setup, the container was part of a flow-through, non-

steady-state system (FT-NSS, Livingston and Hutchinson, 1995) in which changes 

of CO2 concentrations could be detected continuously. To distinguish between 

the chambers used in the field and the small purpose-built chamber system, the 

latter will be referred to as the ‘container’ from now on. 

 

 

Figure 3.5 Set-up of container experiments. Drawing not to scale. IRGA = Infrared Gas Analyser. 

 

The container was a polystyrene culture flask (Greiner Bio-One Inc., 

Longwood, FL, USA, volume 270 ml, area 80 cm2) that housed the substrates 

(Figure 3.6). This container was chosen for its low volume: area ratio, which 

facilitated the detection of low CO2 effluxes from the substrate. 

To obtain optimal transmittance of solar irradiance (UV-B, UV-A and 

visible parts of the solar spectrum) through the top of the container to the 

substrate, the polystyrene top (transmittance for UV-B = 0.31) was replaced with 

quartz (plate 3.175 mm thick, GM Associates Inc., Oakland, CA, USA). 

Transmittance of the quartz was 0.91, 0.93, and 0.93 for visible (400 – 700 nm), 
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UV-A (320 – 400 nm) and UV-B (280 – 320 nm) irradiance respectively. The 

quartz top was glued on using silicone and left to cure more than 24 hours 

before the first experiment.  

 

        

Figure 3.6 Setup of container experiments. a) Empty container showing averaging 
thermocouple to determine peat temperature. The pyranometer and quantum sensors sit to 
the left of the container. b) Container filled with a thin layer of peat. 

 

For all experiments, surface peat (top 10 cm) was used that was collected 

at Torehape on 15 October 2008. Within 5 days of collection, the peat was 

passed through a 1 cm sieve, and stored at 4°C until use. To limit microbial 

activity in the organic substrate, all substrates were air dried during the three 

days before the experiments. In general, the container was filled using as little 

substrate as possible (approximately 4 grams) while covering the complete 

surface area of the container. Dry mass equivalent was determined after the 

experiment by oven-drying the substrates for 3 days at 70°C.  

Measurements were made by alternately shading and exposing the 

container to the sun. Each run of sun or shade lasted for 140 or 200 seconds. CO2 

concentration data were measured and logged every second during the runs.  

3.4.2. Additional measurements 

Incident solar irradiance (K↓) was measured using a LI-200 pyranometer 

(wavelengths 400-1100 nm, LI-COR Inc., Lincoln, NE, USA) and photosynthetically 

active radiation was measured using a LI-190 quantum sensor (wavelengths 400-

700 nm, LI-COR Inc., Lincoln, NE, USA). The sensors were sat beside the container 

(Figure 3.6) at the same angle to the sun as the container. An averaging 

thermocouple (locally made) was used to measure the temperature of the thin 

a b 
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layer of peat (“peat temperature”, see Figure 3.6a). An additional thermocouple 

measured the air temperature in the container (“container temperature”) above 

the peat. The latter temperature was used for flux calculation (see section 3.4.4). 

3.4.3. Measurement dates and location 

Measurements were made during two time periods: between 3 and 5 

February 2009 (3 days, Experiment A described below) and between 29 March 

and 23 April 2009 (9 days, Experiments B, C and D described below) (Table 3.2). 

During all measurements from March onwards, the container and solar 

irradiance sensors were tilted towards the sun to ensure solar radiation was 

entering the container through the quartz top. This way, blocking of irradiance by 

the polystyrene sides of the container was minimised.  

 

Table 3.2. Overview of dates of measurements. All measurements were carried out in 2009. 

Experiment A 
 

Experiment B 
(wavelength) 

Experiment C 
(substrate) 

Experiment D 
(oxygen) 

3 Feb 29 Mar 2 Apr 3 Apr 

4 Feb 30 Mar 22 Apr 6 Apr 

5 Feb 1 Apr 23 Apr 17 Apr 

 

All measurements were collected at a sport field bordering the University 

of Waikato campus in Hamilton, 175.336 °E, 37.862 °S, 50 m elevation. The 

nearest tall buildings were a few hundred metres away.  

3.4.4. Flux calculation 

CO2 fluxes were calculated using the LI8100 software (FV8100, LI-COR 

Inc., Lincoln, NE, USA). In these calculations an incorrect value for the chamber 

temperature was used because the use of a custom-made chamber made it 

impossible to read the chamber temperature with the LI-8100. Instead, fluxes 

were corrected afterwards using the container temperature measured by the 

thermocouple using 

 

 
 15.273

273.15 
 

correct

0c
dc_correcte






T

TF
F  Equation 3.4 
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where Fc_corrected  is the CO2 flux corrected for the real temperature in the 

container, Fc is the CO2 flux calculated by the LI-8100 software using the incorrect 

chamber temperature, T0 is the incorrect chamber temperature used for flux 

calculation in °C and Tcorrect is the real temperature in the container measured by 

the thermocouple in °C.  

 To determine the CO2 flux both exponential and linear regressions were 

fitted to the CO2 concentration over time. Both the exponential fit and linear fit 

data were examined, and because CO2 build-up in the container was not 

considered an issue (see Section 2.5.1), the linear fit was preferred because it 

produced less scatter in the data. Because of the fast response of the flux to 

changes in temperature and irradiance conditions (see an example in Figure 3.7), 

fluxes could be calculated using the first 66 seconds of CO2 concentration data, 

of which the first 6 seconds were discarded to allow for travel time of air from 

container to the infra-red gas analyser. The shorter run length was preferred 

because it ensured temperatures between sun and shade runs overlapped 

better, which allowed direct comparison between fluxes for sun and shade runs 

of approximately equal mean temperature. To ensure stable conditions during 

runs (mostly with regards to fluctuations in irradiance caused by clouds drifting 

over) fluxes for very short periods (20 seconds) were also calculated in Matlab 

(The Mathworks Inc., Version 7.3.0.267, R2006b) using linear regression.  

Data were only used for analysis if the standard deviation of measured 

K↓ values during the run (1 value per second) was less than 50 Wm-2. Fluxes of 

CO2 were calculated on an area basis (μmol CO2 m-2 s-1). 
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Figure 3.7 Example data from one experimental run. a) CO2 concentration. b) incident solar 
irradiance. c) peat temperature. Data show that both peat temperature and increase in CO2 
concentration responded almost immediately to changing irradiance condition caused by 
passing clouds. 

3.4.5. Experiment A: Radiation and temperature  

The first experiment was set up to verify the existence of 

photodegradation of peat, as suggested by the findings in the field (see Chapter 

4). In this case the aim was to mimic the field conditions as closely as possible. 

Measurements were carried out in summer (3-5 Feb 2009) when the zenith angle 

was low and no additional filters were used. 

3.4.6. Experiment B: Wavelength 

To determine how much visible (400 – 700 nm), UV-A (320 – 400 nm) and 

UV-B (280 – 320 nm) irradiance contributed to the measured CO2 efflux from 

additional filters were used to block UV-B and UV-A + UV-B. Absorbance of many 

different materials was determined using a Cary 100 UV-Vis spectrophotometer 

(Varian Inc, Palo Alto, CA, USA). Transmittance was calculated from absorbance 

using the following equation:  

 

 
aT 10  Equation 3.5 

 

where T = transmittance (-)  

 a = absorbance (-)  
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Quartz, soda glass and Plexiglas were found to be most suitable to filter 

out the different wavelengths. Soda glass is transparent to visible light, mostly 

transparent for UV-A but blocks UV-B (–UVB treatment). Plexiglas is transparent 

to visible light, but blocks UV-A and UV-B (–UVAB treatment). A sheet of quartz 

was used to mimic ‘ambient’ or field conditions, with highest transmittance for 

all wavelengths (control). The extra layer of quartz ensured that comparable 

levels of PAR reaching the peat during all treatments as recommended by Flint et 

al. (2003). The transmittance curves are shown in Figure 3.8, see also Table 3.3. 

 

Table 3.3 Average transmittance of different treatments. 

Treatment Experiment Top of container Filter Total transmittance 

    UV-B UV-A PAR 

Sun A,C,D quartz - 0.91 0.93 0.93 
Control B quartz quartz 0.84     0.87     0.88   
– UVB  B quartz soda glass 0.03     0.72     0.85   
– UVAB  B quartz plexiglass 0.08     0.33     0.87   
Dark A,B,C,D quartz aluminium foil 0 0 0 

 

 

 

 

Figure 3.8 Measured transmittance of materials used as filters.   
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3.4.7. Experiment C: Different substrates 

To determine whether different substrates would respond differently to 

exposure to solar radiation, grass and maize leaves were exposed in addition to 

the peat.  Dead, dry grass mostly consisting of perennial ryegrass (Lolium perene) 

was collected from a sport field nearby the University on 5 Feb 2009. Senesced 

maize leaves (Zea mays) were collected from a cropped field close to Hamilton in 

the second half of March 2009. 

3.4.8. Experiment D: Availability of oxygen 

To determine whether atmospheric oxygen is needed to decompose OM 

to CO2 through photodegradation, measurements were made of the CO2 efflux 

from exposed peat in the absence of oxygen. A system was set up to flush the 

measurement system with nitrogen (N2) gas, which was used to expel all oxygen 

from the air lines. A diagram of the altered setup is shown in Figure 3.9. Both 

hose clamps were open and nitrogen was forced from a gas cylinder under 

pressure into the air line. The pump of the IRGA was turned off during flushing.  

 

 

 

Figure 3.9 Setup for experiment D: expelling oxygen from the lines by flushing with nitrogen. 
Drawing not to scale. 
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Nitrogen gas was oozing out of the lines at the three openings: two exits that 

were later to be joined using quick-connectors and one exit in water. For 3 

minutes nitrogen was left to enter the system with all exits open (as in drawing), 

after which the exits at the quick connectors were closed. After another 5 

minutes, the quick connectors were connected up, and all excess nitrogen 

bubbled out of the water. The system was left to flush for an additional 10 

minutes. After that, the nitrogen bottle was closed off, the hose clamps were 

closed, the pump of the IRGA was turned on and the system was ready for 

measurements. 

3.4.9. Test without peat 

Test runs (n = 14), where the empty container was exposed to and 

shaded from sunlight, confirmed that uptake or release of CO2 by the container 

materials in response to exposure to irradiance was negligible (0.0159 and 

0.0055 μmol CO2 m-2 s-1 for sun and shade runs respectively) and not significantly 

different from zero (p = 0.15 and 0.65 for sun and shade runs respectively, Figure 

3.10). 

 

 

 

Figure 3.10 CO2 flux from empty transparent container alternatively exposed to and shaded 
from solar irradiance during experiment A). Individual measurements are shown as grey points, 
means are shown as black points and error bars are the 95% confidence intervals (n = 7).  
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3.5 Additional data 

3.5.1. CO2 flux data from Californian grassland 

Data source 

CO2 flux data collected using eddy covariance and soil CO2 probes were 

used from two companion sites in California. All data were made available by Dr. 

Dennis Baldocchi and were collected and processed by his team at the 

Department of Environmental Science, Policy and Management, Ecosystems 

Science Division at the University of California, in Berkeley. Dr. Siyan Ma, Dr. 

Rodrigo Vargas, Dr. Jianwu Tang and Mr. Ted Hehn provided field assistance and 

computed the fluxes.  

Site information 

The eddy covariance measurements were made at an annual grassland 

site (Vaira Ranch, part of the AmeriFlux network) located in the lower foothills of 

the Sierra Nevada, near Ione, CA (38.4133°N, 120.9508°W, 129 m elevation). The 

soil is an Exchequer very rocky silt loam (Lithic xerorthents). The bulk density of 

the surface layer (0-30 cm) is 1.43  0.10 g cm-3 (Baldocchi et al., 2004). The site 

is relatively flat and upwind fetch exceeded 200 m, which was found to be 

sufficient (Xu and Baldocchi, 2004). Species composition include  Brachypodium 

distachyon, Hypochaeris glabra, Trifolium dubium, Trifolium hirtum, 

Dichelostemma volubile  and Erodium botrys (Xu and Baldocchi, 2004).  

The measurements of soil CO2 flux using a below-ground CO2 flux 

gradient system were collected at a companion site (Tonzi Ranch) located 2 km 

from the grassland site (38.4311°N, 120.966°W, 177 m elevation). This site is 

composed of oak/grass savanna. The soil is an Auburn very rocky silt loam (Lithic 

haploxerepts) and has a bulk density at the surface layer (0-30 cm) of 1.64  0.11 

g cm-3 (Baldocchi et al., 2004). Species of annual herbs and exotic grasses in the 

understory include Brachypodium distachyon, Hypochaeris glabra, Bromus 

madritensis and Cynosurus echinatus (Baldocchi et al., 2006). 

The climate of the region can be described as Mediterranean, with hot 

and dry summers and cool and wet winters. Mean annual temperature at a 
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nearby climate station was 16.3 °C and average rainfall was 559 mm per year 

(1959-1977) (Baldocchi et al., 2004). During summer rainfall was virtually zero 

and the grass senesces.  Figure 3.11 shows photographs of the grass taken at the 

beginning and end of the dry seasons of 2008 and 2009. 

    

  

  

 

Figure 3.11 Vaira annual grassland at the beginning and end of the dry season for 2008 (a and 
b) and 2009 (c and d). Photos by Youngryel Ryu. 

 

Instrumentation eddy covariance system and flux processing 

The fluxes of CO2 were measured over the grassland with the eddy 

covariance technique. The eddy covariance system was mounted at 2.0 m above 

the ground.  It consisted of a 3-dimensional sonic anemometer (Model 1352, Gill 

Instruments Ltd, Lymington, England) and an open-path fast response infrared 

gas analyzer (IRGA, LI-7500). The raw data from each 30-min period were 

recorded at the rate of 10 Hz into separate files on a laptop computer. Standard 

micrometeorological software was used to compute flux covariances from the 

raw data. Computation procedures included spike removal, coordinate rotation, 

c) 4 Jun 2009  
d)  20 Oct 2009 

a) 13 Jun 2008 b) 11 Oct 2008 
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application of standard gas laws, and correction for air density fluctuations 

(Webb et al., 1980). More detailed information for each procedure can be found 

in Xu and Baldocchi (2004) and Baldocchi et al. (2004). To select data when 

photosynthesis was zero during the dry season, eddy covariance CO2 flux data 

were only used when the soil volumetric moisture content at 50 mm was < 0.038 

m3 m-3. Data were also discarded when collected during rainfall, and 7 days 

thereafter.    

CO2 soil probe measurements 

Measurements of soil respiration were collected at the oak/grass savanna 

site using a below-ground CO2 flux gradient system (Tang et al., 2003). Soil CO2 

concentrations were measured at depths of 0.02, 0.08, 0.16 and 0.24 m, away 

from trees. Tree roots had negligible influence on the measurements, based on 

transect measurements of soil respiration using a manual chamber system (Tang 

and Baldocchi, 2005).  CO2 concentrations in the soil air were measured by solid-

state infrared gas analyzers (GMT 222 and GMT 221, Vaisala CarboCap sensors). 

Soil respiration efflux rates were computed using flux-gradient theory. For a 

detailed description of the measurement and flux calculation see Baldocchi et al. 

(2006) and Tang et al. (2003). 

Additional measurements  

A 4-component net radiometer (CNR1, Kipp & Zonen, Delft, The 

Netherlands) mounted at 2.5m measured incident solar irradiance (K↓, 

wavelengths between 310 and 2800 nm) and upward longwave radiation. 

Surface temperature was calculated from the upward longwave radiation signal 

using  

 

41








 




L
T  Equation 3.6 

Where L↑ is outgoing longwave radiation, ε is the emissivity of the surface 

(ε=0.98), σ = the Stefan Bolzmann constant (5.67·108 WK-4m-2). 

Soil volumetric water content was measured with a frequency-domain 

reflectometer probe (ML2x, Delta-T Devices, Burwell, Cambridge U.K.) at a depth 

of 50 mm.  
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3.5.2. UV irradiance at Torehape 

UV irradiance levels for the peatland site in New Zealand were estimated 

using data supplied by National Institute of Water and Atmospheric Research 

(NIWA, Shiona et al., 2006). The calculated clear sky UV irradiation was used 

from the nearest station at Paeroa (37.378°S, 175.664°E, 4 m elevation, 19 km 

from the field site. This clear sky UV irradiation was adjusted for clouds following 

eq. 5 in Bodeker et al. (1996) using measured shortwave irradiance data from the 

peatland in combination with the calculated clear sky broadband radiation from 

NIWA. See Appendix C for more details on the procedure followed. 

3.5.3. Differential scanning calorimetry 

Differential scanning calorimetry was used to investigate whether 

thermal decomposition of peat occurred between 20 and 60 °C. Using this 

technique, the required energy input to heat up a small sample of peat in a pan 

was measured and compared to the energy input required to heat up an empty 

reference pan. Five samples (between 5 and 10 mg each) were analysed of both 

vacuum-dried and wet peat in standard pans using a DSC 6 Thermal Analysis 

System (Perkin Elmer, Norwalk, Connecticut, U.S.A.). Heating took place at 10°C 

per minute. 
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Chapter 4 Can ecosystem CO2 exchange 

research ignore photodegradation? 

4.1 Introduction 

Studies into the carbon cycling of ecosystems commonly use eddy 

covariance (EC) to measure net CO2 fluxes between the Earth’s surface and the 

atmosphere. Net CO2 flux is the sum of many processes of both uptake and 

release of CO2, as discussed in Section 2.4.2. Usually, CO2 emissions from 

ecosystems are assumed to result from biological processes alone, i.e. 

respiration by plants and microbes. There are also non-respiratory processes 

such as  the weathering of carbonate rocks, fire or photodegradation that can 

contribute to CO2 losses (Chapin et al., 2006; see Section 2.4.2). The dissolution 

and precipitation processes of carbonates in soils or parent material were 

identified as substantial contributors to CO2 losses in some carbonate-rich 

ecosystems (Emmerich, 2003; Kowalski et al., 2008; Mielnick et al., 2005; 

Serrano-Ortiz et al., 2010). Also, fire can be an important process by which 

carbon is returned to the atmosphere (Beringer et al., 2007; Harden et al., 2000). 

However, most CO2 exchange studies have ignored those non-respiratory 

processes. 

Photodegradation is the abiotic process whereby solar radiation directly 

breaks down the compounds of dead organic matter. Although this process has 

received much attention in aquatic ecosystems, research into photodegradation 

in terrestrial ecosystems is relatively new and has mostly focussed on mass loss 

of exposed litter. Two small scale studies have confirmed that exposure of litter 

to radiation can directly result in CO2 production even in the absence of 

microbial activity (Anesio et al., 1999; Brandt et al., 2009). These findings suggest 

that photodegradation might be another non-respiratory process that could 

contribute to the CO2 efflux from ecosystems. However, no studies to date have 

examined whether CO2 loss caused by photodegradation can be detected at 

large scales, or what the potential contribution of photodegradation could be to 

the total CO2 losses of an ecosystem.  
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The objectives of this chapter are to 1) show that CO2 produced through 

photodegradation is detectable at large scales; and 2) give an estimate of the 

contribution of photodegradation to the total CO2 loss for a bare peatland and a 

grassland. This chapter does not aim to explicitly explore the drivers of 

photodegradation, which will be discussed in the next chapter. Some of the 

findings presented in this chapter are part of a paper that has been accepted for 

publication by Global Change Biology (Rutledge et al., 2010). 

4.2 Study sites and methods 

4.2.1. Study sites and measurements 

Field measurements of CO2 flux made in two ecosystems form the basis 

of this chapter: a bare peatland and a seasonally dry grassland (see Sections 3.2 

and 3.5.1 for site descriptions). Both ecosystems had dead organic matter (OM) 

at the surface exposed to high ambient levels of solar irradiance when microbial 

activity was low due to water limitation. For the grassland data were only used 

when collected during the dry period when the grass was dead.  

A combination of methods was used to test the potential influence of 

incident solar irradiance on the CO2 flux (See Section 3.1). Refer to Sections 3.3 

and 3.5.1 for an overview of the methods. In short, EC was used to measure the 

total CO2 flux, whereas an opaque chamber (which blocks out radiation during 

the measurements), soil CO2 probes (which measure CO2 produced belowground 

only) and night-time EC measurements were used to isolate the CO2 efflux of 

biological origin. The difference between the total flux and the biological flux 

provides an estimate of the irradiance-induced flux (Section 3.1). Refer to Table 

4.1 for a summary of field site information and the methods used. 
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Table 4.1 Summary of field site information and methods used. See Section 3.1, 3.3 and 3.5.1 
for more information. 

Ecosystem Bare peatland Annual grassland 

Country New Zealand California, USA 
Method total CO2 flux Eddy covariance Eddy covariance 
Method biological CO2 flux Opaque chamber/ night-

time EC 
Soil CO2 probes/ night-time 
EC 

Vegetation No plants (some algae in 
ponds when wet in winter) 

Annual grasses which 
completely senesces during 
the dry season 

Data used  All seasons Only the dry season when 
grass was dead 

 

4.2.2. Data analysis 

Estimation of cumulative CO2 losses  

To calculate total yearly CO2 losses from the peatland, a model was 

constructed using lookup tables of EC fluxes defined by bins of volumetric 

moisture content (VMC) at 50 mm depth (3 bins with equal number of data 

points: VMC < 0.50 m3 m-3, 0.50 m3 m-3< VMC < 0.56 m3 m-3 and VMC > 0.56 m3 

m-3), incident solar irradiance (bins of 100 W m-2) and soil temperature at 5 mm 

depth  (bins of 2°C). Each bin required a minimum of five data points to make an 

average.  

To estimate the irradiance-induced part of the flux for each half hour, the 

difference was taken between the total CO2 flux from the lookup table, and the 

estimated dark (night-time) CO2 flux at the same temperature and in the same 

moisture bin. Night-time CO2 fluxes were estimated using two different 

regression equations of CO2 flux as a function of soil temperature for each soil 

moisture class. As a conservative estimate of the night-time flux, a linear 

regression between soil temperature and measured flux was used (R2 = 0.64, 

0.45, 0.24 for dry, medium and wet soil moisture class respectively). As a second 

estimate of night-time flux, the Lloyd and Taylor equation was fitted (Lloyd & 

Taylor 1994; R2 = 0.76, 0.71, 0.02 for dry, medium and wet soil moisture classes 

respectively). By combining the daytime value for the CO2 flux from the lookup 

table with the two estimates for night-time flux and summing the differences 
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over the year, two estimates were calculated for annual contribution of 

photodegradation to the total CO2 flux.  

For the grassland site, a very similar but slightly simpler method was used 

to estimate the cumulative contribution of irradiance-induced CO2 flux to the 

total CO2 flux during the dry season. A lookup table of EC fluxes, defined by bins 

of incident solar irradiance (bins of 100 W m-2) and surface temperature (bins of 

2°C), was made using the data from the dry season. In contrast to the peatland 

site, soil moisture was not used to develop lookup tables because the values of 

soil VMC were very low with a very narrow range during the senescent period 

(0.03 < VMC < 0.04 m3m-3); therefore no effect of moisture was expected. Night-

time CO2 fluxes were estimated using the median value of all night-time EC 

measurements during the dry period, because night-time EC flux showed no 

clear trend with surface temperature (data not shown). An estimate for the 

cumulative contribution of photodegradation to the total CO2 flux during the dry 

season was calculated by subtracting the estimated night-time flux from the 

daytime value for the CO2 flux from the lookup table and summing all half-hourly 

values for the dry season. 

An alternative approach for calculating the irradiance-induced part of the 

CO2 flux for the grassland was to calculate the contribution on a ‘typical’ or 

average day. The mean diurnal variation was calculated for the EC and probe 

fluxes resulting in 48 half-hourly values for an average day (Figure 4.5b and c). 

The sum of these 48 values was used as an estimate of the mean daily total (EC) 

and biological (probe) flux. The irradiance-induced portion of the flux was 

calculated by subtracting the probe flux from the total flux. This ‘typical day 

approach’ was not attempted for the peatland because the conditions 

throughout the year varied substantially and chamber measurements were not 

available for all times of the year.  

Statistics 

A multiple regression analysis was carried out to test whether solar 

irradiance explained a statistically significant proportion of variation in abiotic 

flux (here defined as “the CO2 flux measured using EC minus CO2 flux measured 
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using chamber or soil probes”) in addition to the variation explained by soil 

temperature and soil moisture. The RAR1 procedure in GenStat (Version 

11.1.0.1535) was used where fitted terms were: a constant, soil temperature, 

soil moisture content and solar irradiance. The analysis used REML (residual 

maximum likelihood) to model correlated regression errors for contiguous blocks 

of observations (i.e. within observation days). 

To test whether the differences between CO2 fluxes measured by EC and 

those measured by chamber or soil probes were significantly different from zero 

at different levels of solar irradiance a one-sample t-test was used (95% 

significance level, Matlab, Version 7.3.0.267, R2006b). Prior to testing, flux 

differences were binned by incoming solar irradiance (bin width 150 W m-2) and 

averaged daily by bin to avoid issues with correlated data within observation 

days. 

4.3 Results 

4.3.1. Two-fold evidence of irradiance-induced CO2 production 

In this section, two lines of evidence will be presented that the 

production of CO2 from OM was in part due to degradation by solar irradiance. 

For the first, daytime EC fluxes will be compared to daytime chamber or probe 

data. For the second, day- and night-time EC data will be compared.  

Comparison between eddy covariance and chamber or probes 

To examine the contribution of incident solar irradiance (K↓) to the total 

CO2 fluxes, fluxes measured by chamber (chamber fluxes) and soil probes (probe 

fluxes) were compared to fluxes measured by EC (EC fluxes) for different levels of 

solar irradiance. Direct comparison of these fluxes was only made when fluxes 

were measured less than 15 minutes apart.  

At night (K↓ = 0 W m-2), EC fluxes agreed well with chamber and probe 

fluxes (Figure 4.1). However, during the day (K↓ > 0 W m-2) there was a large 

discrepancy between EC fluxes and fluxes measured by chamber and soil probes. 

This discrepancy increased with increasing incident solar irradiance (Figure 4.1 c 

and d).  At the peatland, the average difference between EC and chamber fluxes 



86 Can ecosystem exchange research Chapter 4 
 ignore photodegradaton? 

 

 

at high irradiances (K↓ around 1000 W m-2), was almost 2 μmol m-2 s-1 (Figure 

4.1b).  The EC flux was approximately 2.5 times larger than the chamber flux in 

those instances. At the grassland, the average difference between EC and probe 

fluxes at high irradiances was 1.1 μmol m-2 s-1 (Figure 4.1d). The EC flux was 12.5 

times larger than the probe flux in those instances, because the probe fluxes 

were extremely low.  

 

 

Figure 4.1 Illustration of the effect of irradiance on CO2 fluxes measured at the peatland (panels 
a and b) and the grassland (panels c and d). Fluxes were measured by eddy covariance (black 
points, panel a and c), opaque chamber (for peatland, grey points in panel a) and soil CO2 
probes (for grassland, grey points in panel c). Grey points in panels b and d are the difference in 
flux between total CO2 flux (from EC) and biological CO2 flux (from chamber or probes). Positive 
values depict instances where the EC system measured larger CO2 fluxes than the chamber or 
probes. Large circles in panels b and d are bin averages with error bars showing 95% confidence 
intervals. For the open circles, the difference between the total and biological CO2 flux were 
not statistically different from zero (one sample t-test at a 95% significance level). For the filled 
symbols, the difference was statistically different from zero. Figure was reprinted from 
(Rutledge et al., 2010) with permission from John Wiley and Sons. 

 

Incoming solar irradiance and soil temperature are very strongly 

correlated (Figure 4.2) and separation of these potential drivers is needed to 

determine whether temperature or irradiance caused the discrepancy between 

EC fluxes and chamber or probes fluxes. Multiple regression analyses confirmed 
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that for both sites the effect of solar irradiance explained a significant proportion 

of variation in the discrepancy between the EC CO2 fluxes and chamber or soil 

CO2 fluxes in addition to the variation explained by temperature of the peat (for 

the peatland) or surface (for grassland) and soil moisture (P<0.001, Table 4.2). 

 

 

Figure 4.2 Correlation between solar irradiance and soil temperature at the a) peatland and b) 
grassland. Correlation coefficients were 0.76 and 0.80 for the peatland and grassland, 
respectively.  

 

 

Table 4.2 Estimates of parameters of multiple regression analyses on peatland and grassland 
data  Multiple regression equation with abiotic flux (here defined as “the CO2 flux measured 
using eddy covariance minus the CO2 flux measured using chamber or soil probes”) as 
dependent variable and temperature, soil moisture content and solar irradiance as 
independent variables. The percentage of the variance that was explained by the total 
regression was 27.0% and 24.7% for the peatland and grassland regressions, respectively. The 
number of observations is represented by n.  

Parameter Estimate 
coefficient 

Standard error t-statistic P value 

Peatland (n= 908)     
Constant -1.2 1.43  -0.82 0.415 
Soil temperature  0.042  0.013 3.3 0.001 
Soil moisture content -0.20 2.5 -0.08 0.937 
Solar irradiance 0.0019 0.00020 9.2 <0.001 
     
Grassland (n = 885)     
Constant -0.48 0.64    -0.76  0.448 
Surface temperature  0.025 0.00603 4.2 <.001 
Soil moisture content -7.1  20 -0.35  0.728 
Solar irradiance 0.00065 0.00015 4.3 <0.001 
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Comparison between day- and night-time eddy covariance  

The second approach to determine the irradiance-induced portion of the 

total CO2 flux was to compare day- and night-time EC fluxes in the same 

temperature ranges (Figure 4.3). This approach allowed visual separation of the 

controls of temperature and solar irradiance on CO2 fluxes. This comparison 

showed that solar irradiance had a direct effect on CO2 fluxes measured by EC: at 

both sites, CO2 fluxes increased with increasing radiation when comparing fluxes 

measured at equal temperatures (Figure 4.3 a and b). 

 

 

Figure 4.3 Effect of irradiance on CO2 fluxes from the peatland (panel a) and the annual 
grassland (panels b and c) measured by eddy covariance (panels a and b) and soil CO2 probes 
(panel c). CO2 fluxes were averaged across intervals defined by incident solar irradiance (bin 
width 100 W m

-2
) and temperature (bin width 2 °C). Note that the scales on the colour axes are 

different between the two sites. Panels a and b were reprinted from (Rutledge et al., 2010) 
with permission from John Wiley and Sons.    
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The probe data (Figure 4.3c) collected at the grassland did not show any 

increase in CO2 flux with incoming solar irradiance like the EC data. Controls of 

CO2 fluxes from peat measured by the chamber cannot be separated into 

radiation and temperature effects because the chamber closes during a 

measurement and blocks all solar irradiance, which means that the peat in the 

chamber is not exposed to the ambient irradiance levels during the 

measurements. 

At the peatland, the effect of irradiance on the CO2 flux was most 

pronounced when the surface peat was dry, but could also be observed when 

the peat was moist (Figure 4.4).  

4.3.2. Average contribution of photodegradation to the total CO2 

flux  

Using the lookup tables, the calculated yearly losses of CO2 for June 2005 

– May 2007 at the peatland averaged 269 g C m-2 y-1.  Using the linear regression 

to estimate the night-time flux, the contribution of photodegradation to the total 

flux was estimated to be 66 g C m-2 y-1 (25% of the total CO2 flux). When using 

the Lloyd and Taylor equation, 34 g C m-2 y-1 (13% of the total CO2 flux) was 

estimated to be a result of photodegradation. The average of these two results 

was approximately 50 g C m-2 y-1 (19% of total CO2), or 0.14 g C m-2 d-1. 

For the grassland, the contribution of photodegradation could only be 

estimated for the dry season when no uptake of CO2 by photosynthesis occurred. 

During the entire 2007 dry season, the CO2 loss from the grassland was 

estimated to be 27 g C m-2 (or 0.314 g C m-2 d-1), of which approximately 16 g C 

m-2
 (or 0.186 g C m-2 d-1) was irradiation-induced, equalling almost 60% of the 

total dry season CO2 flux. 
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Figure 4.4 Effect of solar irradiance and soil temperature on CO2 fluxes measured by eddy 
covariance at the peatland for different soil moisture contents. CO2 fluxes were averaged by 
intervals defined by incident solar irradiance (bins width 100 W m

-2
) and soil temperature at 5 

mm depth (bin width 2 °C) under a) dry (volumetric moisture content of peat at 50 mm depth 
VMC < 0.5 m

3
 m

-3
), 

 
b) moist (0.5 m

3
 m

-3
<VMC< 0.56 m

3
 m

-3
) and c) wet (VMC > 0.56 m

3
 m

-3
) 

conditions. Figure was reprinted from (Rutledge et al., 2010) with permission from John Wiley 
and Sons.   
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Figure 4.5 All available data (grey dots) and mean diurnal variation (black dots) for a) EC flux 
and b) probe flux during the dry season at the grassland. Error bars are ± 1 standard deviation. 
Note that the scales on the y-axes differ between the panels.  

 

The ‘typical day approach’ resulted in the mean diurnal variation of EC 

and probe fluxes presented in Figure 4.5. Daily sums of fluxes are listed in Table 

4.3. The approach using mean diurnal variation resulted in larger estimates for 

the irradiance-induced portion of the total CO2 flux than the lookup table 

approach described above (82 % vs. 58 %, Table 4.3).  

 

Table 4.3 Estimates of cumulative C losses (as CO2) from the grassland for a typical day in the 
dry season. Fluxes are in g C m

-2
 d

-1
. The results of the lookup table are added for comparison.  

 Mean of data Lookup table 

Total flux 0.451 0.314 
Biological  flux 0.0830 (probe) 0.128 (median of night-time EC) 
PD flux * 0.368 0.186 
Ratio PD/EC 0.82 0.58 

* calculated by subtracting the biological flux from the total flux 
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4.4 Discussion 

4.4.1. Size of total and irradiance-induced flux 

The estimated yearly CO2 losses from the bare peat of 269 g C m-2 y-1 (or 

between 203 and 225 g C m-2 y-1 without the irradiance-induced component of 

the flux) fall within the wide range of CO2 losses measured from other bare 

peatlands, which ranged from 62-2,628 g C m-2 y-1 (see Table 2.3), with the 

majority of measured respiration rates falling below 1278 g C m-2 y-1. Many of 

these studies measuring CO2 losses from bare peat only report fluxes summed 

over (spring and) summer, which probably results in relatively high average rates 

that are not representative of the whole year. The value established at the 

current study site is an average for two whole years, which might explain why it 

lies at the low end of the range in values presented in Table 2.3. 

The annual carbon loss via photodegradation at the peatland (34–66 g C 

m-2 yr-1) was substantial compared to net ecosystem production (NEP) for other 

ecosystems (e.g. average NEP across a range of ecosystems was 181 g C m-2 yr-1 

(Baldocchi, 2008a)). Estimates of irradiance-induced CO2 fluxes at the grassland 

varied from 16 to 32 g C m-2 for the 2007 dry season, depending on the method 

used for calculation. The irradiance-induced flux made up 58 to 82% of the total 

flux (Table 4.3). Of these two estimates, the one that was derived from EC data 

using the lookup table (58%) was likely the most reliable, because it depended 

on data collected using only one method (EC) at one study site. This estimate is 

at the upper end of the range of estimates of the contribution of 

photodegradation to mass loss in dry ecosystems of between 32 and 60% given 

by Austin & Vivanco (2006) and Gallo et al. (2009).  

During midday on sunny days in summer, when incoming solar irradiance 

and temperature were highest, the CO2 efflux due to photodegradation 

contributed as much as 62% and 92% of the total half-hourly CO2 flux from the 

peatland and grassland respectively. While the absolute values of irradiance-

induced fluxes were generally smaller at the grassland than at the peatland 

(Figures 4.1 and 4.3), the large percentage contribution of photodegradation at 

the grassland was mostly caused by the very low biological CO2 fluxes during the 
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dry period (generally < 0.1 μmol CO2 m-2 s-1, see Figure 4.5). In contrast, 

biological fluxes at the peatland were highest during summer (see Section 6.3.1).  

At the grassland, much of the standing dead grass tends to disappear 

during the dry season even when conditions are too dry for microbial 

degradation (compare photos at the beginning and end of the dry season in 

Figure 3.11). With a contribution of almost 60% to the total CO2 flux, 

photodegradation appears to be the major pathway for degradation of the grass 

during these dry periods. 

Even though the percentage contribution of photodegradation to the 

total CO2 flux at the grassland site was high, the absolute CO2 fluxes during dry 

seasons are generally much lower than during wet seasons when microbes are 

not limited by moisture (e.g. Xu and Baldocchi, 2004; Xu et al., 2004). For 

example, annual average ecosystem respiration at the grassland site from 2000 

to 2006 was estimated to be > 900 g C m-2 y-1 (Ma et al., 2007). However, 

compared to the average NEE (38 g C m-2 y-1; Ma et al., 2007) the dry season 

irradiance-induced flux of 16 g C m-2 y-1 is substantial.  

The estimates of the CO2 loss through photodegradation at both the 

peatland (34–66 g C m-2 yr-1) and the grassland (16 g C m-2  for the dry season) 

are much greater than the estimate presented by Brandt et al. (2009), who 

extrapolated CO2 flux measurements made from sterile litter in microcosms to 

field conditions. They estimated irradiance-induced CO2 loss of 4 g C m-2 yr-1 from 

litter in a desert grassland in New Mexico by assuming that 100% of the surface 

area was covered with litter. The causes for this large difference between the  

measurements of this study and the estimate from Brandt et al. (2009) are as yet 

unclear, but are likely to be related to differences in substrate species/quality 

and experimental conditions (e.g., sterile conditions in the microcosms vs. non-

sterile conditions in the field and partial blocking of irradiance by the sides of the 

microcosm). In the next chapter, the comparison between measurements made 

in the field and in microcosms or containers will be explored further. More 

attention will be paid to the potential drivers causing the difference in findings 

between studies. 
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The calculated CO2 loss from the peatland can be converted to a depth of 

peat decomposed each year. Using the dry bulk density of 135 kg m-3 and 

assuming the carbon content of OM is approximately 50% (Blanco-Canqui and 

Lal, 2004; Joosten and Clarke, 2002) the CO2 loss of 270 g C m-2 y-1 equates to 

change in peat level (subsidence) of 2.5 mm y-1, of which 0.45 mm is caused by 

photodegradation.  

4.4.2. Potential implications for other ecosystems 

Results of the current study suggest that photodegradation may be an 

important contributor to CO2 loss in a potentially wide range of ecosystems 

where soil organic matter, litter and/or standing dead material are exposed to 

solar irradiance (Smith et al., 2010; Throop and Archer, 2009). Ecosystems that 

might be affected include arid and semi-arid ecosystems, barren peat areas in 

tundra, bare burnt areas, ecosystems that are sparsely vegetated like shrublands, 

savannas and other grasslands, agricultural sites after cultivation or harvest 

(especially when crop residues are left on the surface), deciduous forests after 

leaf fall, ecosystems during prolonged drought, or ecosystems with a naturally 

large amount of exposed standing dead material like peat bogs (Thompson et al., 

1999) and other wetlands (Kuehn et al., 2004). The magnitude of 

photodegradation in these other ecosystems is likely to be less than the 34–66 g 

C m-2 yr-1 that was found at the peatland because the conditions will be less 

favourable for photodegradation. Most ecosystems have a lower amount of 

accumulated exposed OM (especially arid and semi-arid ecosystems) or the dead 

OM is only exposed to solar irradiance during part of the year (e.g. harvested 

cropland or ecosystems during seasonal drought like the Californian grassland). 

In some ecosystems, OM will be exposed to levels of incoming solar irradiance 

that are lower than in this study, (e.g. exposed peat in tundra in boreal regions 

(Repo et al., 2009) and deciduous forests where litter will only be exposed in 

winter). In other ecosystems, for example Australian woodland savannas, the 

senesced understory is burned every few years (Beringer et al., 2007), in which 

case the cumulative impact of photodegradation on the CO2 losses will also be 

small. However, breakdown of OM by photodegradation might still affect the 
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carbon cycling and functioning of these ecosystems as photodegradation could 

reduce the accumulation of dead grasses and therefore fuel load and intensity of 

the fires. 

In many vegetated terrestrial ecosystems much of the dead organic 

matter (litter and SOM) is shaded from sunlight by live leaves above. Studies into 

the production of carbon monoxide resulting from photodegradation suggest 

that live leaves are 9 to 10 times less susceptible to photodegradation than 

senesced litter (Tarr et al., 1995; Yonemura et al., 1999). This could be explained 

by a variety of protection and repair mechanisms in plants that prevent or limit 

the damage to their tissue from harmful UV (Caldwell et al., 1999; Yonemura et 

al., 1999). In contrast, Anesio et al. (1999) found that the difference in CO2 

production between fresh and aged litter exposed to UV-A and UV-B irradiance 

could fully be explained by the difference in exposed leaf area perpendicular to 

the direction of the radiation source, with the emitted CO2 per area exposed 

being equal between live and dead leaves. These findings would suggest even 

live material might be susceptible to photodegradation.  

4.4.3. Implications for measurements and modelling 

There are several important implications of photodegradation for the 

current approaches to measurement and interpretation of CO2 fluxes. 

Measurements of carbon lost from soil 

Opaque chambers and soil CO2 profiles are commonly used to measure 

CO2 efflux from the soil surface and may significantly underestimate actual CO2 

fluxes because they do not measure the irradiance-induced portion of the CO2 

flux. For example, when the contribution of photodegradation to the total CO2 

flux was at its maximum, chamber and soil probe readings of CO2 flux 

underestimated the total CO2 efflux by as much as 75 and 90% for the peatland 

and grassland respectively. Also, for studies which aim to measure net ecosystem 

exchange of CO2 of vegetated ecosystems using transparent chambers placed 

over plants, it is important that the chambers are transparent not only to 

photosynthetically active radiation, but also to radiation in the UV wavelengths. 
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Otherwise, the photodegradation component of the CO2 efflux might be 

underestimated, leading to overestimates of the net CO2 sequestration.  

Partitioning of NEE 

Ecosystem studies of carbon cycling using the EC methodology measure 

net CO2 exchange and generally aim to partition the net daytime flux of CO2 

(NEE) into photosynthesis (GPP, carbon gained by the ecosystem through 

photosynthesis) and ecosystem respiration (ER, carbon lost from the ecosystem). 

Refer to Section 2.2.1 and Figure 2.3 for definitions. The most commonly used 

approach to partition fluxes is based on the assumption that –NEE equals NEP 

(e.g. Baldocchi, 2008a; Desai et al., 2008; Luyssaert et al., 2009; Ma et al., 2007; 

Strack et al., 2008).: 

 

ER - GPP NEP NEE-   Equation 4.1 

 

ER during the day is estimated either by using a model based night-time 

respiration rates (Desai et al., 2008; Falge et al., 2002; Reichstein et al., 2005a), 

or by extrapolation of the light-response curve of NEE to zero radiation (e.g. 

Falge et al., 2002; Gilmanov et al., 2007; Suyker and Verma, 2001; Wohlfahrt et 

al., 2005; Xu and Baldocchi, 2004). Daytime photosynthesis is calculated using   

   

ER  NEE -ERNEP GPP   Equation 4.2  

 

However, this approach does not take into account photodegradation 

(and other non-respiratory CO2 losses) that could contribute to daytime CO2 

losses from the ecosystem (Figure 2.3). If photodegradation is contributing to 

CO2 losses, –NEE cannot be assumed to equal NEP, and the correct equation is 

 

PD - ER - GPP  NEE-   Equation 4.3 

 

and  

 

PD  ER -NEEERNEP  GPP    Equation 4.4 
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Figure 4.6 Diagram summarising the terms commonly used in describing fluxes of CO2 in 
micrometeorological studies. The figure is a simplified version of Figure 2.3, was adapted from 
Luyssaert et al. (2007) and is based on definitions given by Chapin et al. (2006). 

 

In an ecosystem where irradiance-induced fluxes are substantial NEE 

could diverge quite substantially from –NEP. Applying Equation 4.1 (thereby 

neglecting photodegradation) might lead to an underestimation of the total CO2 

lost during the day, consequently leading to an underestimate of daytime 

photosynthesis. This is illustrated in Figure 4.7. 
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Figure 4.7 Example illustrating how the assumption that –NEE ≈ NEP (and therefore PD = 0) 
when partitioning NEE into its gross components can lead to an underestimation of GPP. This 
graph shows example actually occurring component fluxes (labelled ‘real’, black bars), and the 
component fluxes as estimated when assuming that NEE = –NEP, thereby ignoring 
photodegradation (grey bars). Values of fluxes serve as an example only. The steps of the flux 
partitioning process are indicated by the numbers in grey circles:  

Step 1: NEE is measured. 
Step 2: NEP is assumed the same as –NEE. 
Step 3: ER is correctly estimated 
Step 4: PD is (often implicitly) ignored (grey bar = 0) 
Step 5: GPP is calculated using Equation 4.2 instead of Equation 4.4 

The result of the incorrect assumption is that total CO2 emissions to the atmosphere  
are underestimated, which leads to an underestimation of GPP by the size of PD.  
 

Carbon cycling models 

Most organic matter turnover models, like the two commonly used 

models CENTURY and Rothamsted (Kirschbaum, 2009), do not take into account 

OM decomposition through photodegradation, or only in a very simplified way 

(e.g. as a constant in model CenW, Kirschbaum, Oct 2009; Kirschbaum et al., 

2007 and references therein). Several studies have already indicated that the 

traditional models that use moisture, temperature and some measure of 

substrate quality are unable to satisfactorily describe decomposition rates in arid 

regions (e.g. Meentemeyer, 1978; Montana et al., 1988; Parton and Silver, 2007; 

Whitford et al., 1981) where photodegradation is expected to be important. 

Increasing our understanding of the size and drivers of photodegradation across 
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a range of ecosystems is critical for continued development of carbon cycling 

models that properly account for irradiance-induced CO2 losses.   

4.4.4. Methodological considerations 

Confidence in methodologies 

The conclusions drawn in this chapter partly rely on the assumption that 

the three methodologies used to measure the CO2 flux from the surface (EC, 

chamber and soil CO2 probes) generally produce the same values when 

measuring the same CO2 flux. In this study, good agreement was reached 

between night-time fluxes from EC and chamber and EC and probes (Figure 4.1 b 

and d), which proves the quality of the flux measurements from all three 

methods. At the grassland, an earlier comparison study was conducted which 

confirmed that values measured using the soil CO2 probe technique were the 

same as those measured using a chamber (Tang et al., 2003).  

Several comparison studies over bare surfaces have shown that 

reasonable agreement can be reached between EC and chambers (Dugas, 1993; 

Ham and Heilman, 2003; Kabwe et al., 2005). In some studies when night-time 

measurements are compared, different values are obtained from EC and 

chambers (e.g. Goulden et al., 1996; Lavigne et al., 1997; Ohkubo et al., 2007 and 

references therein). In those cases, it is usually the EC values that measure lower 

CO2 efflux values than the chamber (Baldocchi, 2003; Loescher et al., 2006; 

Section 2.5.1). This discrepancy is often caused by the underestimation of EC 

fluxes resulting from the lack of turbulence at night (Drewitt et al., 2002; 

Goulden et al., 1996; Lavigne et al., 1997). In the current study the observed 

discrepancy between daytime EC and chamber/probes was reversed: EC values 

were larger than chamber fluxes.  

Density term 

Changes in temperature and water vapour concentrations cause changes 

in CO2 concentrations of air close to the Earth’s surface that do not reflect an 

exchange of CO2 at the surface-atmosphere interface. To correct for this 

apparent flux caused by fluctuations in temperature and water vapour, the 
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density (or WPL) term needs to be added to the raw CO2 flux data to obtain real 

CO2 fluxes (Leuning, 2004; Leuning, 2007; Webb et al., 1980). The WPL term is 

generally largest under sunny and dry conditions (Webb et al., 1980) which were 

encountered both at the peatland and the grassland during summer. Under 

these conditions it was common for the magnitude of the density term to be 

larger than the raw CO2 flux such that adding the WPL term lead to a more 

positive flux, which indicated larger CO2 losses from the surface.  

At the start of the study I assumed that the flux consisted exclusively of 

microbial respiration. However, in the peatland system, day-time EC fluxes did 

not agree with the chamber measurements. This observation cast doubt upon 

the validity of the EC fluxes and WPL term under these conditions. A review of 

background information on the WPL term, examples of the size of the WPL term 

at the study sites and an analysis of potential errors in the WPL term at the 

peatland and grassland can be found in Appendix D. In short, accurate 

determination of the density term is most challenging under hot and dry 

conditions because of potential error propagation (see Section D.1.2). Error 

propagation is the phenomenon whereby errors and uncertainties in the sensible 

(and the latent) heat fluxes propagate through the algorithm for the density term 

and therefore influence the resulting CO2 flux and its uncertainty (Hollinger and 

Richardson, 2005; Liu et al., 2006; Serrano-Ortiz et al., 2008). Even though large 

density corrections might be undesirable, case studies of error propagation 

based on the peatland data with different scenarios regarding potential errors in 

H, LE and the raw CO2 flux showed that it is very unlikely that the large observed 

differences in fluxes obtained by EC and chamber were the result of 

overestimation of the EC flux caused by potential error propagation through the 

WPL algorithm (Appendix D). These analyses corroborate the findings of several 

experiments designed to test the robustness of the WPL algorithm that have 

confirmed that even when conditions lead to large WPL terms, reliable fluxes can 

be obtained (Billesbach et al., 2004; Ham and Heilman, 2003; Leuning et al., 

1982). 
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Negative NEE in winter at the peatland 

At the peatland, small negative values of NEE were measured during 

moist and wet periods (mostly during winter and wet periods in fall and spring, 

see dark blue rectangles in Figure 4.4). These negative values suggest uptake of 

CO2 by the peat surface. The cause of this measured uptake in not entirely clear, 

but two hypotheses can be posed: uptake was due to a measurement artefact 

caused by sensor separation or due to photosynthesis by algae. Possibly, the 

negative values of NEE were caused by an underestimation of the density term 

(see Appendix D). However, this phenomenon has only been detected in colder 

climates (e.g. Hirata et al. (2007) and references therein), where heating of the 

gas analyser caused density fluctuations that were larger than those measured 

using the sonic anemometer alone (Appendix D). Alternatively, the measured 

uptake was real. During wet periods at the peatland, puddles formed on the 

surface which were colonised by algae. These algae would have sequestered 

carbon by photosynthesis, and if CO2 uptake was large enough it could have 

resulted in net negative values of NEE. The size of the total uptake of CO2 was 

unknown, and was assumed negligible for the current study so that Equation 3.3 

could be applied. This means that the estimate of the contribution of 

photodegradation to the total CO2 flux was a conservative one. This example 

emphasizes the shortcomings of the current combination of techniques used to 

determine the size of irradiance-induced fluxes in an ecosystem where 

photosynthesis is taking place.  

4.5 Summary 

This study demonstrated that solar irradiance contributed to ecosystem 

CO2 losses through the abiotic process of photodegradation of organic matter, 

and that these CO2 losses were detectable at large scales under ambient 

conditions of soil moisture, temperature and irradiance. Irradiance-induced CO2 

fluxes were responsible for a considerable portion of the total CO2 losses at a 

bare peatland in New Zealand and an annual grassland in California. 

Photodegradation contributed 13-25% of the annual CO2 flux from the peatland 
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and 60% of the dry season CO2 flux from the grassland and up to 62% and 90% of 

the summer midday CO2 fluxes respectively.  

The results show that ecosystem level studies examining CO2 exchange 

cannot always neglect irradiance-induced CO2 losses. The grassland results 

demonstrated that photodegradation can be responsible for a substantial 

portion of CO2 losses in a natural ecosystem during the dry season, suggesting 

that photodegradation may be important in a wide range of ecosystems with 

SOM or litter exposed to solar irradiance. These  ecosystems comprise very large 

areas on a global scale (e.g. arid and semi-arid ecosystems cover ~ 30% of the 

Earth’s land surface (Lal, 2004)), so that even small contributions from 

photodegradation to CO2 fluxes could represent large fluxes of carbon when 

summed globally. 

Measurements of CO2 efflux made using opaque chambers or soil CO2 

probes may seriously underestimate the real losses in ecosystems where OM is 

exposed to solar irradiance, because neither of these methods captures CO2 

fluxes from litter or OM exposed to solar irradiance. Photodegradation 

represents a daytime-specific pathway of CO2 loss, and if photodegradation 

proves to contribute substantially to ecosystem-scale CO2 loss during the day, 

this will invalidate the assumption made when partitioning NEE into its gross flux 

components, namely that daytime CO2 losses can be modelled using night-time 

CO2 losses. 

Quantifying the role of photodegradation under natural field conditions is 

challenging. In the absence of photosynthesis, such as at the devegetated 

peatland or the senesced Californian grassland, photodegradation can be 

measured by comparing day - and night-time EC fluxes, or by comparing EC 

fluxes with opaque chamber fluxes. Comparison of CO2 fluxes measured by 

opaque and transparent chambers should also give insight into the magnitude of 

CO2 fluxes caused by photodegradation. However, in vegetated systems where 

water does not limit biological activity, NEE is the sum of multiple exchange 

processes of CO2 (see Section 2.4.2 and Figure 2.3) which makes it very difficult 

to discriminate between photosynthesis, respiration and photodegradation. At 
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present there is no suitable technique available to disentangle the irradiance-

induced flux from the biological fluxes 

Despite these challenges, it is crucial that further studies are conducted in 

a wide variety of ecosystems to increase our understanding of the importance 

and drivers of photodegradation. This knowledge is needed for gaining insight 

into the response of carbon cycling in terrestrial ecosystems to climate change 

(Austin and Vivanco, 2006) and for continued development of coupled carbon-

climate models. For example, the effect of changes in irradiance levels, as caused 

by changes in cloud cover or vegetative cover could affect decomposition rates 

not only indirectly (through changes in temperature), but also directly. In 

exposed ecosystems, these changes in irradiance levels might well be more 

important than changes in other climatic drivers like precipitation amount 

(Austin and Vivanco, 2006; Smith et al., 2010). 



104 Can ecosystem exchange research Chapter 4 
 ignore photodegradaton? 

 

 

 



Chapter 5 Controls of photodegradation 105 

 

Chapter 5 Controls of photodegradation 

5.1 Introduction 

The previous chapter showed that CO2 emitted by a bare peat surface and 

an annual grassland during the dry season were of both biotic and abiotic origin. 

In both ecosystems, photodegradation made a substantial contribution to the 

total CO2 loss. Several studies have confirmed the contribution of 

photodegradation to OM decomposition by measuring differences in mass loss 

(Austin and Vivanco, 2006; Brandt et al., 2007; Day et al., 2007; Gallo et al., 2009; 

Henry et al., 2008) and CO2 loss (Anesio et al., 1999; Brandt et al., 2009) from 

litter exposed and shaded from solar irradiance. Supplemental UV irradiance has 

also been found to lead to additional loss of mass (Rozema et al., 1997c; Smith et 

al., 2010) and CO2 (Anesio et al., 1999; Brandt et al., 2009), although not always 

(Gallo et al., 2006; McLeod and Newsham, 1997; Moody et al., 2001; Newsham 

et al., 1997; Verhoef et al., 2000).  

Solar irradiance can directly affect decomposition rates, and presumably 

CO2 losses, in several ways: 

 Solar irradiance can inhibit CO2 loss from OM by microbial inhibition: the 

lowering of the abundance and activity of decomposing microbes caused 

by exposure of the organisms to UV irradiance (Duguay and Klironomos, 

2000; Pancotto et al., 2003; Smith et al., 2010). 

 Solar irradiance can increase decomposition rates by directly breaking 

down the compounds of OM through a process called photodegradation. 

Photodegradation in turn can lead to increased CO2 fluxes through two 

mechanisms:  

o by microbial facilitation: the breakdown of large, often complex 

phenolic compounds of OM into smaller molecules can make the 

substrate more easily degradable by microbes, thereby indirectly 

enhancing microbial degradation and resulting CO2 efflux (Day et 

al., 2007; Gallo et al., 2009; Gallo et al., 2006; Henry et al., 2008; 

Pauli, 1964) and  
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o by photochemical mineralisation: the direct breakdown of OM 

into inorganic carbon, i.e. dissolved inorganic carbon in water and 

CO2 in air, which can take place even in the absence of active 

microbes (Anesio et al., 1999; Brandt et al., 2009).  

Recently, studies have started to address the potential controls of 

irradiance-induced mass loss by photodegradation of litter and identified that 

the availability of OM, the exposure of litter and SOM to light, light intensity, 

litter species, litter density, wavelength and moisture conditions can affect this 

process (Brandt et al., 2007; Gallo et al., 2009; Gallo et al., 2006; Pancotto et al., 

2005; Smith et al., 2010; Zepp et al., 2007). While most studies have focussed on 

mass loss, the studies by Anesio et al. (1999) and Brandt et al. (2009) are the only 

ones that have investigated the size of irradiance-induced CO2 fluxes and its 

controls at small scales. None of these studies have investigated the effect of 

solar irradiance on soils.  

Although traditionally radiation in the UV-B region of the solar spectrum 

was assumed to be predominantly responsible for photodegradation, radiation in 

wavelengths other than UV-B (i.e. UV-A and visible) have been found to 

contribute substantially to irradiance-induced loss of mass (Austin and Vivanco, 

2006) and CO2 (Anesio et al., 1999; Brandt et al., 2009) as well. While a linear 

relationship is often assumed between solar (or UV) irradiance intensity and 

photodegradation (Flint et al., 2003), no studies have directly investigated this 

assumption by measuring mass or CO2 loss from terrestrial litter under a range of 

radiation intensities. Similarly, the effects of temperature and moisture on 

terrestrial photodegradation rates are largely unknown. Two studies comparing 

the effect of UV irradiance on mass loss of litter under wet and dry conditions 

found that UV irradiance led to an increase in mass loss under dry conditions, 

while UV irradiance had no (Brandt et al., 2007) or a negative (Smith et al., 2010) 

effect on mass loss under wet conditions. This different effect of exposure to UV 

between dry and wet litter was explained by the greater importance of microbial 

decomposition under wet conditions and the greater role of microbial inhibition 

by UV leading to a smaller mass loss in the litter exposed to (extra) UV compared 

to the wet control samples.  Both Anesio et al. (1999) and Brandt et al. (2009) 
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examined the effect of irradiance on a variety of litter substrates, but could not 

detect differences when fluxes were expressed on an exposed-area basis (μmol 

m-2  s-1), even though various studies suggest that litter chemistry – for example 

the lignin fraction – might affect rates of photodegradation (Day et al., 2007; 

Gehrke et al., 1995; Henry et al., 2008; Moorhead and Callaghan, 1994; Rozema 

et al., 1997). Since the study by Moorhead and Callaghan in 1994, little 

information has become available about the chemical pathways of CO2 

production by photochemical decomposition. One interesting question, namely 

whether CO2 production from terrestrial litter relies on availability of 

atmospheric oxygen, has only been addressed by one recent study (Cory et al., 

2008) which suggested that irradiance-induced CO2 production partly relies on a 

direct reaction with atmospheric oxygen.   

In addition to photochemical decomposition, thermal decomposition of 

grass litter has been found to result in production of carbon monoxide (CO) at 

ambient temperatures (Schade et al., 1999). Although conceivable that similar 

mechanisms could cause CO2 losses as well, no literature could be found 

addressing CO2 losses from OM as a result of thermal decomposition at ambient 

temperatures. 

In this chapter, the field data from the peatland and grassland will be 

examined more closely to shed light on the controls of the abiotic portion of the 

CO2 flux. In addition to the fully observational field measurements where no 

manipulation or ‘treatments’ were applied, measurements were made on a 

much smaller scale using a closed chamber system (see Section 3.4) that will be 

referred to as the ‘container’. The instantaneous response of the CO2 efflux from 

organic substrates to exposure to solar irradiance was measured using this newly 

developed setup which allowed manipulation of substrate, wavelengths and 

oxygen availability. Results showing the controls of radiation, temperature, O2, 

light wavelength and different substrates will be presented in this chapter. The 

objectives of this chapter are:  

1. Investigate the data for evidence of photochemical mineralisation, 

microbial facilitation or thermal decomposition as potential processes 

contributing to non-biological CO2 losses.  
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2. Examine the sensitivity of irradiance-induced CO2 flux to changes in 

radiation (i.e. determine the dose-response relationship) and look into 

potential interactive controls of radiation with temperature and 

moisture.  

3. Evaluate to what extent irradiance in UV-B, UV-A and visible region of the 

solar spectrum cause irradiance-induced CO2 losses. 

4. Explore the response of different substrates to exposure to solar 

irradiance. 

5. Determine whether irradiance-induced CO2 production takes place in the 

absence of atmospheric oxygen. 

 

The experimental setup measuring instantaneous CO2 fluxes was 

developed during the course of this study, and after discussion of the results, the 

suitability of the experimental setup will be evaluated and recommendations will 

made on how to improve it for future experiments.  

Some of the findings presented in this chapter are part of a paper that 

has been accepted for publication by Global Change Biology (Rutledge et al., 

2010). 

5.2 Methods 

5.2.1. Measurements 

In this chapter, the field data presented in Chapter 4 will be further 

examined. Refer to Sections 3.2, 3.3 and 3.5.1 for a description of the field sites 

and field methods.  

Additionally, a small closed chamber system transparent to visible and UV 

light (henceforth referred to as the ‘container’) was designed to verify the 

control of irradiance on CO2 fluxes as suggested by field measurements CO2 

fluxes. This method has been described in Section 3.4. In short, organic 

substrates in the container were alternately exposed to and shaded from solar 

irradiance at two or three minute intervals, while the CO2 concentration, 

irradiance levels and temperature was continuously monitored. Substrates were 
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air-dried to limit microbial activity. Four experiments were conducted to study 

the controls of temperature, irradiance level, wavelength, different substrates 

and the availability of oxygen on the production of irradiance-induced CO2 fluxes 

(Sections 3.4.5-3.4.8 and Table 2.1). For some analyses, data from more than one 

experiment were used.  

Note that the peat used in Experiment A, B and D was taken from the 

peatland in New Zealand, and this common substrate between field and 

container studies allowed for comparison between results of the different 

studies. In contrast, the grass used for the substrate experiment (Experiment C) 

was not the same as the grass at the grassland study site in California, and 

therefore direct comparison of CO2 fluxes measured in the field and the 

container is not possible. 

 

Table 5.1 Summary of experiments with the container. See Section 3.4  for more information. 

Experiment A B C D  

Driver 
examined 

Temperature and 
irradiance 

Wavelength Substrate Oxygen 

Method  CO2 fluxes from 
peat shaded and 
exposed 

CO2 fluxes from 
peat under 
different filters 
blocking UV-B, 
UV-AB or all 
irradiance 

CO2 fluxes from 
peat, grass and 
maize leaves 
shaded and 
exposed 

CO2 fluxes from 
peat in air and 
nitrogen gas (to 
expel oxygen) 

Dates in 2007 3,4,5 Feb 29,30 Mar, 1 Apr 2,22,23 Apr 3,6, 17 Apr 

 

5.2.2. Data analysis 

Dose-response relationship or coefficient 

In this chapter, the sensitivity of the irradiance-induced CO2 flux to 

changes in irradiance will be examined. In photochemistry the term “quantum 

yield” is commonly used as an indicator of the efficiency of a process (Anslyn and 

Dougherty, 2006). Quantum yield can be defined as “the amount of product 

(number of molecules) formed per unit time divided by the quanta of light 

absorbed per unit volume per unit time” (Osburn and Morris, 2003), or an 

equivalent equation with rates instead of amounts (Anslyn and Dougherty, 2006; 

Wayne, 1988). Following this definition, measurements of absorbed number of 
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photons are required to calculate the quantum yield. However, in the current 

study, only the incoming shortwave irradiance was measured (except for a 3-

month period between November 2007 and January 2008 when outgoing 

irradiance was also measured, Section 3.3.3). No measurements were obtained 

about which portion of this irradiance was absorbed, which would have required 

continuous measurements of shortwave outgoing irradiance or albedo. Also, 

measurements were in energy flux density units (W m-2) instead of photon flux 

densities (mol photons m-2 s-1). Therefore, the sensitivity of the irradiance-

induced CO2 flux to changes in irradiance will be calculated as follows: 

Sensitivity = rate of CO2 production per unit surface divided by the 

irradiance the OM is exposed to per unit time per unit surface.  

Units are μmol CO2 m-2 s-1 /J s-1 m-2 = μmol CO2 J-1. This sensitivity will be 

referred to as the “dose-response relationship” or “dose response coefficient” 

after the term used in Flint and Caldwell (2003) and Flint (2003). This term is 

used to specify either the response to absorbed irradiance (e.g. Kieber et al., 

1990) or to incoming irradiance (exposure). As explained above, in this study, the 

dose-response coefficient of CO2 production will be related to incoming (but not 

necessarily absorbed) irradiance.  

Statistics  

Experiment B (wavelengths) was performed in a block design, whereby 

treatments were randomly applied to blocks of four measurements (full sun, 

block UV-B, block UV-AB and block all). Data were analysed using an analysis of 

variance (ANOVA) adjusted for covariates irradiance and temperature. This 

analysis was done using GenStat (Version 11.1.0.1535). 

5.3 Results  

5.3.1. Photodegradation in the field 

In Chapter 4, evidence was provided of the direct effect of solar 

irradiance on the emitted CO2 from the peatland and grassland. Figure 4.3 

showed that increasing CO2 flux coincided with an increase in solar irradiance, 

even when comparing measurements made at the same temperature. In this 
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section, the controls of temperature, moisture and irradiance will be explored 

further.  

Temperature and irradiance  

Figure 4.1 showed that the increase of irradiance-induced CO2 production 

coincided with an increase in solar irradiance. Because temperature and solar 

irradiance are closely correlated (Figure 4.2), irradiance-induced CO2 fluxes 

(estimated as EC flux minus chamber or probe flux) also increased with 

increasing temperature (Figure 5.1). 

 

 

Figure 5.1 Illustration of the effect of temperature on CO2 fluxes measured at the peatland 
(panels a and b) and the grassland (panels c and d). Fluxes were measured by eddy covariance 
(black points, panels a and c), opaque chamber (for peatland, grey points in panel a) and soil 
CO2 probes (for grassland, grey points in panel c). Grey points in panels b and d are the 
difference in flux between total CO2 flux (from EC) and biological CO2 flux (from chamber or 
probes). Positive values depict instances where the EC system measured larger CO2 fluxes than 
the chamber or probes. Black circles in panels b and d are daily averaged bin averages with 
error bars showing 95% confidence intervals. For the open circles, the difference between the 
total and biological CO2 flux were not statistically different from zero (one sample t-test at a 
95% significance level). For the filled symbols, the difference was statistically different from 
zero. 
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To investigate whether temperature affected the sensitivity of the 

irradiance-induced flux to changes in irradiance (i.e. the dose-response 

relationship, Section 5.2.2) at the grassland, regressions of irradiance-induced 

CO2 flux (i.e. total flux from EC minus biological flux from probes) on solar 

irradiance were calculated in different bands of surface temperature. The 

response of CO2 flux to an increase in irradiance seemed to be stronger at higher 

temperatures, as indicated by the steeper slopes at higher temperatures in 

Figure 5.2. This would suggest that there is an interaction between temperature 

and radiation. However, because half-hourly data were auto-correlated in time, 

regressions are displayed for illustrative purposes only and do not constitute 

proof for an interactive relationship between temperature and irradiance.  

 

Figure 5.2 Illustration of the effect of solar irradiance on irradiance-induced CO2 fluxes 
measured at the grassland. Regression of irradiance-induced flux (EC flux minus probe flux) 
against measured levels of solar irradiance in different surface temperature bands (panel a). 
Dots depict half-hourly data, and the dashed lines are corresponding linear regressions. All 
regressions (except the regression for 15-25 °C) were significant (p<0.001). Panel b shows the 
value of the slopes from panel a in the different temperature bands.  

 

A similar analysis was conducted for the peatland (Figure 5.3), and the 

general trend of steeper slopes at greater temperatures was confirmed. In the 

band with lowest temperatures (5-15°C), negative fluxes measured at 

intermediate irradiance levels (400-500 W m-2), resulted in a negative slope, 

which might have been the result of photosynthesis by algae under wet, cool 

winter conditions (see also Section 4.4.4). At the band containing greatest 

temperatures (35-45°C), a very high sensitivity was observed (Figure 5.3), but 
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because the regression was only based on a small number of data points, 

reliability of this regression was likely to be limited. Again, because half-hourly 

data were auto-correlated in time, regressions are displayed for illustrative 

purposes only and do not constitute proof for an interactive relationship 

between temperature and irradiance. Note that a direct comparison between 

the results from the grassland and peatland is limited because the temperature 

was not measured at the same depth; whereas at the grassland, measurements 

were made of the surface temperature (derived from measured upward 

longwave radiation), at the peatland temperature measurements were made at 

5 mm depth.  

In summary, at both the grassland and the peatland sites data suggested 

that the dose response coefficient increased with increasing temperature and 

therefore also with increasing irradiance (Figure 5.4). 

 

 

Figure 5.3 Illustration of the effect of solar irradiance on irradiance-induced CO2 fluxes 
measured at the peatland. Regression of irradiance-induced flux (EC flux minus chamber flux) 
against measured levels of solar irradiance in different peat temperature bands (panel a). Dots 
depict half-hourly data, and the dashed lines are corresponding linear regressions. All 
regressions (except the regression for 35-45 °C) were significant (p<0.001). Panel b shows the 
value of the slopes from panel a in the different temperature bands.  
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Figure 5.4 Dose-response relationship of irradiance-induced CO2 flux at the peatland (black 
bars) and grassland (grey bars) as a function of incoming solar irradiance and peat temperature 
at 5 mm depth (at the peatland) or surface temperature (at the grassland). Irradiance-induced 
CO2 flux was calculated by total flux (from EC) minus biological flux (from chamber at the 
peatland or probes at the grassland, see Figures 4.1 and 5.1). Values were obtained by grouping 
the data in bins of solar irradiance (bin width 150 Wm

-2
). For each of these bins, the average 

irradiance-induced CO2 flux, temperature and dose response (=average CO2 flux/average solar 
irradiance) were calculated. The dose response was plotted against the average calculated 
temperature and the mid point of the solar irradiance bins.  

 

Wavelength 

Irradiance in wavelength shorter than 400 nm (UV-A and UV-B) was not 

measured at the field sites. However, estimates of hourly UV-B irradiance were 

available from National Institute of Water and Atmospheric Research (NIWA) for 

Paeroa, a site 19 km from the peatland (Shiona et al., 2006; Section 3.1.5 and 

Appendix C). 

An analysis of these modelled hourly data showed that UV irradiance 

generally increased when levels of global radiation increased (Figure 5.5a). 

However, the ratio between estimated UV-B dose (280-320 nm) and measured 

global radiation (400 – 1100 nm) was not constant: at higher levels of solar 

irradiance, a larger proportion of total energy received from the sun was in the 

UV-B range (Figure 5.5b).  
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Figure 5.5 UV-B radiation (280-320nm) as a function of global radiation (300 – 1500 nm; panel 
a) The ratio between UV-B radiation and global radiation as a function of global radiation 
(panel b). Hourly data were estimates for Paeroa, 19 km from the field site and made available 
by NIWA. All available hourly data for 2005, 2006 and 2007 are shown.  

 

The proportion of total energy in the UV-B wavelength band was largest 

when solar zenith angle (SZA) was smallest, and dropped off with increasing SZA 

(i.e. in the morning and afternoon, Figure 5.6).  

 

 

Figure 5.6 The ratio between UV-B radiation (280-320nm) and global radiation (300 – 1500 nm) 
as a function of solar zenith angle. Hourly data were estimates for Paeroa, 19 km from the field 
site and made available by NIWA. All available hourly data for 2005, 2006 and 2007 are shown.  

 

On a diurnal scale, this disproportional effect of the SZA on irradiance in 

the UV wavelengths is shown by a clear diurnal variation in the UV/global 

irradiance ratio with the highest proportion of UV-B being received around solar 

noon (Figure 5.7a).  Similar changes were observed throughout the year: during 
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December and January (summer) the proportion of UV-B irradiance was almost 

twice as large as the proportion during June and July (winter; Figure 5.7b). 

 

 

Figure 5.7 The ratio between estimated UV-B irradiance (derived from NIWA data) and global 
irradiance measured at the peatland as a function of a) time of day and b) month between June 
2005 and July 2007. Mean diurnal variations of solar zenith angle (SZA) and UV/global 
irradiance ratio were calculated per month of the year (panel a). Panel b shows the mean 
monthly values of the UV/global irradiance ratio and solar zenith angle (grey dashed line). The 
black dotted line is the average of the SZA at solar noon for each month. All available hourly 
data for 2005, 2006 and 2007 were used to calculate the monthly averages. 

 

For the peatland, estimates of UV-B irradiance (280-320 nm) were 

derived by adjusting the calculated values for clear sky UV irradiance for Paeroa 

(from NIWA) for clouds observed at the peatland (see Section 3.5.2 and 

Appendix C). The trend of difference in CO2 flux between EC and chamber with 
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UV-B irradiance closely resembled the trend observed with total incoming 

irradiance: the difference of CO2 flux between EC and chamber increased with 

increasing UV irradiance (Figure 5.8; compare Figure 4.1). 

The response of the irradiance-induced CO2 flux to increases in measured 

global irradiance increased with increasing UV-B irradiance (Figure 5.9). 

 

 

Figure 5.8 Illustration of the effect of UV irradiance on CO2 fluxes measured at the peatland. 
Fluxes were measured by eddy covariance (black points, panel a) and opaque chamber (grey 
points in panel a). Grey points in panel b are the difference in flux between total CO2 flux (from 
EC) and biological CO2 flux (from chamber). Positive values depict instances where the EC 
system measured larger CO2 fluxes than the chamber. Black circles in panel b are daily 
averaged bin averages with error bars showing 95% confidence intervals. For the open circles, 
the difference between the total and biological CO2 flux were not statistically different from 
zero (one sample t-test at a 95% significance level). For the filled symbols, the difference was 
statistically different from zero.  
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Figure 5.9 Dose-response relationship of irradiance-induced CO2 flux at the peatland as a 
function of incoming solar irradiance and estimated UV-B. Irradiance-induced CO2 flux was 
calculated by total flux (from EC) minus biological flux (from chamber at the peatland or probes 
at the grassland, see Figures 4.1 and 5.1). Values were obtained by grouping the data in bins of 
solar irradiance (bin width 150 Wm

-2
). For each of these bins, the average irradiance-induced 

CO2 flux, UV irradiance and dose response (=average CO2 flux/average solar irradiance) were 
calculated. The dose response was plotted against the average calculated UV irradiance and 
the mid point of the solar irradiance bins.  

 

Moisture content 

In addition to solar irradiance and temperature, moisture content also co-

correlated during the measurement period at the peatland. Regressions of 

irradiance-induced CO2 flux (i.e. total flux from EC minus biological flux from 

chamber) on solar irradiance were calculated in different bands of volumetric 

moisture contents. The similar slopes between VMC bands (Figure 5.10) provided 

little evidence that the response of CO2 flux to an increase in irradiance was 

affected by the moisture status of the peat. However, because half-hourly data 

were auto-correlated in time, regressions are displayed for illustrative purposes 

only and do not constitute proof for the lack of interactive relationship between 

moisture content and irradiance. Additionally, measurements of volumetric 

moisture content were made at 45 mm depth instead of at the surface. Moisture 
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conditions at that depth would have differed from those at the surface, 

especially during summer when the top of the peat layer dried out substantially 

and formed a dry crust over the surface. 

 

Figure 5.10 Illustration of the effect of solar irradiance on irradiance induced CO2 fluxes 
measured at the peatland. Regression of irradiance-induced flux (EC flux minus chamber flux) 
against measured levels of solar irradiance in bands of different volumetric moisture contents 
of peat measured at 45 mm depth (panel a). Dots depict half-hourly data, and the dashed lines 
are corresponding linear regressions. Moisture groups were chosen to contain an equal 
number of data points. Regressions for 0.4 – 0.507 m

3
 m

-3
 and  0.507-0.54 m

3
 m

-3
 were 

significant (p<0.001). Panel b shows the value of the slopes from panel a in the different VMC 
bands. 

 

5.3.2. Photodegradation in the container experiment 

To verify the control of irradiance on CO2 fluxes as suggested by field 

measurements CO2 fluxes were measured from peat in a small container 

transparent to visible and UV light (see Section 3.4; Experiment A). Peat was air-

dried to limit microbial activity. Peat in the container was alternately shaded and 

exposed to sunlight at two minute intervals while CO2 concentration and peat 

temperature were monitored.  

The increase in CO2 concentration on exposure to solar irradiance was 

nearly instantaneous (Figure 5.11), and the immediate effect on the rate of 

increase in CO2 concentration caused by passing clouds can clearly be seen 

(Figure 5.11 g,h).  
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Figure 5.11 Example data of the small scale container experiment. CO2 molar fraction (panels a, 
d and g), incident solar irradiance (panels b, e and h) and peat temperature  (panels c, f and i)  
during three sets of two consecutive runs: Runs 8 and 9 (panel a, b and c), with CO2 fluxes of –
0.01 (shade) and 0.39 (sun) μmol CO2 m

-2
 s

-1
 respectively; Runs 80 and 81 (panel d, e and f) with 

CO2 fluxes of 0.01 and 0.09 μmol CO2 m
-2 

s
-1

 respectively; Runs 86 and 87 (panels g, h and i) with 
CO2 fluxes 0 and 0.29 μmol CO2 m

-2 
s

-1
 respectively. Individual runs were 200 seconds long. Bold 

lines indicate the CO2 concentration data that were used for flux calculation (60 seconds) and 
the matching irradiance and temperature data. The container was shaded from the sun when 
irradiance (K↓) was 0 Wm

-2
. Please note that scales on y-axes differ between graphs of CO2 

concentration (top panels) and graphs of temperature (bottom panels). Figure was reprinted 
from (Rutledge et al., 2010) with permission from John Wiley and Sons.   

 

Experiment A: Temperature and irradiance 

CO2 fluxes from air-dried peat measured in the dark for Experiment A (2-4 

Feb 2009) were around zero (or even slightly negative), indicating that microbial 

respiration was negligible (Figure 5.12). When exposed to solar irradiance, CO2 

fluxes from the peat increased considerably. Even at high temperatures (>60 °C), 

CO2 fluxes in the dark remained close to zero while fluxes from peat exposed to 

solar irradiance were greater than 0.5 μmol CO2 m-2 s-1 at the same temperature 

(Figure 5.12a). The CO2 flux increased linearly with increasing radiation (Figure 

5.12b). 

 



Chapter 5 Controls of photodegradation 121 

 

 

Figure 5.12 Response of CO2 flux from peat to exposure to solar irradiance as a function of a) 
peat temperature and b) solar irradiance. CO2 flux from peat in a transparent container 
alternately exposed to (circles) and shaded from (triangles) solar irradiance. Data presented for 
experiment A only. Panel a was reprinted from Rutledge et al. (2010) with permission from 
John Wiley and Sons.  

 

Visual inspection of the data collected during the sun runs strongly 

suggested that irradiance was the main driver of the CO2 flux, as indicated by the 

difference in CO2 production between sun and shade runs, even at high 

temperatures (Figure 5.12).  Regression analysis confirmed that irradiance 

intensity explained a large proportion of the variability in CO2 flux during sun 

runs in addition to the variation explained by temperature and temperature 

squared (Table 5.2). In addition to temperature, the temperature squared term 

was included in the regression equation to prove that even after including two 

terms with temperature, solar irradiance still added explanatory power to the 

regression at a highly significant level. The percentage of the variance explained 
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by this regression was 94.9%, whereas the regression using irradiance alone 

explained as much as 93.7% of the variation. 

 

Table 5.2  Estimates of coefficients of regression equation on sun run data of Experiment A (n = 
75). Adjusted R

2
 for the regression was 0.949, with F = 458.4 and p< 0.0001. 

 Coefficient Standard 

error 

t-statistic P value 

Constant 0.55 0.17 3.3 0.0014 
Temperature -0.0252     0.0067 -3.8 0.0003 
Temperature

2
 -0.00027    0.0001 4.0  0.0001 

Irradiance 0.000380  0.00002 17   <0.0001 

 

Summed over all experiments (A-D), measurements of CO2 production 

from air dried peat exposed to sunlight in the presence of atmospheric oxygen 

were made between February and April 2009 (see Table 3.2). The response of 

the CO2 flux to irradiance varied between different months (Figure 5.13). CO2 

fluxes measured in April were approximately half as large as fluxes measured in 

February under similarly high irradiance conditions (Figure 5.13). Comparison of 

fluxes measured at irradiance of 1100 Wm-2 suggested that the dose-response 

relationship dropped from 0.40 ·10-3 μmol CO2 J-1 (0.44 μmol CO2 m-2 s-1 /1100W 

m-2) in February to 0.24 ·10-3 μmol CO2 J-1 in April (0.27 μmol CO2 m-2 s-1 /1100W 

m-2 ; Figure 5.13) 

The potential causes for this difference between months in response of 

the CO2 flux to irradiance will be discussed in Section 5.4.5 . When presenting the 

results of experiments B, C and D, data will only be shown in the graphs if they 

had been collected less than approximately one month apart.   
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Figure 5.13 Response of CO2 flux from peat to exposure to solar irradiance as a function of a) 
peat temperature and b) solar irradiance at different dates. Data are presented from the 60 
seconds sun runs (without additional cover) for experiment A, C and D. Data from experiment B  
were excluded because an additional quartz cover was used for the sun runs in that 
experiment.  

 

Experiment B: Wavelength 

Before the experiment was conducted using the container with the 

quartz top, a pilot study was conducted using the container with its’ original 

polystyrene top. Transmittance of the plastic was 0.88, 0.76, and 0.31 for visible 

(400 – 700 nm), UV-A (320 – 400 nm) and UV-B (280 – 320 nm) irradiance 

respectively, which meant that most of the UV-B (69%) was blocked by the 

plastic and did not reach the peat. Even though little UV-B reached the peat, a 

strong response of CO2 production to exposure to radiation was observed (Figure 

5.14) 
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Figure 5.14 Response of CO2 flux to exposure to solar irradiance as a function of peat 
temperature. CO2 flux from peat in a partially transparent container with the polystyrene top 
alternatively exposed to (circles) and shaded from (triangles) solar irradiance during a pilot 
study. Fluxes were measured during 18 runs on 20 Nov 2008. Irradiance data were not 
available.  

 

In a follow-up experiment (experiment B), a range of different filters was 

used to filter out radiation at different wavelengths. At high solar irradiance 

levels, visual inspection of the data does not show a clear difference between the 

CO2 fluxes observed when filtering out different parts of the solar spectrum 

(Figure 5.15).  

However, an analysis of variance with temperature and irradiance as 

covariates revealed that there was a difference in CO2 flux between wavelength 

treatments (P < 0.001). The mean fluxes (adjusted for the covariates) were 

0.3155 μmol CO2 m-2  s-1 for the full sun treatment, 0.2769 μmol CO2 m-2  s-1 for 

the –UVB  treatment and 0.2662 μmol CO2 m-2  s-1 for the – UVAB treatment. The 

standard error of the mean was 0.00984 μmol CO2 m-2 s-1, indicating that the 

fluxes in full sun were significantly higher than the fluxes recorded while blocking 

part of the solar spectrum. Although the average flux was higher for the –UVB 

treatment than the –UVAB treatment, this difference was not significant. Peat 

temperatures were not found to differ between treatments (P < 0.001). 
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Figure 5.15 Response of CO2 flux from peat to exposure to solar irradiance as a function of a) 
peat temperature and b) solar irradiance. Peat in a transparent container was exposed to four 
levels of solar irradiance: full solar spectrum (circles), solar irradiance with UV-B blocked 
(triangles), solar irradiance with UV-AB blocked (squares), and shade (asterisks). Data 
presented for experiment B only.  

 

Experiment C: Substrates 

CO2 fluxes from dead, dried grass were slightly less than zero in the shade 

(-0.0055 ± 0.0051 μmol CO2 m-2 s-1 (mean ± 95% confidence interval)) and larger 

than zero (0.0454 ± 0.0066 μmol CO2 m-2 s-1 (mean ± 95% confidence interval)) 

when the container was exposed to solar irradiance (Figure 5.16). Regression 

analysis of sun run data using a constant, grass temperature and irradiance as 

predictors showed that irradiance was a significant predictor of CO2 flux (P 

<0.001), in contrast to grass temperature (P = 0.141) which did not improve the 

regression (n= 42, adjusted R2 for total regression = 0.47).  
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Figure 5.16 Response of CO2 flux from dead, dried grass to exposure to solar irradiance as a 
function of grass temperature. CO2 flux from grass in a transparent container alternatively 
exposed to (circles) and shaded from (triangles) solar irradiance. Note that the scales of x and y 
axes are different from Figure 5.12.  

 

Similarly, CO2 fluxes from dead maize leaves were zero in the shade 

(0.0023 ± 0.0104 μmol  CO2 m-2 s-1  (mean ± 95% confidence interval)) and 

greater than zero (0.0660 ± 0.0135 μmol CO2 m-2 s-1 (mean ± 95% confidence 

interval)) when the container was exposed to solar irradiance (Figure 5.17). 

Regression analysis of sun run data using a constant, maize temperature and 

irradiance as predictors showed that irradiance was a significant predictor of CO2 

flux (P < 0.001), in contrast to maize temperature (P = 0.87) which did not 

improve the regression (n= 17, adjusted R2 for total regression = 0.66).  

The CO2 fluxes from grass and maize leaves were much smaller than 

those observed from peat even when measured at the same irradiance and 

temperature levels and on the same days (Figure 5.18).  
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Figure 5.17 Response of CO2 flux from dead, dried maize leaves to exposure to solar irradiance 
as a function of leaf temperature. CO2 flux from maize leaves in a transparent container 
alternatively exposed to (circles) and shaded from (triangles) solar irradiance. Note that the 
scales of x and y axes are different from Figures 5.12 and 5.16.  

 

Experiment D: Availability of oxygen 

To test whether atmospheric oxygen was required for the production of 

CO2 through photodegradation, the measurement setup was flushed with 

nitrogen gas to expel the oxygen (see Section 3.4.8). The average CO2 flux from 

the peat in the presence of oxygen during experiment D was  0.1460 ± 0.037 

μmol CO2 m-2 s-1 (mean ± 95% confidence interval), and 0.1600 ± 0.049 μmol CO2 

m-2 s-1 (mean ± 95% confidence interval) when flushed with N2. CO2 fluxes in N2 

seemed to show a very similar relationship with temperature and irradiance to 

CO2 fluxes measured in air (Figure 5.19). Regression analysis of sun run data 

collected when the system was flushed with nitrogen using a constant, peat 

temperature and irradiance as predictors showed that irradiance was a 

significant predictor of CO2 flux (P <0.001), in contrast to peat temperature (P = 

0.34) which did not improve the regression (n= 33, adjusted R2 = 0.52). 
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Figure 5.18 Response of CO2 flux from peat (circles), grass (triangles) and maize leaves (squares) 
to exposure to solar irradiance as a function of a) substrate temperature and b) solar 
irradiance. Peat data are shown for experiment C and D (measurements between 2 - 23 April). 
Grass and maize data were from experiment C only (measurements between 2-23 April).  
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Figure 5.19 Response of CO2 flux from peat to exposure to solar irradiance in the presence 
(circles) and absence (triangles) of oxygen as a function of a) peat temperature and b) solar 
irradiance. Data from experiment C and D are shown (measurements between 2 April and 23 
April).  

 

5.3.3. Differential scanning calorimetry to identify thermal 

decomposition  

To investigate whether thermal decomposition of the peat might have 

taken place in the field, peat was analysed using differential scanning calorimetry 

(DSC). Results from representative runs are shown in Figure 5.20. Positive values 

of the heat flux in this graph show that more energy was required to heat up the 

peat + sample pan than just the sample pan. Because the wet peat contained 

much more water than the dry peat (which might have absorbed water while the 

sample was being prepared) larger heat fluxes were observed for the wet peat. 

Part of the energy might have been used for evaporation. The change in slope of 

both lines has been referred to as a ‘glass transition’ (Schaumann and 
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Antelmann, 2000; Schaumann and LeBoeuf, 2005), and will not be discussed 

here. None of the samples displayed any sign of thermal decomposition. 

 

Figure 5.20. Results from differential scanning calorimetry analyses on wet and dry peat. Two 
representative runs out of 10 are shown. Heat flow > 0 depicts endothermic (i.e. heat-
absorbing) heat flux. 

 

5.4 Discussion 

5.4.1. Pathways of abiotic CO2 production  

CO2 production through photodegradation 

There are two possible pathways for irradiance-induced CO2 production 

from OM: the direct abiotic process of photochemical mineralisation and the 

indirect process of microbial facilitation, whereby partial breakdown of OM by 

irradiance enhances subsequent microbial activity (Section 2.7.2). Additionally, 

exposure to solar irradiance can lead to a decrease in CO2 emissions caused by 

microbial inhibition (Section 2.7.2).  

In the container experiment, photochemical mineralisation was the sole 

pathway leading to CO2 loss because the dry peat samples did not support 

biological activity, as shown by the near-zero CO2 fluxes during the shade runs. 

Photochemical mineralisation of OM to CO2 has only been shown before on 

longer timescales (>24 hours) by exposing litter in jars to UV-B irradiance (Anesio 

et al., 1999) and solar irradiance (Brandt et al., 2009).  
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The net positive effect of solar irradiance on CO2 fluxes observed at the 

field sites implied that the combined effect of photochemical mineralisation and 

possibly microbial facilitation was larger than the negative effect of UV on 

microbial activity at the surface. 

At the grassland, low microbial respiration rates measured under dry 

conditions strongly suggested photochemical mineralisation as the main 

pathway for CO2 loss. While data from wetter periods when microbial facilitation 

may have been important were deliberately excluded in the current analyses, 

there was evidence that this process may also contribute to CO2 losses during the 

dry season at the grassland. Previous studies observed large pulses of CO2 

resulting from rapid microbial respiration following small, infrequent rain events 

(Xu and Baldocchi, 2004; Xu et al., 2004). Rates of  CO2 production in the dry 

season following rain can be greater than rates during the growing season when 

microbial mineralisation of labile root exudates and plant respiration also 

contribute to the total CO2 flux (Xu and Baldocchi, 2004). Such large pulses are 

common during dry seasons in a wide range of semi-arid ecosystems (Fierer and 

Schimel, 2003; Huxman et al., 2004; Jarvis et al., 2007) but uncertainty still exists 

about the origin of the labile carbon that is mineralised. Hypotheses proposed to 

explain this phenomenon are:  

1) drying and re-wetting breaks down soil aggregates, making previously 

physically protected SOM available for the surviving microbes (Austin et 

al., 2004; Jarvis et al., 2007 and references therein). 

2) to avoid dehydration and death when the soil starts to dry out, microbes 

take up osmolytes, or solutes, to reduce their internal water potential. 

Then, when the soil rewets, the microbes must dispose of the 

accumulated intra-cellular osmolytes, in order to prevent rupture of the 

cell wall caused by too much uptake of water (Fierer and Schimel, 2003; 

Schimel et al., 2007). These organic compounds can either be respired to 

CO2 by the cell, or transported out of the cell, where they are available 

for decomposition. 

3) Drought stress can kill microbes that are not able to acclimate (Fierer and 

Schimel, 2003; Luo and Zhou, 2006; Schimel et al., 2007; Van Gestel et al., 
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1991) and carbon and nutrients from the dead microbes becomes 

available for decomposition by the surviving microbes. 

 

Results from the current study present the further hypothesis that part of 

the available labile substrates mineralised to CO2 by microbes after a rain pulse 

are the product of partial breakdown of the OM by solar irradiance prior to rain, 

making substrates more available to microbes. This might explain why at the 

grassland, cumulative carbon losses via the pulses were larger at exposed sites 

than at shaded sites (Xu et al., 2004). This hypothesis for asynchronous microbial 

facilitation also fits well with the observation that the size of the CO2 pulses 

tends to be proportional to the length of time since the last rainfall event (Jarvis 

et al., 2007; Sponseller, 2007). 

For the peatland study site, where microbial respiration continued at the 

time of year when photodegradation was greatest, it was not possible to 

separate the contribution of photochemical mineralisation and microbial 

facilitation to the irradiance-induced CO2 flux. 

No evidence for CO2 production through thermal degradation  

Little information is available about the abiotic process of thermal 

decomposition (or thermal degradation) of organic matter to CO2 at ambient 

temperatures. Whereas Schade et al. (1999) observed emissions of carbon 

monoxide (CO) as a result of thermal decomposition of litter, no studies could be 

found with similar observations of CO2 emissions due to thermal decomposition 

at ambient temperatures.  

Based on the field data, it was not possible to determine conclusively 

whether thermal decomposition was occurring. Figure 4.3 shows a small increase 

of total CO2 flux with increasing temperature (when the radiation levels are kept 

constant), but this likely reflected the stimulation of microbial activity by 

increasing temperatures. The lack of CO2 production at high temperatures 

(~60°C) in the dark during the container experiment suggested that thermal 

oxidation to CO2 was not taking place (or were overwhelmed by the process that 

was causing the small negative fluxes, see Section 5.4.8 and Appendix E). Analysis 
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of the peat using differential scanning calorimetry (DSC) also showed no 

evidence for thermal decomposition of peat between 20 and 60°C, suggesting 

that thermal decomposition would not have taken place at the peatland and in 

the container at these temperatures. This agrees with other DSC studies of 

organic matter, which only observed breakdown at much higher temperatures 

(e.g. Barros et al., 2007; Pietro and Paola, 2004; Schaumann and LeBoeuf, 2005 

supporting information). 

5.4.2. Control by moisture 

Results from the peatland site suggested that moisture content of the 

peat did not affect the response of CO2 losses to absorption of solar irradiance: 

photodegradation was taking place under both wet and dry conditions (Figure 

5.10). However, this conclusion is based on measurements of VMC at 45 mm 

depth because no measurements of VMC were made at the surface of the peat. 

Only one previous study examined the effect of moisture status on mass loss of 

litter caused by photodegradation. Smith et al. (2010) showed that in the 

samples with normal levels of microbial activity (i.e. mass loss was caused by 

both microbial degradation and photodegradation), the effect of UV-B irradiance 

on mass loss was largely determined by the moisture status of the litter. They 

found that exposure to extra UV-B enhanced mass loss in dry samples, whereas it 

inhibited mass loss in wet samples (Smith et al., 2010). This difference was 

explained by the inhibiting effect of UV-B irradiance on microbes in the wet 

samples. In the dry samples, microbial respiration was already hindered by lack 

of moisture and extra UV-B irradiance did not further restrict microbial activity. 

At the peatland, increases in irradiance continued to be associated with 

increases of CO2 losses (Figure 5.10) suggesting that microbial inhibition was a 

process of minor importance at the peatland.  

Smith et al. (2010) also examined the effect of water on 

photodegradation in samples with reduced microbial activity, but because of the 

longer duration of the experiments they were unable to fully suppress microbial 

activity, which complicated the interpretation of the data. To uncover the direct 

effect of water availability on CO2 fluxes through photochemical mineralisation a 



134 Controls of photodegradation Chapter 5 

 

 

manipulative study which alters the moisture status of OM under sterile 

conditions would be most insightful. 

5.4.3. Control by wavelength 

From the field measurements, it was not possible to conclude which 

wavelengths were most important in controlling irradiance-induced CO2 

emissions. Levels of UV irradiance at any given solar zenith angle are typically 

strongly correlated to the levels of incoming solar irradiance  (Figure 5.5) 

(Bodeker and McKenzie, 1996) and both measured global radiation (K↓, 400 – 

1100 nm) and estimated UV radiation (Section 3.5.2) showed a similar 

relationship with CO2 flux (Figures 4.1 and 5.8).  

Results obtained with the container using different filters showed that 

even when radiation in the UV range was (partially) blocked using Plexiglass or 

soda glass (which block UV-AB and UV-B, respectively), photodegradation still 

occurred (Figure 5.15). However, statistical analyses showed that CO2 production 

rates were lower in the –UV-AB and – UV-B treatment compared to the full sun 

treatment (Section 5.3.2). It seemed that the majority of the CO2 production 

(~86%) was caused by the exposure to visible light.  

Other studies also found that radiation with wavelengths longer than 

those in the UV range (i.e. visible) can contribute substantially to 

photodegradation (Anesio et al., 1999; Austin and Vivanco, 2006; Schade et al., 

1999). However, the contribution of visible light to the total irradiance flux found 

in the current study was considerably higher than that found in the most 

comparable study by Brandt et al. (2009), who found that 48% of the measured 

CO2 flux was the result of exposure to visible light.  

The results obtained using the container, together with findings of Brandt 

et al. (2009) make it very likely that UV irradiance was contributing to the 

measured CO2 efflux at the study sites as well.  
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5.4.4. Control by temperature 

Irradiance-induced CO2 production in the field seemed to increase with 

increasing temperature (Figures 5.1 and 5.4). This potential interactive effect of 

temperature and irradiance on rates of irradiance-induced CO2 production will 

be discussed as part of the next section. 

5.4.5. Control by radiation and co-varying factors 

Results from both the field and container studies showed that irradiance -

induced CO2 losses increased with increases in irradiance (Figures 4.1 and 5.12). 

The sensitivity of the irradiance-induced CO2 flux to changes in solar irradiance 

seemed to vary between experiments, seasons and irradiance and temperature 

conditions (Table 5.3), and will be discussed in the rest of this section.  

Linearity of dose-response relationship  

Data from the container experiment showed a roughly linear response of 

CO2 production to irradiance (Figure 5.12), whereas the field data suggested that 

the sensitivity of OM to exposure to solar irradiance might have increased with 

increasing global irradiance, UV-B irradiance and temperature (Figures 5.4 and 

5.9).  

As expected, solar irradiance conditions were strongly correlated with 

temperature and UV-B irradiance, and because the field experiment was fully 

observational (i.e. no manipulation of natural conditions was attempted) it was 

not possible to separate the potential controls that were most important in 

determining the variability in dose-response relationship in the field. However, 

several potential explanations can be put forward to explain non-linearity of the 

response of the irradiance-induced CO2 flux to changes in solar irradiance.  

 Reaction pathways. Organic matter is made up of many complex 

compounds which might react with photons (Moorhead and Callaghan, 

1994). It is likely that a multitude of reaction pathways is responsible for 

the observed CO2 losses (Moorhead and Callaghan, 1994; Wayne, 1988).  
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Table 5.3 Different values of dose-response relationships derived from data obtained using 
different methods. 

  Method Time scale Dose–
response 

(10
-3

 μmol 
CO2 J

-1
) 

Derived from Described or 
displayed in 

Field results 
 Peatland NZ,  EC – chamber at 

max K↓ 
30 minutes 

 
1.9 

 
1.8

 
μmol CO2 m

-2
 s

-1 

/975W m
-2

 
Figure 4.1 & 
Figure 5.4 

       
 Peatland NZ,  EC – chamber at 

intermediate K↓ 
30 minutes 

 
1.2 

 
0.6

 
μmol CO2 m

-2
 s

-1 

/525W m
-2

 
Figure 4.1 & 
Figure 5.4 

       
 Peatland NZ,  EC – chamber at 

low K↓ 
30 minutes 

 
0.7 

 
0.16

 
μmol CO2 m

-2
 

s
-1 

/225W m
-2

 
Figure 4.1 & 
Figure 5.4 

       
 Peatland NZ, 

extrapolated 
for year 

extrapolated 
using LUT* for EC 

flux  and 
regression  for 
chamber flux 

year 0.80 50.2 g C m
-2

 y
-1

 / 
5.2·10

9
 J m

-2
  y

-1
 

Section 4.3.2 

       
 Grassland CA EC  – probes at 

max K↓ 
30 minutes 1.2 1.16 μmol CO2 m

-2
 

s
-1 

/975W m
-2

 
Figure 4.1& 
Figure 5.4 

       
 Grassland CA EC  – probes at 

intermediate K↓ 
30 minutes 0.7 0.37μmol CO2 m

-2
 s

-

1 
/525W m

-2
 

Figure 4.1& 
Figure 5.4 

       
 Grassland CA EC  – probes at 

low K↓ 
30 minutes 0.12 0.027μmol CO2 m

-2
 

s
-1 

/225W m
-2

 
Figure 4.1& 
Figure 5.4 

       
 Grassland CA, 

extrapolated 
for dry season 

Extrapolated 
using LUT* for EC 

flux  and 
regression  for 

probe flux 

Dry season 0.62 15.7 g C m
-2

 85d
-1

 / 
2.1380·10

9
 J

 
 85d

-1
 

Section 4.3.2 

       
 Grassland CA 

for a “typical 
day” 

Sum(EC flux) – 
sum(probe flux)/ 

sum(K↓) 

day 1.2 3.76·10
4
 μmol CO2 

m
-2

 d
-1 

– 6.74·10
3
 

μmol CO2 m
-2

 d
-1

/ 
2.53·10

7
 J

 
  

Figure 4.5 & 
Section 4.3.2 

 
“Incubation” results 
 Peat in 

container 
Total flux air -

dried peat at max 
K↓ 

minutes 0.24 (Apr) 
0.40 (Feb)

 
0.27 - 0.44

 
μmol 

CO2 m
-2

 s
-1 

/1100W 
m

-2
 

Figure 5.13 

       
 Grass in 

container 
Total flux air-
dried grass at 

max K↓ 

minutes 0.05 (Apr) 0.05 μmol CO2 m
-2

 
s

-1 
/1000W m

-2
 

Figure 5.18 

       
 Maize leaves in 

container 
Total flux air-
dried grass at 

max K↓ 

minutes 0.08 (Apr) 0.08 μmol CO2 m
-2

 
s

-1 
/1000W m

-2
 

Figure 5.18 

       
 Grass litter in 

jar 
Total flux sterile 

grass litter 
3 days 0.10 0.6 mg CO2-C MJ

-1 

** 
Brandt et al. 

(2009) 

*LUT = lookup table  
** Brandt et al. (2009) report a ‘dose response coefficient’ of 0.6 mg C MJ

-1
 (page 8). Because they estimate 

that the sides of the microcosms shaded the litter by approximately 50%, this value was doubled (and 

converted to 10
-3

 μmol CO2 J
-1

). 
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Some of these pathways will involve products of photoreactions that 

could themselves react when a second photon is absorbed. A quadratic 

rise of CO2 emissions in response to solar irradiance can be explained if 

two, instead of one, photons needed to be absorbed to produce one 

molecule of CO2 (Schade et al., 1999).  

 Proportion of UV irradiance.  At small solar zenith angles (SZA) and high 

global irradiance the proportion of radiation in the UV-B wavelengths was 

larger than at lower levels of global irradiance (Figures 5.5 and 5.6) (Cui et 

al., 2008; Schade et al., 1999). This can be explained by the increase of 

optical path length with increasing SZA (Bodeker and McKenzie, 1996); 

because UV radiation has a higher sensitivity to changes in the optical 

path than total radiation (Caldwell and Flint, 1995; Cui et al., 2008), the 

ratio UV-B/global radiation was larger at high solar irradiance levels than 

at lower levels (Figure 5.5). This non-linear relationship might partly 

explain the increase of dose-response relationship because photons in 

the UV-B range contain more energy per photon (Anslyn and Dougherty, 

2006; Atkins and de Paula, 2005) and are particularly effective in breaking 

molecular bonds of organic matter (Moorhead and Callaghan, 1994). 

However, this relative importance of UV irradiance was not confirmed by 

results from the container experiment which suggested that irradiance in 

the UV wavelength was only responsible for a small portion of the CO2 

losses (Section 5.4.3).  

 Interaction with temperature. The increased sensitivity of irradiance-

induced CO2 flux to changes in solar irradiance at higher temperatures 

might indicate an interactive control between temperature and radiation 

(Figure 5.2).  In general it has been found that (for non-photochemical 

reactions), an increase in temperature can result in a large increase in 

rate of reaction (Atkins and de Paula, 2005), especially for reactions with 

high activation energy. The rate of photochemical reactions can also be 

influenced by temperature. Temperature can affect the spatial 

arrangement of atoms in a molecule by altering the rotating angle of 

bonds, without changing the make-up (i.e. atoms and bonds) of the 
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molecules, so that the same molecule can exist in different so-called 

‘conformers’ (Anslyn and Dougherty, 2006). If these different forms (or 

conformers) of the same molecules have different photo-reactivity or 

conformation-specific pathways of photo-dissociation exist (e.g. Choi et 

al., 2008; Khriachtchev et al., 2002), a change of the dose-response with 

changes in temperature would be expected. 

 Although Austin and Vivanco (2006) attributed the difference in 

mass loss between exposed and shaded litter samples fully to the 

difference in irradiation, they also found that surface soil temperatures in 

summer were significantly higher in the exposed plots compared to the 

shaded plots (Austin and Vivanco, 2006, Supplementary Information). 

This suggested that the extra mass loss at exposed sites might be 

controlled by increased temperature combined with higher irradiation, 

which would be in agreement with the findings of the current study.  

 

No dose-response relationships are available in the literature for the 

response of irradiance-induced CO2 fluxes to solar irradiance from terrestrial 

organic matter.  Smith et al. (2010) found a linear response between irradiance 

and mass loss (Figure 2.6), but they only varied the irradiance in the UV-B 

wavelengths. Carbon monoxide emissions from terrestrial organic matter have 

been found to be both linear (Schade et al., 1999; Yonemura et al., 1999) and 

non-linear (Schade et al., 1999), depending on the dominating reaction pathway 

(Schade et al., 1999).  

Although explanations can be found for both a linear and non-linear 

response of CO2 flux with increasing radiation (and temperature), it is challenging 

to explain why a different response curve was found for the field and container 

experiments.  

Different response to same irradiance levels between seasons 

A difference in the response of the CO2 flux to apparently similar 

irradiance levels was observed when comparing container measurements made 

during different months (Figure 5.13).  The cause for this difference was not 
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clear, but one possible explanation might be the difference between months in 

the proportion of energy in the UV range of the solar spectrum compared to the 

total energy received from the sun. Whereas averaged for February, 0.21 % of 

the energy was in the UV-B range, this percentage dropped to 0.17% for April 

(Figure 5.7b). This difference was caused by the difference in solar zenith angle 

between the months (see above). Consequently, while measured shortwave 

solar irradiance in the current study might have been the same between months, 

UV levels would have been lower in April compared to February, which could 

have caused a lower CO2 flux. However, the small (but statistically significant) 

increase in flux that UV irradiance was responsible for in Experiment B (Section 

5.4.3), would seem to suggest it was unlikely that this small difference in UV 

radiation would have been solely responsible for the observed difference 

between CO2 fluxes in February and April.  

Another potential contributor to the difference between CO2 fluxes in the 

container from peat during different months might have been the difference in 

temperature. In April, the temperature of the peat was generally lower than in 

February, even at high radiation levels (e.g. at high radiation levels, average 

temperature of the peat was approximately 63°C and 55°C in February and in 

April, respectively; Figure 5.13). If temperature interacts with radiation in 

controlling the CO2 efflux, these lower temperatures in April might be 

responsible for part of the difference in dose-response relationship between 

February and April.  

Dose response relationship field vs. container 

The values for the dose-response coefficient found in the present study 

for the container experiment were in the same order of magnitude as the values 

found by Brandt et al. (2009) for incubations in a jar (Table 5.3). In contrast, the 

dose-response coefficients found in the field were generally much higher than 

those observed in the container: at the peatland the dose-response coefficient 

was 1.9 ·10-3 μmol CO2 J-1 at its maximum, whereas the average value found in 

February for the container study was only 0.40·10-3 μmol CO2 J-1 (Table 5.3). 

Similarly, the grassland study showed maximum dose-response coefficient of  
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1.2 ·10-3 μmol CO2 J-1, whereas in the container, this was only 0.05 μmol CO2 J-1 

for grass (in April; Table 5.3; however, bear in mind that the grass substrates 

were not the same between field and container study). The causes for this large 

difference between container and field experiments were not clear. Possible 

explanations could include that solar irradiance was measured next to the 

container. Even with the quartz top some absorption of solar irradiance would 

have occurred (~8%; Table 3.3), leading to lower irradiance levels reaching the 

peat than the measurements would have suggested. Possibly the sides of the 

container were partly blocking the radiation as well during measurements made 

when SZA were relatively large.  

However, this explanation seems to insufficiently explain why the dose-

responses obtained from container and field experiments would be so different 

from each other. Until a suitable explanation can be found, this finding 

emphasises the importance of field measurements in addition to lab 

experiments.  

Brandt et al. (2009) extrapolated results from a jar-experiment to 

estimate irradiance-induced losses from a desert in New Mexico using a dose-

response coefficient obtained from the incubations (Table 5.3).  Results from the 

current study suggest that the dose response coefficient obtained using 

incubations might substantially underestimate the “real dose-response 

coefficient” observed in the field. If a similar underestimation occurred during 

the study of Brandt et al. (2009), their estimate for irradiance-induced CO2 losses 

in the desert is likely to be an underestimate. 

5.4.6. Influence of substrate 

Comparing the size of the irradiance-induced CO2 flux between field sites 

is challenging, because several factors differed between sites. However, it is 

noteworthy that the dose – response relationship observed at the peatland was 

generally higher than that observed at the grassland (e.g. at high irradiance 

levels of ~ 1000 Wm-2, 1.9 ·10-3 μmol CO2 J-1 vs. 1.2 ·10-3 μmol CO2 J-1, see Table 

5.3). For the container experiments, an even larger difference was observed in 

CO2 production between peat (0.24 μmol CO2 J-1) on the one hand and grass 
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(0.05 μmol CO2 J-1) and maize leaves (0.08 μmol CO2 J-1) on the other (Table 5.3). 

It was not possible to conclusively state what caused these differences at this 

stage of the research. However, several potential causes might be responsible: 

 Surface coverage in the field. Coverage of dead organic matter was higher 

at the peatland than at the grassland site. At the peatland, 100% of the 

surface area was covered with dead OM, whereas coverage at the 

grassland was likely somewhat lower. For the container experiments, 

difference in coverage could not have caused the difference in fluxes, 

because for both peat and grass coverage was 100%. 

 Albedo. In this study, the controls of irradiance-induced CO2 fluxes were 

studied using solar incoming irradiance (or “incoming shortwave 

radiation”) as one of the main drivers. However, part of this shortwave 

radiation was reflected at the surface and could therefore not contribute 

to the photodegradation process. Possibly, the use of net shortwave 

radiation (= incoming radiation – reflected outgoing radiation) might have 

been more appropriate, however, net shortwave radiation data were not 

available for most of the study period at the peatland. 

The albedo of a surface (outgoing shortwave radiation / incoming 

shortwave radiation) changes with time of day and time of year.  It 

generally increases with decreasing moisture content and increasing solar 

zenith angle (Grant et al., 2000; Iqbal, 1983; Mayor et al., 1988), which 

causes the fraction of reflected shortwave radiation to be smaller around 

solar noon compared to the morning and afternoon. Values of albedo for 

different surfaces can vary greatly (Iqbal, 1983). 

 The average daytime albedo was 0.07 at the peatland (Dec 2006 – 

Jan 2007), and 0.17 at the grassland (averaged over the dry period of 

2007 - values around noon were 0.15). This difference in albedo would 

have lead to more available energy at the peatland, because a smaller 

portion of incoming solar irradiance was reflected. For example, at 

shortwave incoming radiation levels of 1000 Wm-2, the net shortwave 

radiation would have been 80 Wm-2 higher at the peatland compared to 

the grassland (=1000 Wm-2 * (0.15 –0.07)). This might be a partial 
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explanation why CO2 fluxes from the dark peat were larger than from the 

lighter coloured grass. In contrast to the albedo in the shortwave region 

(wavelengths > 400 nm), the albedo for UV wavelengths has been found 

to be larger for bare soil compared to grass (Blumthaler and Webb, 2003; 

Feister and Grewe, 1995; Madronich, 1993). However, the relevance of 

this difference is hard to estimate because no UV irradiance data were 

available for the grassland.  

 Temperature. In the container, the temperature of peat was higher than 

that of grass or maize leaves (Figure 5.18), which might have contributed 

to the lower fluxes from the latter. For the field studies (where 

differences between CO2 fluxes from peat and grass were much smaller) 

this direct comparison of temperatures was not possible because surface 

temperatures were not available for the peatland during most of the 

study period. 

 OM chemistry. The different chemistry of peat and dead grass was likely 

the main cause of the difference in irradiance-induced CO2 flux. Although 

no consensus has been reached about which compounds of OM are most 

susceptible to photodegradation (Brandt et al., 2007; Gehrke et al., 1995; 

Moorhead and Callaghan, 1994; Schade et al., 1999; Section 2.7.4), it is 

likely that the different chemical make-up of grass and peat was 

responsible for at least some of the difference observed between dose-

response relationships between sites.  

5.4.7. Control by oxygen availability 

Production of CO2 did not seem hindered by flushing the container with 

nitrogen gas (Figure 5.19). This was contrary to expectations: previous work had 

suggested that the oxygen atoms in the emitted CO2 originated from the 

surrounding air (Cory et al., 2008). In contrast, Schade (1997) confirmed that CO 

emission continued, albeit at a lower rate, when irradiating dead plant material 

in a nitrogen atmosphere.  

Because no means of measuring the remaining O2 concentration was 

available during the nitrogen runs in the current study, it is conceivable that 
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enough oxygen still remained in the system to enable photodegradation, even if 

atmospheric oxygen was required for the formation of CO2. This left the results 

of the oxygen-experiment somewhat inconclusive.  

5.4.8. Methodological considerations 

Previous studies have suggested that measurements of irradiance-

induced CO2 fluxes are a more sensitive method for determining rates of 

photodegradation than measurements of mass loss (Brandt et al., 2009; Duguay 

and Klironomos, 2000). Measurements of irradiance-induced CO2 fluxes allow 

researchers to measure the effects of photodegradation over short time periods 

(in the order of weeks). For instance, during a 10-week study, Brandt et al. (2009) 

measured a great increase of CO2 concentration on exposure to irradiance, 

whereas they were unable to detect any loss of litter mass over the same time 

period. Previous incubation studies monitored irradiance-induced CO2 

production with measurements of (increase in) CO2 concentration made at least 

24 hours apart (Anesio et al., 1999; Brandt et al., 2009; Duguay and Klironomos, 

2000; Gehrke et al., 1995).  

The current study is the first to measure the instantaneous evolution of 

CO2 in response of OM being exposed to irradiance. The closed flow-through 

chamber system (the “container”) developed in this study, with its fast response 

of CO2 flux to changing conditions, presented opportunities for studying the 

controls of photodegradation and the susceptibility of different substrates to 

photodegradation.  

However, several methodological challenges presented themselves 

during the experiments which will need to be resolved in the future. These will 

be discussed below.  

Condensation 

At times, condensation occurred in the container and tubing, even when 

using air-dried peat. This water would have partly blocked the solar irradiance, 

and might have inadvertently trapped CO2. Using a desiccant to scrub the air 

from all water vapour was found to present challenges as well, as the trapped 
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water vapour might serve as a trap for CO2 and interfere with the 

measurements. In future experiments, especially those trying to elucidate the 

effect of moisture content on photochemical mineralisation rates, this issue 

would need to be resolved.  

Negative fluxes in the dark 

The small negative fluxes that were observed during the dark runs and 

their potential causes are discussed in Appendix E. In summary, for the dark runs, 

the size of the negative CO2 seemed inversely correlated with temperature, and 

correlated to changes in temperature during the run, i.e. fluxes were most 

negative at high temperatures and at times that temperature was dropping most 

rapidly (Figure E.3). The cause of the small negative fluxes is as yet unclear, but 

could be a result of (temperature-mediated) adhesion of CO2 to peat particles or 

tubing and the container, evaporation and condensation of water, changes in 

solubility of CO2 in water caused the temperature changes, or possible 

measurements artefacts caused by non-stationary temperature and moisture 

conditions in the container-analyser setup. In contrast, no trends in CO2 efflux 

with changing temperatures were observed during the sun runs (Figure E.3). 

Correlation between irradiance and temperature 

Peat temperatures measured during the container experiment were high 

(Figure 5.12), but still representative of surface temperatures occurring in the 

field: surface temperatures of up to 60 °C were observed during summer at the 

bare peat mine (data not shown). It would be desirable to have greater overlap 

in temperatures between sun and shade runs; this requires an approach which 

allows for manipulation of temperature (i.e. a way to heat up or cool down the 

substrate) independent of irradiance levels.  

Recommendations for future container experiments 

Although the container setup was very useful for measuring irradiance-

induced CO2 losses from OM, several recommendations can be made when using 

a similar setup in the future: 
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 Replace the plastic tubing with metal or glass tubing to rule out potential 

degradation of the plastic under high temperatures or irradiance levels.  

 Construction of an even shallower container would reduce shading of the 

substrates by the sides of the container. Alternatively, the whole 

container could be constructed from a transparent material like quartz. 

An additional benefit of a very shallow container would be that the 

area/volume ratio would be larger; thereby making the setup more 

suitable for measuring smaller fluxes.   

 Add a way to control temperature separately from radiation.  

 In addition to measuring shortwave incoming radiation, shortwave 

outgoing radiation should be measured as well. Measurements of 

radiation in the UV-A and UV-B wavelengths would provide valuable 

information also.  

5.5 Summary  

Irradiance-induced CO2 fluxes measured at the peatland and grassland 

increased with increasing global irradiance, UV irradiance and temperature. 

Because these quantities are strongly correlated with one another, it was not 

possible to fully determine which factor(s) were most responsible for the 

variability in the observed CO2 fluxes. The response of CO2 flux to irradiance 

increased with increasing radiation and temperature, indicating potential 

interaction between temperature and radiation. Changes in moisture content of 

the peat did not seem to affect the control of irradiance on CO2 fluxes measured 

in the field. 

The closed flow-through chamber setup (“container”) was very suitable 

for measuring irradiance-induced CO2 losses from organic matter at very high 

time resolution. Measurements of CO2 flux from air-dried peat, grass and maize 

leaves using the container setup confirmed the production of CO2 by 

photochemical mineralisation.  

Container measurements showed that UV irradiance was responsible for 

approximately 14% of the irradiance-induced CO2 losses. The remaining 86% was 

caused by visible light. In the container, CO2 production from both grass and 
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maize leaves was much less than the CO2 produced by peat: fluxes at high solar 

irradiance from grass and maize leaves were only 21-33% of that from peat. This 

difference was probably caused by a combination of difference in albedo, 

temperature and organic matter chemistry.  

One of the main challenges that presented themselves when using the 

new container setup was the presence of small negative fluxes observed in the 

shade runs. The cause of these negative fluxes was unclear, but might have been 

the adsorption of CO2 to the tubing and/or OM particles (but see Appendix E). 

Approximately 5 times as much CO2 was produced in the field compared 

to in the container, even when radiation levels were similar. The cause for this 

difference was unclear, and until this difference is resolved, extreme caution has 

to be taken when extrapolating the results from small-scale experiments to the 

field scale.   
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Chapter 6 Controls of microbial respiration of 

peat 

6.1 Introduction 

Globally, soils store more carbon than the atmosphere and terrestrial 

biosphere combined (Janzen, 2004). The main pathway for carbon transfer from 

soil to the atmosphere is organic matter (OM) decomposition, primarily due to 

microbial activity resulting in CO2 production (Davidson et al., 2006a; Grace and 

Rayment, 2000; Janzen, 2004; Luo and Zhou, 2006). CO2 efflux measured at the 

soil surface is the result of both production of CO2 in the soil profile and 

subsequent transport of the produced CO2 to the soil surface (Fang and 

Moncrieff, 1999). 

Between 16-33 % of global soil carbon is stored in peatlands (Gorham, 

1991; Lappalainen, 1996; Maltby and Immirzi, 1993) and about 10 % of these 

peatlands have been drained for use in agriculture, forestry or for peat mining 

(Table 2.1; Joosten and Clarke, 2002). Peat mining involves drainage of the 

peatland, removal of the vegetation and extraction of the peat, after which the 

sites are either abandoned or attempts are made to restore the ecosystem. 

Whereas natural peatlands are an important sink for atmospheric CO2 (Gorham, 

1991), peatlands that are drained, mined and subsequently abandoned are often 

found to be persistent sources of CO2 (Nykänen et al., 1995; Silvola et al., 1996; 

Sundh et al., 2000; Waddington and McNeil, 2002; Waddington and Price, 2000; 

Waddington and Warner, 2001). This switch from sink to source of CO2 is caused 

by the destruction of the carbon fixing vegetation, while microbial respiration 

continues (Sundh et al., 2000; Waddington et al., 2002). 

Organic matter in mineral and peat soils (of which approximately 50% is 

carbon; Blanco-Canqui and Lal, 2004; Luo and Zhou, 2006) improves soil 

structure, enhances water holding capacity and supplies nutrients for plant 

growth (Luo and Zhou, 2006; McLaren and Cameron, 1996). These benefits 

emphasize the need to conserve OM in soils and to minimise losses of carbon 

from soils, which requires a thorough understanding of the drivers of soil 
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respiration. Of additional importance is the role that soil respiration plays in the 

global carbon cycle and its potential effect on the global climate. Because soils 

constitute a large pool of carbon, even small changes in rates of soil respiration 

could affect atmospheric CO2 concentration which in turn could influence global 

climate (Kirschbaum, 2000; Raich and Schlesinger, 1992; Rustad et al., 2000). This 

feedback between the terrestrial carbon cycle and climate is one of the largest 

uncertainties in projections of future climate (Friedlingstein et al., 2006; Jones et 

al., 2003; Schimel et al., 2001). Because of the important ‘services’ of SOM for 

soil quality and carbon storage, it is critical to increase our understanding of the 

controls and drivers of the rates of soil respiration (Rustad et al., 2000). This 

research involves measurements of respiration and its drivers at various time 

and spatial scales, and translation of these measurements into models that can 

accurately describe temporal and spatial patterns of carbon release from soils, 

thereby allowing prediction of soil respiration under changing climate conditions 

(Baveye, 2007),  land use and management practices (Paustian et al., 2000). 

In addition to substrate quality, soil temperature and moisture content 

are the most important controlling factors of soil respiration (Davidson et al., 

2006b). Microbial activity and thus respiration rates tend to increase with 

increasing soil temperature over the range of temperatures commonly observed 

in the temperate climate zone (Davidson and Janssens, 2006; Kirschbaum, 2006; 

Luo and Zhou, 2006). Incubations of peat confirm the common conceptual model 

of the relationship between soil moisture and soil respiration which states that 

microbial activity is highest at intermediate soil moisture levels (e.g. Glatzel et 

al., 2006; Linn  and Doran, 1984; Waddington et al., 2001) that are not limiting 

the diffusion of oxygen or substrates (Section 2.6.2; Davidson et al., 2000; 

Janzen, 2004; Luo and Zhou, 2006; Skopp et al., 1990). At either end of the 

moisture scale, soil respiration rates are expected to be lower, because of stress 

caused by a decrease in substrate availability and microbial physiological changes  

(Schimel et al., 2007) at the dry end of the spectrum (Davidson and Janssens, 

2006; Luo and Zhou, 2006), or low oxygen availability limiting aerobic respiration 

at the wet end of the spectrum  (Figure 6.1; Davidson and Janssens, 2006; 

Gaumont-Guay et al., 2006; Glatzel et al., 2004; Moore and Dalva, 1997; 
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Waddington et al., 2001 and references therein). At optimal moisture conditions, 

a strong relationship is generally observed between temperature and soil 

respiration (e.g. Fang and Moncrieff, 2001). In contrast, the control by  

temperature might not easily be observed if moisture levels are outside an 

optimal range and respiration might be inhibited by low oxygen, water or 

substrate levels (Kirschbaum, 2000). Several studies have concluded that when 

moisture conditions are either below or above optimum levels, temperature is 

not an important driver (e.g. Almagro et al., 2009; Jassal et al., 2008; Reichstein 

et al., 2002; Sowerby et al., 2008). 

 

 

Figure 6.1 Conceptual model of the control of volumetric moisture content on microbial 
respiration (at a constant temperature; redrawn after Luo and Zhou, 2006). 

 

Often, soil respiration is modelled by relatively simple linear or 

exponential equations based on soil temperature (Section 2.6.3; Davidson et al., 

2000; Rustad et al., 2000). One of the challenges arising from this approach is the 

decision at which depth to measure the temperature that is used for the model 

(Graf et al., 2008; Richardson et al., 2006a). Different criteria have been used to 

determine which depth is most suitable. In many studies, the temperature is 

used from the depth which yields the highest R2 of the relationship between 

temperature and the CO2 flux at the surface (e.g. Carbone et al., 2008; Pavelka et 

al., 2007; Shi et al., 2006). Sometimes, researchers use the depth which gives the 

smallest hysteresis in the temperature-flux relationship (e.g. Gaumont-Guay et 
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al., 2006). Both methods aim to estimate which layer in the soil profile is 

responsible for the majority of the CO2 production.  However, especially when a 

thick layer of the soil is contributing to the total respiration, determining the 

‘best’ measurement depth is challenging (Graf et al., 2008). 

Factors controlling the variability of soil respiration may vary depending 

on the time scale one is working on (Carbone et al., 2008; J. Curiel et al., 2007). 

For example, Ouyang and Zheng (2000) found that daily variation of soil 

respiration was mostly controlled by solar radiation (and thus temperature), 

whereas on a monthly time scale, rainfall (and thus moisture status of the soil) 

was the most important factor controlling variation. Similarly, short-term (within-

day) temperature sensitivity of soil respiration can be quite different than the 

temperature sensitivity obtained using  long-term (seasonal) trends in respiration 

and temperature (Reichstein et al., 2005b). Modelling of soil respiration can also 

take place at a variety of time scales: for climate projections modelling annual or 

seasonal time steps might be appropriate (Kirschbaum, 2009). In contrast, when 

aiming to increase mechanistic understanding of the soil respiration process, 

within-day variation is often examined (Carbone et al., 2008; Tang et al., 2005). 

However, predicting soil respiration rates at this time scale can be very 

challenging. For example, the response of the CO2 efflux to change in 

temperatures might be lagged, leading to hysteresis in the relationship between 

temperature and surface CO2 flux (Bahn et al., 2008; Graf et al., 2008). Another 

process which makes prediction of CO2 fluxes at high temporal resolution 

difficult are short-time pulses of CO2, for example in response to rainfall (Jarvis et 

al., 2007).  

In vegetated ecosystems, the response of microbial respiration to 

changing environmental conditions is often confounded by responses of plants 

to these changing conditions, which in turn can affect microbial respiration (e.g. 

Bahn et al., 2008; Tang et al., 2005). Field studies examining respiration from 

bare soil offer the opportunity to examine the controls on the CO2 efflux 

resulting from microbial respiration alone at large scales and in the absence of 

plants.  
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The current study focuses on the controls of heterotrophic respiration 

(HR) by microbes at a bare peatland in New Zealand. The main objectives were to 

describe how temperature, moisture and depth to water table at the peatland 

affect the CO2 flux at monthly, daily and within-day timescales. These findings 

will be compared to the conceptual model depicted in Figure 6.1. The extent to 

which relatively simple regression models can explain the variability in measured 

HR is explored and compared to results found in other peatland studies. 

6.2 Methods  

6.2.1. Study site and conditions 

Measurements of CO2 efflux were made at a mined peatland. The site 

was devoid of plants, and drained to allow mining of the peat. Depth to water 

table (DWT) ranged from 0.05 m in winter to 0.45 m in summer (Figure 3.2). 

Volumetric moisture content (VMC) was measured at two depths (45 and 105 

mm). Although VMC at 45 mm stayed relatively high during summer (minimum 

was 0.44 m3 m-3), the surface peat above the sensor dried out considerably 

more. 

6.2.2. Measurements 

To determine the rates of microbial respiration, CO2 efflux was measured 

using a LI-8100 automated soil CO2 flux system attached to a large opaque 

chamber (200 mm diameter – also referred to as the ‘long term chamber’). 

Measurements were made at 15-minute intervals. Additional measurements 

were made using a smaller survey chamber to sample the spatial variability. 

Refer to Appendix F for an analysis of spatial variability of the chamber flux at the 

peatland. Because the long-term chamber measurements of CO2 flux were 

similar in size to fluxes obtained during spatial sampling, and fluxes obtained 

with the long-term and survey chambers revealed comparable patterns with 

changes in temperature and moisture, the long-term chamber measurements 

were found to be appropriate for gaining a mechanistic understanding of the 

controls of the CO2 efflux. The long-term chamber measurements will not be 

used to establish a yearly carbon budget of CO2 at the peatland and, 
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consequently, possible differences in absolute size of the CO2 fluxes were not of 

concern.  

Photodegradation does not occur when solar radiation is absent and 

night-time eddy covariance (EC) measurements could potentially be used as a 

direct measure of microbial respiration as well. However, strict filtering 

necessitated by narrow lanes of bare peat in the footprint and low windspeed 

conditions at night leading to stable atmospheric conditions led to poor data 

availability with less than 3 % of the data remaining after filtering. As a result of 

this low data availability, chamber data were considered a more reliable data 

source for examination of the CO2 flux of biological origin. 

Because the peatland was not vegetated, root respiration was not 

contributing to the total CO2 efflux.  

 Peat temperature at 30 mm depth was measured next to the chamber. 

Approximately 7 m away, as part of the EC setup, temperatures at more depths 

were also measured (5, 50, 100 mm). For much of the measuring period, an 

additional array of temperature probes provided information on peat 

temperatures at depths 20, 40, 80, 160, 240, 320, 400 and 500 mm. The 

volumetric moisture contents at 45 and 105 mm depth, and the depth to water 

table were measured as part of the EC setup also.  

6.2.3. Data analysis 

Monthly and daily averaged CO2 flux 

In this chapter, the controls of CO2 flux were examined at different time 

scales. Both monthly and daily averages were used for the CO2 flux, as well as 15-

minute data.  For the daily averages, a minimum of 50 observations (i.e. 

measurements of at least half a day) was required to calculate a daily average. 

Measurements were usually available for the total 24 hours (i.e. 96 data points 

per day). In contrast, for the monthly averages, the number of data points varied 

greatly between months. For all months when chamber data were collected, the 

mean diurnal variation was calculated from the average value for each hour of 

the day. These 24 hourly values were then averaged to obtain the mean value for 
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that month. The number of days making up a monthly average varied between 4 

and 31.  

Empirical models 

In this study, several forms of regression models for the temperature 

control on the CO2 flux were compared. The first was a linear relationship 

(Rochette et al., 1991; Wofsy et al., 1993):  

 

bTa HR  Equation 6.1 

 

where HR is the CO2 efflux (μmol CO2 m-2 s-1) of microbial origin (heterotrophic 

respiration), T the peat temperature (°C) and a and b are fitted parameters. 

Similar equations with volumetric moisture content VMC or depth to water table 

DWT instead of temperature will also be presented. 

Two forms of exponential regression models for the temperature control 

on the CO2 flux were compared. A simple exponential equation (first proposed by 

Van ‘t Hoff (1884)) was fitted in the form:  

 
TeHR  Equation 6.2 

 

where α is the soil respiration rate at 0°C and   is the temperature sensitivity 

parameter (°C-1). Similar equations with VMC or DWT instead of T will also be 

presented. Using the exponential equation with temperature as the predictor, 

the Q10, a parameter used to describe the temperature sensitivity, was calculated 

using  10
10 eQ .  

An alternative exponential regression model using peat temperature is 

the commonly applied Lloyd and Taylor (LT) function, which was fitted in the 

form (Luo and Zhou, 2006): 
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where the fitted parameter Rref represents the respiration rate at a reference 

temperature, E0 is a parameter related to the activation-energy and T0 is the 
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temperature at which respiration rates are assumed to approach zero 

(Kirschbaum, 2000; Reichstein et al., 2003) . However, the LT function in the form 

presented above (with three fitted parameters Rref, E0 and T0) has been found to 

be over-parameterised because the parameters are strongly correlated 

(Richardson and Hollinger, 2005) and different combinations of the parameters 

can yield equally acceptable versions of the model. For this reasons, T0 was fixed 

at 227.1K, as used in the original analyses by Lloyd and Taylor (1994), and only R-

ref and E0 were fitted in the current study. The equivalent of the Q10 for the LT 

equation (Q10_LT) does not depend on Rref, but does vary depending on the 

temperature range it is determined over, as was confirmed in experimental data 

(Kirschbaum, 2000 and referenced therein). 

Many empirical models exist describing the simultaneous effect of soil 

temperature and moisture on soil respiration (e.g. Richardson et al., 2006a). In 

this thesis, two equations are compared that have been used in peatlands 

before. The first has been applied to mined peatlands in Canada by Waddington 

and Warner (2001) 

 

DWTcTba HR  Equation 6.4 

 

where T is the peat temperature (°C), DWT is the depth to water table (mm), and 

a, b and c are fitted constants. Often, DWT is used instead of the moisture 

content because it is more easily measured. The second equation was applied to 

various peatland study sites in Finland by Silvola (1996) 

 

  DWTcTba HRln  Equation 6.5 

 

where a, b and c are fitted constants. 

Determination of delays 

For examining the controls of temperature on the within-day variation of 

the CO2 flux, the monthly mean diurnal variation (MDV) was calculated for the 

CO2 efflux and temperatures (T) at all depths. The delay between T at a certain 

depth and the CO2 efflux measured at the surface was estimated by determining 
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the delay which resulted in the maximum correlation between the two signals 

(CO2 flux and T at depth, see also Parkin and Kaspar (2003)). The same method 

was used to determine delay times between temperature at depth and the 

temperature measured close to the surface (5 mm depth).  

6.3 Results 

Results will be shown using data at increasingly higher time resolutions. 

First, monthly averaged data will be examined, after which daily averages are 

discussed. Within-day variations are studied using mean diurnal variation 

calculated monthly and a few case studies using 15-minute data. 

6.3.1. Temperature, rainfall, moisture and soil respiration 

throughout the measurement period  

Figure 6.2 shows the variation in peat temperature, rainfall, depth to 

water table, volumetric moisture content and chamber CO2 flux from June 2005 

– June 2008.  

Typically, peat temperature peaked in January and February, which 

coincided with the time of lowest water table and lowest volumetric moisture 

contents (Figure 6.2a, b, c, see also Figure 6.3). Seasonal changes in temperature 

propagated from the surface downward, causing temperatures measured deeper 

down the peat profile to lag behind the surface temperature. Temperatures 

deeper in the peat displayed a smaller yearly variation than the surface 

temperature (Figure 6.2b).  

The peat experienced larger variation in VMC at 45 mm than at 105 mm 

depth (Figure 6.2c). At all times, VMC measured at 105 mm was greater than 45 

mm (Figure 6.2c). Around mid-November of 2007, the measured volumetric 

moisture content at both depths dropped to values lower than the values 

measured the previous two summers (dashed lines in Figure 6.2d). Even though 

the region experienced severe drought conditions between December 2007 and 

February 2008 (Mudge, 2009), it is unlikely that these measured moisture 

contents reflect real values, especially because VMC values failed to rise in 

response to rainfall and a rising water table in March and April of 2008.  
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Figure 6.2 Temporal variation across three years of (a) daily (grey dots) and monthly averaged 
(black dots) CO2 effluxes measured using the long-term chamber, (b) peat temperature at 50, 
100, 320 and 500 mm depth, (c) rainfall (bars) and depth to water table, and (d) volumetric 
moisture content at 45 and 105 mm depth. VMC data not used for analysis are shown as 
dashed lines. All displayed values (except the CO2 fluxes and the half-hourly rainfall) are 
running means calculated using a moving window of 7 days. 
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The most likely cause of the anomalous VMC measurements was that the 

dry conditions caused the peat to shrink away from the sensors, thereby limiting 

the contact between the sensors and the peat. The data suggest that this contact 

was not re-established even under wetter conditions in March/April. For this 

reason, VMC data obtained from November 2007 onwards were considered 

unreliable and were not used for further analyses in the rest of this chapter. 

Monthly averaged CO2 fluxes ranged from 0.24 μmol CO2 m-2 s-1 during 

winter to 1.97 μmol CO2 m-2 s-1 during summer Figure 6.2a). 

 

 

Figure 6.3 Correlation between daily averaged volumetric moisture content at 45 mm, depth to 
water table and peat temperature. Values of the VMC collected after 11 November 2007 (grey 
points) were considered unreliable (see also Figure 6.2). r denotes the correlation coefficient 
based on data before 11 Nov 2007.  

 

As mentioned above, temperature, water table and moisture content 

were correlated in time: VMC increased with rising water tables (Figure 6.3a), 

and high temperatures typically occurred when the peat was relatively dry 

(Figure 6.3b) and the water table was deep (Figure 6.3c). Figure 6.3 also shows 
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that the data collected after 11 November 2007 displayed a different relationship 

between VMC and DWT, which was the reason not to include them in further 

analysis.  

6.3.2. Controls of temperature, DWT and VMC – monthly 

averages  

Figure 6.4 shows how monthly mean CO2 fluxes responded to mean peat 

temperature (T), depth to water table (DWT) and volumetric moisture content 

(VMC). In general, greater CO2 fluxes were measured with increasing peat 

temperature, increasing depth to water table and decreasing moisture content. 

 

 

 

Figure 6.4 Monthly averaged CO2 flux measured by the long-term chamber as a function of the 
means of a) peat temperature at 30 mm depth, b) volumetric moisture content at 45 mm depth 
c) depth to water table and d) volumetric moisture content at 105 mm depth. Linear and 
exponential fits are shown as dashed black lines and grey line, respectively.  VMC data 
collected after November 2007 onwards were not included (see Section 6.3.1), hence the 
smaller number of points in panels b and d. Coefficients of the regression equations are shown 
in Table 6.1. 
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Comparison of the regression equations of HR vs. T, DWT and VMC revealed that 

the regression of the flux vs. VMC at 45 mm depth and DWT explain most of the 

variation (Table 6.1). The lowest R2 was found when regressing against VMC at 

105 mm depth (Table 6.1). Differences in explained portion of the variance 

between the linear and exponential regressions were small. For DWT, the linear 

regression explained slightly more of the variance compared to the exponential 

regression, whereas for T and VMC it was the other way around.  

 

Table 6.1 Coefficients of regression equations displayed in Figure 6.4. y = CO2 flux measured by 
the chamber. Peat temperature was measured at 30 mm depth next to the chamber. R

2
 is the 

proportion of the variance explained by the regression.  

 Linear bxay    Exponential 
bxaey   

x a b R
2
  a b R

2
 

Temperature -0.410 0.088 0.49  0.212 0.093 0.51 

DWT -0.206 -0.004 0.72  0.202 -0.005 0.71 

VMC 45 mm 4.34 -6.58 0.62  566 -12.3 0.68 

VMC 105 mm 9.82 -13.9 0.39  5.02·10
5
 -20.6 0.40 

 

6.3.3. Controls of temperature, DWT and VMC – daily averages  

Similar to the trends revealed when examining monthly averaged data, 

daily averaged CO2 flux increased with increasing peat temperature, dropping 

water table and decreasing volumetric moisture content (Figure 6.5).  

The regression equations of HR vs. DWT explained more of the variation 

(71%) than regressions against peat temperature or VMC (indicated by the 

highest R2, Table 6.2). In general, the exponential regressions were slightly better 

than the linear regressions (i.e. resulted in higher R2, Table 6.2). The lowest R2 

was found for regressions against peat temperature at 30 mm depth and VMC at 

105 mm (R2 < 0.46, Table 6.2). For T, DWT and VMC at -45 mm, the exponential 

regression explained more of the variance compared to the linear regression, 

whereas for VMC at -105 mm slightly more of the variance was explained by the 

linear regression. 
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Figure 6.5 Daily averaged CO2 flux measured by the long-term chamber as a function of a) peat 
temperature at 30 mm depth, b) volumetric moisture content at 45 mm depth c) depth to 
water table and d) volumetric moisture content at 105 mm depth. Linear and exponential fits 
are shown as dashed black lines and grey line, respectively. VMC data collected after 11 
November 2007 onwards were not included (see Section 6.3.1), hence the smaller number of 
points in panels b and d. Coefficients of the regression equations are shown in Table 6.2. 

 

 

Table 6.2 Coefficients of regression equations displayed in Figure 6.5 that were based on daily 
averaged data. y = CO2 flux measured by the chamber. Peat temperature was measured at 30 
mm depth directly adjacent to the chamber. R

2
 is the proportion of the variance explained by 

the regression adjusted for the degrees of freedom.   

 

 

 Linear bxay    Exponential 
bxaey   

x A b R
2
  a b R

2
 

Temperature -0.529 0.099 0.45  0.225 0.093 0.47 

DWT -0.221 -0.004 0.71  0.182 -0.006 0.77 

VMC -45 mm 4.04 -5.93 0.58  482 -12.0 0.68 

VMC -105 mm 7.69 -10.5 0.45  5059 -13.4 0.44 
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Model HR with temperature 

Fitting the Lloyd and Taylor (LT) equation (Eq. 6.3) using the peat 

temperature measured directly next to the chamber at 30 mm depth resulted in 

a R10 of 0.53 ± 0.068 μmol CO2 m-2 s-1 and an Eo of 379.4 ± 52 (mean ± 95% 

confidence interval, n = 266, R2 = 0.47, Figure 6.6). The equivalent of the Q10 for 

the Lloyd and Taylor equation (Q10_LT) between 10 and 20 °C was 2.79. For the 

exponential equation, the calculated Q10 was 2.53. The respiration rate at 10 °C 

(R10) determined by the exponential regression was 0.57 μmol CO2 m-2 s-1. 

 

 

Figure 6.6 Relationship between daily averaged peat temperature at 30 mm depth and CO2 
flux. Colours depict the depth to water table. For the grey points, no information on the water 
table was available.  

 

Partway into the experiment, an array of temperature sensors was 

installed between 20 and 500 mm depth 7 m from the chamber setup (Section 

3.3.3). Fitting an exponential equation to the daily averaged flux data as a 

function of peat temperature obtained with the temperature sensors at deeper 

depths resulted in increasing values for the Q10 with increasing depths (Figure 

6.7a). Calculated Q10 values ranged from 2.31 using the temperature at 20 mm 

depth to 4.66 using the temperature at 400 mm. The portion of the variation 

explained by the regressions showed a general increase with depth and varied 

between 0.41 and 0.52 (Figure 6.7b).  
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Figure 6.7 Change in apparent Q10 and R
2
 (calculated from an exponential fit) with changing 

depth of temperature measurement.   

 

To check whether an average temperature of the CO2-producing layer 

above the water table might be a better predictor of the CO2 efflux, CO2 flux was 

regressed against the mean temperature of the peat layer above the water table 

instead of the 30 mm-temperature. The equation Te  11.019.0HR was found, 

with an adjusted R2 of 0.31 (Q10 = 2.87). This was a poorer fit (lower R2) than the 

fit that was found for the regressions with the 30 mm temperature measured 

next to the chamber, or the fits using any of the individual temperatures along 

the temperature profile (Figure 6.7).  

Interactive control of moisture and temperature on HR 

To examine the interactive control of water table and temperature, 

regressions between temperature and respiration were made separated in 

groups of DWT (3 groups, -450 mm < DWT < 300 mm, -300 mm < DWT < -150 

mm and -150 mm < DWT < 0 mm). However, due to large scatter and reduced 

number of measurements per group, regressions were not significant and 

comparison of the response of flux to changes in temperature was not possible 

(data not shown). 

To model the interactive control of moisture status and temperature on 

the CO2 flux, two regression equations using DWT and the 30 mm peat 

temperature were fitted (Equations 6.4 and 6.5). The 30 mm temperature was 

included for this model because it was the only temperature measured directly 
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next to the chamber and therefore assumed to be most representative. As a 

measure of moisture status of the peat, DWT was chosen over VMC, because the 

regressions presented above (Figure 6.5 and Table 6.2) showed that DWT was 

likely a more important driver as suggested by the higher R2. Coefficients of the 

two empirical models for the CO2 flux are shown in Table 6.3. Both regressions 

explained a large portion of the variation in the data, with R2 of 0.76 for the 

model predicting HR (Eq. 6.4), and a R2 of 0.86 for the model predicting ln(HR) 

(Eq. 6.5).  

 

Table 6.3 Coefficients of multiple regression equations of daily averaged CO2 flux on peat 
temperature at 30 mm and depth to water table. R

2
 is the proportion of the variance explained 

by the regression adjusted for the degrees of freedom 

 Source a b c P R
2
 

DWTcTba HR  Waddington and 

Warner (2001) 

-0.358 0.0208 -0.0038 <0.001 0.76 

  DWTcTba HRln  Silvola (1996) -1.98 0.0182 -0.0056 <0.001 0.86 

 

 

The data and the model predicting ln(HR) are shown in Figure 6.8. The 

model clearly showed that water table position was the dominant driver of the 

CO2 efflux. The response of the CO2 flux to changes in temperature seemed 

slightly greater at deeper DWT.  
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Figure 6.8 Daily averaged flux data (black dots) as a function of depth to water table and peat 
temperature at 30 mm depth. Coloured plane is the fitted non-linear model used before by 
Silvola (1996) (ln(HR) = a + b·T + c·DWT). Regression results are summarised in Table 6.3. 

 

Comparison of measured and predicted values for the two models 

revealed that residuals were generally smaller than 0.5 μmol CO2 m-2 s-1 (Figure 

6.9). Larger residuals were found when large values of HR were observed and 

both models underestimated HR. The ln(HR) model used by Silvola (1996) 

performed slightly better in these instances (Figure 6.9). 

 

 

Figure 6.9 Comparison of modelled and observed daily averaged CO2 fluxes using the models 
described in Section 6.2.3. The coefficients of the regression equations are shown in Table 6.3. 
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6.3.4. Controls of temperature – within-day timescale  

In this section, the control of temperature on microbial respiration within 

the diurnal cycle will be examined using graphs of mean diurnal variation of flux 

and peat temperature calculated for each month.  

Diurnal variation of peat temperature and HR 

Temperature at 30 mm depth typically showed a clear diurnal pattern 

and peaked around 1600 NZST, regardless of the time of year (Figure 6.10a). In 

contrast, the mean diurnal variation of the CO2 flux did not always display a clear 

diurnal trend (Figure 1.5b). In some summer months (December, January and 

February), the flux changed significantly during the course of the day, for 

example in Dec 2006, Jan 2007 and Jan 2008 (Figure 1.5b). Fluxes in the late 

afternoon were lower than those during the night in those instances. Other 

months, for example September 2007 and May 2008, displayed hardly any 

diurnal variation (Figure 1.5b). This difference between the diurnal courses of 

surface temperature and CO2 efflux for different times of year is examined 

below.  

Relationship between HR and peat temperature 

Figure 6.11 shows an example of the mean diurnal variation of the CO2 

flux and the peat temperature at 30 mm depth for July 2007. During winter 

(June-July-August) the water table was typically shallowest (Figure 6.2) and 

temperature peaked in the late afternoon. The CO2 flux did not change much 

over the course of the day, but a very small increase in flux could be observed 

mid-afternoon (Figure 6.11a). The observed relationship between CO2 efflux and 

surface temperature was therefore positive (Figure 6.11b). 

 



166 Controls of microbial respiration of peat Chapter 6 

 

 

 

Figure 6.10 Mean diurnal variation of a) peat temperature (measured at 30 mm depth) and b) 
CO2 flux measured by the chamber for 10 different months between September 2006 and May 
2008. Time 0 is midnight, 12 is noon.  

 

 

 

Figure 6.11 a) Mean diurnal variation of CO2 flux and peat temperature measured at 30 mm 
depth for July 2007 when water table was relatively shallow (-89 mm). Error bars are standard 
deviations. T data points were slightly offset to avoid overlap of the error bars. b) Relationship 
between peat temperature at 30 mm depth and CO2 flux for July 2007. The numbers in panel a) 
refer to the hours of the day.  
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During summer (December-January-February), the water table depth was 

typically below -350 mm (Figure 6.2) and a different daily pattern was observed 

in the CO2 flux. As an example, the mean diurnal variation of temperature and 

CO2 efflux are shown for December 2006 (Figure 6.12). Similar to wet conditions, 

the peat temperature close to the surface peaked in the late afternoon (Figure 

6.12a). In contrast, the CO2 flux was at its lowest value at that time of the day 

with highest rates of CO2 efflux occurring at night. This pattern resulted in a 

negative relationship between near-surface peat temperature and the CO2 efflux 

(Figure 6.12b). 

 

Figure 6.12 a) Mean diurnal variation of CO2 flux and peat temperature measured at -30 mm 
depth for December 2006 when water table was relatively deep (-339 mm). Error bars are 
standard deviations. T data was slightly offset to avoid overlap of the error bars. b) 
Relationship between peat temperature at 30 mm depth and CO2 flux for December 2006. The 
numbers in panel a) refer to the hours of the day. 

 

Change in relationship between HR and temperature with depth 

Examination of changes in temperature with depth show that 

temperatures measured further down the peat profile typically lagged behind 

the peak in surface temperature (see Figure 6.13 for an example). Also, the 

amplitude of the daily temperature range decreased with depth (Figure 6.13). 

The change in phase and amplitude with measurement depth implied that 

different relationships would be found between peat temperature at different 

depths and the CO2 efflux measured at the surface. 
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Figure 6.13 Mean diurnal variation of surface CO2 flux and peat temperature at various depths 
down the peat profile calculated for all available data in January 2008 when water table was 
deep.  

 

As an example of the relationship between CO2 efflux at the surface and 

peat temperature measured at different depths during summer, the left-most 

panels of Figure 6.14 show the relationship between peat temperature at 

different depths and the measured CO2 efflux for December 2006. A negative 

relationship between temperature and CO2 flux was found for T at -5, -20, -40 

and -80 mm (Figure 6.14 a, b, c and d). When regressing the CO2 flux against the 

temperature at -160 mm, a weak positive relationship was found (Figure 6.14 e 

and f). At -240 and -400 mm, hardly any change in temperature was detected on 

a diurnal time scale (Figure 6.14g).  
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Figure 6.14 Exponential regressions of CO2 efflux against peat temperature measured at 
different depths for December 2006 when the water table was -339 mm (a-g) and July 2007 
when water table was -89 mm (h-n).   
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Data collected in July 2007 served as an example for temperature and flux 

values in winter under wet conditions (Figure 6.14h-n). This time, the positive 

relationship between temperature and flux observed at the shallow depth 

persisted until 80 mm depth (Figure 6.14 h, I, j and k). At the deeper depths (-160 

mm), the relationship reversed with CO2 flux values decreasing as temperatures 

increased (Figure 6.14 l). As in summer, no temporal variation was observed in 

the temperature signal at the daily time scale at 240 and 400 mm depth (Figure 

6.14 n).  

The Q10 value was calculated for each depth and both example months of 

Figure 6.14 (Table 6.4). Values of Q10 varied between 0.6 and 3.6, excluding the 

regression using temperatures at the deepest depths (-240 and -400 mm), which 

resulted in non-realistically small or large Q10’s caused by the lack of temperature 

change during the day. 

 

Table 6.4 Temperature sensitivity of the CO2 flux at the surface to changes of temperature at 
various depths for two contrasting months. Modelled values were calculated using the 
exponential regression equations shown in Figure 6.14 that were based on the mean diurnal 
variation in temperature at depth and CO2 flux at the surface. 

T measurement depth  Temperature sensitivity 

  December 2006 July 2007 

-5 mm  0.90 1.2 
-20 mm  0.78 1.7 
-40 mm  0.72 2.1 
-80 mm  0.60 3.6 
-160 mm  2.9 0.80 
-240 mm  2.3·10

4
 0 

-400 mm  0 6.6·10
6
 

 

Delays between temperature measured near the surface and 

temperature further down the peat profile were determined by shifting the 

temperature-at-depth signal in time until a maximum positive correlation was 

found between the two temperatures. Also, the delay between the temperature 

signals at depth and the surface CO2 flux were determined. Again, the lag in 

temperature signal with depth was clearly observed both in summer (Figure 

6.15a) and winter (Figure 6.15b; compare Figure 6.13). In December 2006, when 

the water table was relatively deep, the delay between the CO2 flux signal and 

the surface temperature signal was approximately -12 hours, i.e. the CO2 flux 
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signal peaked 12 hours before the temperature signal (Figure 6.15). Because a 24 

hours cycle was used to determine the delays, this is the same as a delay of +12 

(= -12 + 24) hours, i.e. the temperature peaked 12 hours before the CO2 flux. This 

delay between peat temperature and CO2 efflux decreased for temperature at 

deeper peat layers (Figure 6.15), as suggested by the pattern of heat wave 

propagation in Figure 6.13. Just above -240 mm, the delay between temperature 

and CO2 efflux was approximately 0 (or 24) hours. Below -240 mm, the delay 

increased again with depth.  

In July 2007, when the water table was close to the surface, peaks in 

near-surface temperature and CO2 flux occurred almost at the same time. 

Surface temperature lagged approximately 1 hour behind the CO2 flux. The 

change in delay between temperature and surface CO2 flux with depth followed 

the increase of delay between surface temperature and temperature at depth 

closely (i.e. the two lines in Figure 6.15 run nearly parallel).  

 

 

Figure 6.15 Lag of peat temperature measured at depth compared to the shallow peat 
temperature (grey dots) and of the CO2 efflux (measured at the surface) compared to the 
temperature at depth for a) December 2006 and b) July 2007. Delays were determined from 
monthly mean diurnal variations of flux and peat temperature. Values for depth to water table 
(grey dotted line) were averaged monthly. The depth at which the delay between peat 
temperature and the surface CO2 flux is zero hours is indicated by a white diamond.  

 

The depth at which signals of T at depth were in phase with the surface 

CO2 flux signal (i.e. the depth of the white diamonds in Figure 6.15, which is the 

depth of zero delay) correlated reasonably well with the depth to water table 
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(Figure 6.16). Regression of the depth of zero delay between peat temperature 

and surface CO2 flux against DWT explained 74 % of the variation (Figure 6.16).  

 

Figure 6.16 Relationship between the depth to water table and the depth at which the delay 
between peat temperature and the surface CO2 flux is zero hours. Values for depth to water 
table were averaged monthly, and delays were determined from monthly mean diurnal 
variations of flux and peat temperature. Each dot represents the depth at which the delay 
between peat temperature and surface CO2 flux was approximately zero. As an example, this 
depth is indicated by white diamonds in Figure 6.15 for December 2006 and July 2007. The solid 
grey line is the linear regression y = a +b·x with a = 61.5 and b = 0.740 (p = 0.0012, adj. R

2
= 

0.57), and the dotted grey line is the linear regression with one outlier (grey point) removed (a 
= 79.4, b = 0.856, P < 0.001, adj. R

2
 = 0.74). The black line is the 1:1 line. 

 

Hysteresis of the CO2 flux-temperature relationship on a within-day scale 

As illustrated in Figure 6.14, regression of hourly-averaged CO2 flux on 

surface temperature leads to both positive and negative relationships between 

flux and temperature depending on the time of year and moisture conditions of 

the peat. Additionally, during many months, hysteresis was observed (i.e. at the 

same peat temperature the CO2 flux was different during the cooling and the 

heating phase). For example, in December 2006, CO2 fluxes were greater in the 

morning than in afternoon, even though the temperature at the surface was the 

same (Figure 6.14a).  In general, this hysteresis was more pronounced during 

months with low water tables than during months with high water tables (data 

not shown).  

In an attempt to find a more suitable temperature for developing an 

empirical temperature model based on hourly data, fluxes were also regressed 

against the mean temperature of the peat above the DWT. However, these 

regressions resembled the regression against surface temperature closely (data 
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not shown) and for several months, the negative relationships remained and/or 

hysteresis was still observed.  

In summary, the relationship between temperature and CO2 efflux at the 

diurnal time scale was somewhat ambiguous. Whereas under wet conditions, 

diurnal variation of temperature and CO2 efflux were ‘in phase’, during dry 

conditions maxima in CO2 flux occurred at the time of minimum surface 

temperature. Because the heat wave propagated down the peat profile causing a 

lag in the temperature signal with depth, a depth could be identified where the 

temperature signal (at depth) and the CO2 flux measured at the surface were in 

phase. This ‘depth of apparent zero delay’ was related to the water table depth. 

In addition to the change in temperature vs. CO2 flux relationship with change in 

depth of temperature measurement, the relationship between temperature and 

CO2 flux displayed hysteretic behaviour that was more pronounced during 

months with deep water tables.  

6.3.5. Short-term effects of rainfall and moisture on CO2 efflux – 

within-day time scale  

Rainfall events suppressed the CO2 flux 

To illustrate how rainfall and volumetric moisture content affected the 

temporal variation of the CO2 flux at short time-scales (i.e. hours to days), 

example time series of 15-minute data of rainfall, DWT, VMC, peat temperature 

and CO2 flux are presented below. 

Figure 6.17 shows an example of the immediate suppression of the CO2 

flux when the peat column in wetted up after a rainfall event totalling 6.2 mm on 

7 November 2006. The water table rose from –290 mm to –90 mm, leading to an 

increase in VMC at both 105 and 45 mm (Figure 6.17b). CO2 efflux at the start of 

the rainfall event was around 0.77 μmol CO2 m-2 s-1, and went down to 0.45 

μmol CO2 m-2 s-1 after rainfall. 
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Figure 6.17 Example of the suppression of soil respiration caused by saturation of the peat 
column on 6 November 2007. Date labels on the x-axes indicate the start of the day (at 
midnight).    

 

Figure 6.18 shows an example of the effect of rainfall on the CO2 flux 

during winter when the water table generally was much closer to the peat 

surface than during the November 2007 example. In response to the first 15.3 

mm rainfall episode between the afternoon of 29 June and 2 am the following 

morning, DWT rose from -149 mm before the rain to -38 mm after the rain. 

During this time, the CO2 flux decreased from 0.41 μmol CO2 m-2 s-1 before the 

rain to 0.10 μmol CO2 m-2 s-1 after the rain. As soon as the rainfall stopped, the 

water table started dropping and CO2 flux recovered slightly until the next large 

rainfall event (19.8 mm total) which started at 500 NZST on 30 June. Again, DWT 

rose and CO2 fluxes dropped. This pattern of decreasing fluxes during rainfall and 

recovery as soon as rainfall stopped repeated itself several times after this 

(Figure 6.18).  
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Figure 6.18 Example of the suppression of soil respiration caused by saturation of the peat 
column between 29 Jun and 3 Jul 2007. Date labels on the x-axes indicate the start of the day 
(at midnight).  

Rainfall events enhanced the CO2 flux 

In addition to events where rainfall caused significant decreases in CO2 

efflux, a few instances were observed where rainfall caused a short-term 

increase in CO2 flux. Figure 6.19 shows an example from 17 December 2006, 

when the water table level was relatively deep (< -380 mm, Figure 6.19b). 

Precipitation falling in one rainfall event (6.0 mm) did not affect the VMC at 45 

mm or the water table depth (Figure 6.19b), but lead to a marked increase in CO2 

efflux. CO2 flux was 0.6 μmol CO2 m-2 s-1 during the rain and increased to 2.35 

μmol CO2 m-2 s-1 directly after the rain, which was markedly higher than the rates 

at the same time of day during previous days that did not experience rainfall 

(Figure 6.19).   
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Figure 6.19 Example of the stimulation of soil respiration caused by wetting up of the peat 
surface on 17 December 2006. Date labels on the x-axes indicate the start of the day (at 
midnight).    

Possible enhancement of the CO2 flux by dewfall at night in summer 

Under summer conditions when CO2 flux was inversely correlated to 

surface temperature peak fluxes were observed at night. The example time 

series of two days in December 2006 show that these ‘plateaus’ of maximum 

fluxes coincided well with  ‘plateaus’ of high relative humidity (RH) as measured 

in the chamber (Figure 6.20 a and c). Therefore, a positive relationship between 

RH and flux was observed (Figure 6.20d). During the night, the difference 

between the near-surface temperature of the peat and the dew point 

temperature of the air was minimal, and sometimes less than 0°C (Figure 6.20b), 

indicating that condensation (dewfall) might have occurred at the peat surface 

during these summer nights.  
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Figure 6.20 Diurnal variation of a) CO2 flux (black points) and peat temperature at -40 mm 
depth (grey points), b) relative humidity (black points) and dew point depression (grey points) 
for two days when water table was low (-358mm) in December 2006. The dew point 
depression was calculated as the difference between surface peat temperature (at 5 mm 
depth) and dew point temperature of the air. Date labels on the x-axes of panels a and b 
indicate the start of the day (at midnight).  Relationship of peat temperature (c) and relative 
humidity (d) to surface CO2 flux during the same two days. 

 

6.3.6. Modelling CO2 flux at the within-day time scale  

Figure 6.21 shows how measured respiration rates changed with changes 

in near-surface temperature, water table and volumetric moisture content at 45 

and 105 mm depth. On average, the same general trends could be observed as 

with the daily averaged values (Section 6.3.3): increasing CO2 fluxes were 

accompanied by increasing near-surface temperatures, deeper water table and 

lower volumetric moisture values.  
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Figure 6.21 All 15-minute CO2 flux measurements by the long-term chamber as a function of a) 
peat temperature at 30 mm depth, b) volumetric moisture content at 45 mm depth c) depth to 
water table and d) volumetric moisture content at 105 mm depth. Linear and exponential fits 
are shown as dashed black lines and grey line, respectively. VMC data collected after 11 
November 2007 onwards were not included, hence the smaller number of points in panels c 
and d. Coefficients of the regression equations are shown in Table 6.5.   

 

Overall, regression equations applied to data at this high temporal 

resolution explained less of the variation compared to the regression applied to 

daily averaged data, as revealed by the lower R2 values (compare Tables 6.2 and 

6.5) and larger scatter in the graphs (compare Figures 6.5 and 6.21). Especially 

the regression against temperature (Figure 6.21a) showed much scatter. Similar 

to the regressions on daily averaged data, DWT was the most powerful predictor 

of CO2 fluxes at the 15 minute time scale (as indicated by the highest R2 in Table 

6.5).  
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Table 6.5 Coefficients of regression equations displayed in Figure 6.21 that were based on 15-
minute data.  y = CO2 flux measured by the chamber. Peat temperature was measured at 30 
mm depth directly adjacent to the chamber. R

2
 is the proportion of the variance explained by 

the regression adjusted for the degrees of freedom.   

 Linear bxay    Exponential 
bxaey   

x a b R
2
  a b R

2
 

Temperature 0.043 0.064    0.218     0.450   0.053   0.200  

DWT -0.185    -0.004    0.609     0.182   -0.006   0.67   

VMC 45 mm 3.93    -5.72    0.474     463  -11.9   0.57   

VMC 105 mm 7.26    -9.85    0.361     1543  -11.6 0.34   

 

As with the daily averaged data (Section 6.3.3), the interactive models 

that combine the effect of temperature and DWT (Equations 6.4 and 6.5) were 

fitted to the 15-minute data. Coefficients of the two models are shown in Table 

6.6. Both regressions explained a reasonable portion of the variation in the data, 

with R2 of 0.67 for the model predicting HR (Eq. 6.4), and an R2 of 0.79 for the 

model predicting ln(HR) (Eq. 6.5). 

 

Table 6.6 Coefficients of multiple regression equations of 15-minute CO2 flux on peat 
temperature at 30 mm and depth to water table. R

2
 is the proportion of the variance explained 

by the regression adjusted for the degrees of freedom. 

 Source a b c P R
2
 

DWTcTba HR  Waddington and 

Warner (2001) 

-0.267 0.0106 -0.0039 < 0.001 0.67 

  DWTcTba HRln  Silvola (1996) -1.97 0.0117 -0.0058 < 0.001 0.79 

 

Comparison of measured and modelled values for the two models 

revealed that residuals were generally smaller than 1 μmol CO2 m-2 s-1 (Figure 

6.22). The model by Waddington and Warner (2001) (Figure 6.22a) appeared to 

overestimate small to intermediate fluxes (between around 0 and 1 μmol CO2 m-

2 s-1), but underestimated fluxes larger than 1.5 μmol CO2 m-2 s-1. The ln(HR) 

model used by Silvola (1996) performed better when higher respiration rates 

were observed. 
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Figure 6.22 Comparison of modelled and observed CO2 fluxes using the models described in 
Section 6.2.3 applied to 15-minute chamber data. a) performance of the model proposed by 
Waddington and Warner (2001), b) performance of the model proposed by Silvola et al. (1996), 
see Section 6.2.3. The coefficients of the regression equations are shown in Table 6.6. 

 

6.4 Discussion 

The main objective of this study was to describe how temperature, 

moisture and depth to water table affect respiration rates at the monthly, daily 

and within-day timescales. One of the aims was to examine whether the pattern 

that is often observed in lab and field studies – with lowered respiration rates at 

both the dry and the wet end of the moisture spectrum – could be observed at 

the peatland. Also, the performance of two relatively simple regression models 

was examined.  

The discussion of the results will start by comparing the monthly 

averaged rates of soil respiration measured at the peatland to rates found in the 

literature for comparable ecosystems (Section 6.4.1). Monthly averaged 

respiration rates are also used to identify the dominant seasonal controls on 

respiration rates. This is followed by a discussion of the control by water table 

depth, moisture content and rain (Section 6.4.2). This section is split into two 

subsections addressing different mechanisms: the first section addresses how 

DWT controlled the oxygen conditions in the peat layer (thereby affecting 

respiration rates), and the second describing how moisture conditions might 

have affected respiration rates. Within these two subsections, data on the daily 
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and the within-day timescales will be discussed separately. The control of CO2 

efflux by temperature is examined after this (Section 6.4.3). Temperature 

sensitivity and the effect of depth of the temperature measurement will be 

considered separately for daily averaged data, and within-day data. The fourth 

section deliberates on the interactive control on respiration rates by DWT and 

temperature and describes to what extent the hypothesised behaviour 

illustrated by the conceptual model described in Section 6.1 could be observed at 

the peatland (Section 6.4.4). The last section describes the results of the two 

interactive models used in this study (Section 6.4.5).  

6.4.1. Monthly respiration rates 

At the peatland, monthly mean soil respiration rates varied between 0.25 

g C m-2 d-1 in winter and 2.03 g C m-2 d-1 in summer (Figure 6.2). These CO2 fluxes 

fall well within the range of peat respiration values found in other studies over 

bare peatlands in the northern hemisphere (Table 2.3). In contrast, the values 

found at the study site were relatively low compared to average value of 7.2 g C 

m-2 d-1 reported for temperate vegetated peatland ecosystems by Roehm (2005). 

Likely causes of the larger CO2 losses from the vegetated peatlands are the input 

of young and labile organic matter by the vegetation and the contribution of  

root-associated respiration to the total CO2 efflux.  The decrease in peat 

respiration after draining and mining has been found by other studies also. 

Glatzel et al. (2004) and Waddington et al. (2001) found lower aerobic CO2 

production rates at recently harvested peat sites in Canada compared to pristine 

peatlands using laboratory incubations. Glatzel et al. (2004) suggested that 

harvesting may have reduced C substrate and nutrient availability which might in 

turn have led to decreased microbial biomass (Croft et al., 2001; Glatzel et al., 

2004). Similarly, Waddington et al. (2001) reasoned that the removal of the 

surface layer with its fresh OM readily available to microbes at the harvested 

sites led to more recalcitrant material at the surface and lowered the potential 

for CO2 emissions. This hypothesis was supported by incubations of peat from 

different depths that showed a decrease of CO2 production potential with depth 

(Glatzel et al., 2006; Hogg et al., 1992; Waddington et al., 2001), suggesting a 
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decrease of substrate quality with depth (Glatzel et al., 2006; Waddington et al., 

2001). 

Similarly, Nieveen et al. (2005) measured average (night-time) losses of 

3.3 g C m-2 d-1 from a drained peatland under pasture 62 km from the study site 

between May 2002 and May 2003. The causes for the higher CO2 losses found at 

the pasture site were likely the lower water table depth (especially in winter) 

increasing the aerobic peat layer, inputs of young and easily degradable organic 

matter from the pasture, the contribution of autotrophic respiration to the total 

CO2 efflux and possibly, stimulated microbial respiration caused by the higher 

nutrient status resulting from fertilisation (e.g. Kechavarzi et al., 2010) 

The monthly averaged chamber fluxes at the mined peatland were largest 

when peat temperature was greatest, DWT deepest and VMC lowest (Figure 6.4). 

Although fluxes generally increased with increasing peat temperature (Figure 

6.4), the regressions of CO2 flux vs. DWT or VMC explained more variance than 

the regression vs. peat temperature (Table 6.1), suggesting that moisture status 

or the thickness of the unsaturated zone were more important controls on soil 

respiration than temperature.   

6.4.2. Control of the CO2 efflux by DWT, moisture content and 

rain  

Control of thickness of the aerobic layer by DWT 

Daily averaged data 

The CO2 efflux at the study site measured at the surface increased 

exponentially as the depth to water table increased (Figure 6.5). Because oxygen 

diffusion is greatly reduced under water-logged conditions (Luo and Zhou, 2006), 

microbial respiration and thus CO2 production in the aerobic layer above the 

water table generally takes place at a much higher rate than CO2 production 

below the water table (Glatzel et al., 2006; McNeil and Waddington, 2003; 

Waddington et al., 2002). As a result, changes in DWT and therefore the 

thickness of the layer of aerobic peat producing CO2 explained much of the 

variation observed in the daily averaged CO2 effluxes (Figure 6.5). This control of 

DWT on the aerobic layer is potentially larger in peat soils than mineral soils. 
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Whereas mineral soils contain most organic matter in the top of the profile 

(Jobbagy and Jackson, 2000), peat soils have high OM availability throughout the 

profile (Graf et al., 2008). This means that microbial activity is not limited to a 

thin, easily identifiable layer, but instead the CO2 efflux measured at the surface 

is the sum of all respired CO2 produced along the peat profile (Graf et al., 2008; 

Pavelka et al., 2007). Several peatland studies have examined the effect of water 

table drawdown on respiration rates and observed a positive response of 

respiration as the water table dropped (Freeman et al., 1993; Jauhiainen et al., 

2005; Laiho, 2006; Moore and Dalva, 1993; Silvola et al., 1996).  This response of 

increased carbon losses to drying of peatlands has also been found in modelling 

studies (Schimel et al., 1994). 

The lowering of the water table caused by draining peatlands used for 

agriculture or forestry is considered the main cause of the high peat respiration 

rates in drained (but not necessarily mined) systems compared to pristine 

wetlands (Laiho, 2006; Waddington et al., 2002).  Even a small change in DWT 

can have large implications for CO2 losses, as shown by Waddington et al. (2002). 

In comparing two contrasting years, they found that respiration rates were more 

than 70% lower during the wetter summer, even though the difference in mean 

water table between the two summer was only 60 mm (Waddington et al., 

2002). 

Increased methane oxidation might also have contributed to the 

relatively high values of the CO2 flux when the water table was deep. Wetlands 

soils are stratified vertically into an anaerobic submerged zone of CH4 production 

and an overlying aerobic zone of CH4 oxidation (Le Mer and Roger, 2001; 

Whalen, 2005). This means that only part of the produced methane is emitted to 

the atmosphere. Between 60 to 90% of the produced CH4 diffusing upwards from 

the layer below the water table is intercepted and oxidised in the aerobic layer 

above (Le Mer and Roger, 2001). The ratio of production to oxidation typically 

decreases with increasing thickness of the aerobic layer (i.e. lowering of the 

water table; Rodhe and Svensson, 1995; Sundh et al., 1995; Waddington and 

Price, 2000) because of decreased production and increased oxidation of 

methane (Bridgham et al., 2006; Lai, 2009; Nykänen et al., 1995; Rodhe and 
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Svensson, 1995). However, because carbon losses as methane are generally 

relatively small (< 10 g C m-2 y-1 was estimated as the global median emissions for 

wetlands (Aselmann and Crutzen, 1990; Le Mer and Roger, 2001)) the 

contribution of this oxidised methane to the carbon losses at peatland in the 

current study were likely small compared to losses as CO2 resulting from 

microbial respiration.   

  

Within-day variation 

The controls exerted by rainfall and DWT on the CO2 flux at the study site 

could also be observed at the within-day time scale. Several instances were 

identified whereby rainfall events caused a rapid rise in water table, leading to 

an instant decrease in CO2 flux (Figures 6.17 and 6.18). This decrease in emitted 

CO2 in response to the rising water table could be the result of anaerobic 

conditions limiting both CO2 production along the peat profile (Glatzel et al., 

2006; McNeil and Waddington, 2003; Waddington et al., 2002) and the transport 

of the produced CO2 to the peat surface (by limiting the CO2 diffusion; Jassal et 

al. 2005).  

Typically, the water table dropped rapidly as soon as rainfall stopped. In 

some instances, a rapid increase in CO2 flux was observed (e.g. Figure 6.18). This 

response to the lowering of the water table suggested that oxygen limitation was 

alleviated and diffusion of CO2 enabled by the lowering of the water table. This 

stimulating effect of drying after rainfall had been shown in a wetting-and-drying 

experiment in a mined peatland in Canada (Waddington et al., 2002), where 

respiration rates were found to drop in response to a 24 mm rainfall event, but 

recovered within 2.5 hours after simulated rainfall stopped. Comparison of 

different simulated rainfall intensities showed that larger rainfall events caused 

longer recovery times (Waddington et al., 2002). This stimulating response to 

lowering of the water table after rainfall was not easily recognisable in many 

instances during the current, purely observational study, possibly because other 

potential drivers (i.e. water table, VMC and temperatures along the profile) co-

varied at the same time and confounded the response.  
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Control of VMC by DWT 

Daily averaged data 

In addition to determining the depth of the aerobic layer of peat, DWT 

also affected moisture levels of the peat above it (Figure 6.3). At the field site, 

VMC close to the surface was always less than the moisture content deeper 

down the peat profile (Figure 6.2). DWT never dropped below 450 mm and the 

lowest moisture content recorded at 45 mm depth was 0.44 m3 m-3 (Figure 6.2). 

CO2 fluxes measured at the surface did not decrease when moisture conditions 

at 45 mm were low (Figures 6.4 and 6.5), suggesting that moisture never limited 

CO2 production. However, incubation studies using peat have shown that 

respiration rates decline at low moisture contents (e.g. Glatzel et al., 2006; 

Waddington et al., 2001).  At the peatland, low moisture availability might have 

limited microbial activity at the very surface; however, because no data were 

collected on the vertical partitioning of the CO2 production a decrease in daily-

averaged respiration rates from the surface layer could not be detected by 

measuring the total CO2 flux at the surface. Possibly, CO2 production in the 

surface layer was limited under dry conditions, but was more than compensated 

for by the increase in CO2 production caused by the increase in the thickness of 

the aerated layer as a result of a deep water table.  

 

Within-day variation 

The controls exerted by rainfall and VMC on the CO2 flux at the study site 

could also be observed at the much shorter, within-day time scale. 

Under dry and hot conditions in summer, a dry crust formed over the 

surface and the surface peat was observed to be much drier than the recorded 

values of VMC at 45 mm suggested. During the study period, there were few 

occasions in summer when the CO2 flux increased rapidly in response to (small 

amounts of) rainfall. In some instances (e.g. Figure 6.19), the infiltrating water 

reached neither the water table, nor the moisture sensor at -45 mm. This 

suggested that all precipitation was absorbed by the peat above 45 mm depth. 

The large response of the CO2 flux to rainfall suggested that microbial activity in 

the dry surface layer of peat might have been limited by lack of moisture in 
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summer which was temporarily alleviated by the rainfall. In addition to microbes 

at the very surface being affected by drought stress, it was very likely that the 

diffusion of soluble substrates to the microbes was limited by lack of water 

before the rainfall, thereby causing low respiration rates (Davidson et al., 2006a).  

Another indication that microbes at the surface might have been stressed 

by lack of moisture or substrate was that the diurnal variation of the CO2 flux 

during dry months displayed a maximum at night (Figures 6.12 and 6.20), which 

was also the time when relative humidity was highest (Figure 6.20). At times, the 

surface temperature of the peat was lower than the dew point temperature of 

the air (see e.g. Figure 6.20) indicating that condensation onto the surface could 

have taken place during these nights (Agam and Berliner, 2006; Oke, 1990). This 

could have enabled microbial activity and respiration at the peat surface by 

temporarily relieving water stress (Agam and Berliner, 2006; Dirks et al., 2010). 

Microbial activity might even have been enhanced by absorption of water vapour 

from the atmosphere when relative humidity was high, without dew formation 

taking place (Agam and Berliner, 2006; Dirks et al., 2010; Kuehn et al., 2004; 

Nagy and Macauley, 1982).  

 

6.4.3. Control of the CO2 efflux by temperature  

Daily and monthly averaged data  

Temperature sensitivity  

At the daily and monthly time scales, CO2 production generally increased 

with increasing peat temperature (Figures 6.4 and 6.5). Using daily averaged 

fluxes and the temperature at 30 mm depth measured next to the chamber, a 

(equivalent) Q10 of 2.79 or 2.53 was calculated using the Lloyd and Taylor and 

exponential equations, respectively. Both (equivalent) Q10 values were slightly 

higher than the theoretical value of 2 that is expected for biological processes 

(Davidson and Janssens, 2006) and fell well within the range of Q10 values found 

for peat in other studies (commonly found to vary between 2 and 3; Blodau, 

2002 and references therein; Moore and Dalva, 1993; Xiang and Freeman, 2009).   
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The effect of temperature measurement depth 

At the seasonal time scale, temperature at depth lagged behind the 

surface temperature and displayed a decrease in amplitude with increasing 

depth (Figure 6.2b). This presents a challenge when deciding which depth to 

choose for the temperature measurements (Graf et al., 2008; Richardson et al., 

2006a) when aiming to determine the sensitivity of the CO2 efflux to changes in 

soil temperature or when deciding which temperature to use for modelling. 

Temperature sensitivity derived from regressions of daily averaged CO2 efflux 

against temperature varied depending on the depth at which the temperature 

was measured (Figure 6.7). Using daily averaged values, apparent temperature 

sensitivity (expressed as Q10) when calculated with the temperature at -400 mm 

was more than twice as large as the temperature sensitivity calculated using the 

shallow -20 mm temperature (Figure 6.7a). There was a small increase in R2 

when using temperatures deeper down, until 400 mm depth (Figure 6.7b).  

This increase of apparent temperature sensitivity when using 

temperatures from increasingly deeper depths (Figure 6.7) is commonly 

observed (Gaumont-Guay et al., 2006; Graf et al., 2008; Khomik et al., 2006; 

Pavelka et al., 2007). Because the temperate signal is ‘muted’ with depth, the 

same fluctuations in respiration are related to smaller fluctuations in 

temperature, leading to larger apparent temperature sensitivity (Davidson et al., 

1998; Janssens and Pilegaard, 2003; Pavelka et al., 2007). However, this 

dependence of the observed Q10 on measurement depth should not be confused 

with the hypothesized increased temperature sensitivity of stable, recalcitrant 

organic compounds found in deeper soil layers compared to labile organic matter 

which is frequently found closer to the surface (Graf et al., 2008; Section 2.6.2 

and references therein).  

Using the mean temperature of the aerated layer above the water table 

to obtain a value for the temperature sensitivity resulted in a Q10 of 2.87 (Section 

6.3.3), which sits within the range of Q10’s obtained using temperatures at 

individual depths (Figure 6.7a). Although the fit was relatively poor (R2 = 0.31), 

the obtained Q10 might be closer to the “real” Q10 of the peat than the Q10 

obtained using the relatively shallow 30-mm temperature, because a modelling 
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study by Graf et al. (2008) suggested that using the temperature in the middle of 

the respiring soil layer (comparable to the mean temperature of the peat layer 

used here) yielded apparent Q10 closest to the ‘real’ Q10.  

Within-day variation 

Hysteresis  

During most months, hysteresis was observed when examining how 

hourly averaged temperature related to CO2 efflux (e.g. Figure 6.14). In this 

situation, the flux observed at a certain temperature depended on the time of 

day, or whether the temperature was rising or falling. Hysteretic behaviour can 

be caused by several factors. Bahn et al. (2008) list the most important 

contributing processes as: 

 the difference in time of day at which optimum temperatures occurs at 

different depths down the soil profile, as caused by the heat wave 

propagating down (Reichstein et al., 2005b) 

 additional lags introduced by time it takes the produced CO2 to diffuse to 

the soil’s surface (Luo and Zhou, 2006) 

 confounding co-varying controls that display a different diurnal variation 

than temperature. The most commonly identified factor in vegetated 

ecosystems is the diurnal variation of photosynthesis regulating substrate 

supply to microbes in the rhizosphere (Carbone et al., 2008; Gaumont-

Guay et al., 2006; Riveros-Iregui et al., 2007; Tang et al., 2005). Another 

potential co-varying control causing hysteresis with temperature could be 

if soil moisture varies close to a threshold value (Carbone et al., 2008). 

At the peatland, it was likely that hysteresis in the temperature – CO2 efflux 

relationship was caused by a combination of some of the factors listed above. 

However, the lack of plants at the peatland ruled out the possibility of the 

diurnal variation in photosynthesis causing this hysteresis. 

Similar to the pattern observed at the seasonal time scale, the within-day 

pattern of changes in temperature at depth displayed a smaller diurnal variation 

and a phase shift compared to the temperature near the surface (see e.g. Figure 

6.13; van Wijk and de Vries (1963). This meant that peat layers at different 
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depths were subject to different temperatures at any one time during the day. 

Especially in summer, temperature maxima at the bottom of the aerated (=CO2 

producing) peat occurred up to 20 hours after the maximum at the surface (e.g. 

Figure 6.15) which would have lead to an asynchronous occurrence of maximum 

CO2 production with depth. In the current study, no estimates were made of the 

time it takes for CO2 to diffuse from deeper depth to the peat surface, which 

would add to the lag time. Because the peatland was not vegetated, it did not 

have a varying supply of fresh substrate that could have caused hysteresis. 

However, the increase in moisture availability at the peat surface at night – 

caused by dew or absorption of water vapour from the atmosphere – might have 

temporarily increased substrate diffusion to the microbial microsites at that time 

of day. This possible diurnal pattern in moisture availability might have been an 

important driver of the diurnal variation observed in summer, which displayed 

maximum values at night, when surface temperatures were lowest (Figure 6.20).  

For the discussion of the temperature sensitivity at the within-day 

timescale, the hysteretic behaviour of CO2 flux and temperature will be ignored, 

and the results of simple regressions (which average out the effect of hysteresis) 

will be used.  

 

Temperature sensitivity and the effect of temperature measurement depth 

Within-day temperature sensitivities derived using temperatures at 

different depths varied greatly (Figure 6.14). Because of the dampening and the 

phase shift of the temperature signal with depth, both positive and negative 

relationships were found between temperature at depth and CO2 flux (Figure 

6.14), resulting in values of Q10 between 0.6 and 3.6. Whereas under wet 

conditions respiration rates increased with increasing near-surface temperature 

(Figure 6.14h), the opposite was true under dry conditions when CO2 flux was 

inversely related to near-surface temperatures (Figure 6.14a). Under these dry 

conditions, none of the temperatures measured at any of the depths appeared 

to explain the diurnal pattern in HR (Figures 6.13 and 6.14). Similar to the results 

based on daily averaged values, regressions using mean temperature above the 

water table (which was assumed to represent the mean temperature of the CO2 
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producing peat layer) instead of the temperature close to the surface did not 

provide a better prediction than shallow temperatures. 

It was obvious that none of the regressions using within-day variation of T 

and respiration rates were very useful for determining temperature sensitivities. 

Pavelka et al. (2007) and Gaumont-Guay et al. (2006) concluded the same, when 

they calculated Q10 values between 150 and 800 respectively based on diurnal 

variation of fluxes and temperatures deeper down the soil profile. In a modelling 

study by Graf et al. (2008), it was also concluded that when relatively short time 

series are used for determination of temperature sensitivity (i.e. shorter than 6 

months), highly irregular apparent Q10 can be obtained because the time series 

do not cover at least one annual cycle.  

Using monthly averaged within-day variations of flux and peat 

temperature with depth, the average depth was calculated at which the delay 

between peat temperature and surface CO2 flux was minimal (Figure 6.16). This 

analysis indicated that the depth at which the temperature signal was in phase 

with the surface CO2 flux was related to the depth of the water table (Figure 

6.16). The depth-of-zero-delay was located just above the water table, at 

approximately 74-86% of the DWT. It is tempting to conclude that this depth 

indicated the layer most actively contributing to the total CO2 flux. Others have 

suggested that in the peat layer just above the water table moisture and oxygen 

conditions might be optimal, enabling optimum diffusion of both oxygen and 

substrates (Glatzel et al., 2006). However, the data presented here do not 

directly provide evidence that the depth of minimum delay between 

temperature and surface CO2 flux can be interpreted as the depth of “optimum 

CO2 production” or “depth representative of the CO2 production layer”, because 

diffusion time was not taken into account in this analysis. It is very unlikely that 

this transport between depth of production and the peat surface was 

instantaneous. Also, because the depth of zero delay was calculated using the 24 

hours cycle of the mean diurnal variation, an apparent 0 hour delay might 

actually indicate a 24-hour delay. Thirdly, during several months with deep water 

table, the depth-of-zero-apparent-delay was below -200 mm. As shown in Figure 

6.13, the amplitude of the diurnal temperature variation at this depth was very 
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small (< 1°C), which makes it unlikely that that temperature changes at these 

depths were mainly responsible for the daily variation in surface CO2 efflux, 

which were more than 1 μmol CO2 m-2  s-1 during most summer months (see e.g. 

Figure 6.13).  

Summarising the results concerning temperature sensitivity of the CO2 

flux obtained at both daily and within-day time scale, the accurate determination 

of the temperature sensitivity of peat respiration at the study site proved to be 

challenging and highly dependent on the depth chosen for the temperature 

measurement. It was clear that determination of the temperature sensitivity 

using the diurnal patterns of T and HR lead to very unrealistic values for Q10. 

However, even after values were averaged by day, as recommended by Graf et 

al. (2008), it was still unclear which value for Q10 represented the best estimate 

for the ‘real’ Q10. Several studies have suggested that field studies might not be 

the most appropriate method for determining temperature sensitivity of soil 

respiration (Graf et al., 2008; Kirschbaum, 2000). Especially because the layer of 

peat contributing to the total CO2 losses was relatively thick and varied 

seasonally, the total CO2 efflux measured at the surface was made up of CO2 

produced in many layers subject to different temperatures at any one time, 

which makes finding the ‘best depth’ for determination of the temperature 

sensitivity prone to errors (Graf et al., 2008). As Davidson et al. (1998) point out 

it would be preferable to determine the temperature sensitivity of CO2 

production for each soil layer separately, instead of trying to relate the sum of all 

CO2 produced to the temperature measured at one subjectively chosen depth. 

  

6.4.4. Interactive control of peat respiration by temperature and 

DWT 

Because the current study was a field study, controlling factors of the CO2  

efflux (like temperature, moisture content, water table depth and the relative 

contribution of the peat layers to the total CO2 production) co-varied in time 

(Figure 6.3; Reichstein et al., 2005b). Often, summers are dry and warm and 

winters are cool and wet, making it hard to separate the effect of T and moisture 
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on HR. Also, VMC (or DWT) and temperature are not completely independent in 

the field: apart from temperature increasing in summer because of larger energy 

inputs from the sun, the moisture content partly controls the temperature 

regime of the surface layer of peat. The magnitude of temperature fluctuations 

tends to increase with decreasing moisture content because the loss of water in 

the top layers leads to a decrease in specific heat and thermal conductivity 

(Waddington et al., 2002).  

Changes in moisture and aeration conditions might have had a 

confounding effect on the temperature response of the measured respiration 

rates in the field as determined in Section 6.4.3 (Davidson et al., 1998; 

Kirschbaum, 2000). For this reason, incubations under controlled conditions in a 

laboratory are sometimes suggested to be a more appropriate means of 

obtaining estimates for the temperature sensitivity (Graf et al., 2008; 

Kirschbaum, 2000). However, these laboratory incubations are conducted under 

highly artificial conditions and have their own drawbacks (Luo and Zhou, 2006), 

such as physical disturbance of the soil (Bradford et al., 2009) and depletion of 

available organic matter (Kirschbaum, 2000).  

In studies examining soil respiration in the field, it is commonly observed 

that the response of HR to changes in a controlling factor might be confounded if 

one of the other factors is limiting. For example, Waddington et al. (2001) found 

that addition of oxygen to deeper peat layers did not increase CO2 production 

much, probably because substrate quality was constraining HR. Or, as mentioned 

in Section 6.1, in several non-peatland ecosystems no (or only a small) response 

to temperature changes could be detected when moisture conditions were 

limiting microbial activity (e.g. Mudge, 2009; Reichstein et al., 2002; Sowerby et 

al., 2008).  At the peatland, daily averaged temperature continued to have a 

positive effect on HR regardless of DWT, although the response of HR to 

temperature did seem smaller under the wet conditions compared to dry 

conditions (Figure 6.8). This pattern corresponded with the conceptual model 

depicted in Figure 6.1, which implies that under wet conditions, oxygen might be 

limiting HR, and moisture conditions might confound the temperature response. 

The conceptual model described in the introduction also suggested that dry 
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conditions might confound the response of respiration to changes in 

temperature, but these conditions were never encountered at the peatland 

throughout the whole peat profile as discussed in Section 6.4.2. 

6.4.5. Modelling respiration from peat 

Models of soil respiration are needed to help increase understanding 

about soil respiration and to predict the likely response of the CO2 efflux from 

soils to the atmosphere (and therefore the global soil carbon pool) to changing 

climatic conditions and/or management practises. For predicting the effect of 

climate changes, modelling at seasonal time steps is appropriate. However, when 

the aim is to increase understanding of the underlying mechanisms of soil 

respiration, much smaller time steps are often required.  

Inspection of the 15-minute data showed that respiration rates did not 

show a clear relationship with peat temperature at any one depth or with the 

mean temperature of the aerobic layer (Section 6.3.4). Hysteresis was observed 

in the relationship between T and HR, and especially under dry conditions an 

apparent inverse relationship between near-surface temperature and CO2 flux 

was common. On top of this, rainfall events were observed to cause pulses of 

CO2 emission or complete suppression of the CO2 flux.  This set of complex 

interacting effects, together with processes that might not have been identified, 

posed a great challenge when trying to understand what controlled CO2 effluxes 

at this time scale. At the within-day time scale, near-surface peat temperature 

was shown to be a very poor predictor of the CO2 flux (Figure 6.21 and Table 6.5) 

and CO2 flux seemed mostly driven by DWT. Even though the two models 

predicting the CO2 flux based on T at 30 mm and DWT (Equations 6.4 and 6.5) 

were able to explain between 67% and 79% of the variation in the data, the large 

residuals of both models indicate that the regression models are a poor tool for 

predicting CO2 fluxes at this within-day time scale (Figure 6.22). However, for the 

purpose of predicting future CO2 losses and understanding the impacts of 

management practices on CO2 losses modelling CO2 effluxes at the fine within-

day time scale is probably not necessary. 
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Using daily averaged DWT and temperature at 30 mm improved the 

performance of both models. The linear and non-linear model explained 76 and 

86% of the variation, respectively (Figure 6.8 and Table 6.3). For such relatively 

simple regression models, this was regarded as adequate, and at the high end of 

the range of R2 values found in other peatland studies (e.g. Silvola et al., 1996; 

Waddington et al., 2002).   

Even though the simple regression models applied to daily averaged data 

explained much of the observed variation in soil respiration, and were able to 

identify DWT as the most important driver of CO2 fluxes, they are of limited value 

when trying to increase detailed understanding about the underlying processes  

(Luo and Zhou, 2006). Even in a relatively simple ecosystem like the bare 

peatland, several processes interact to determine the measured rate of CO2 

efflux as a result of heterotrophic respiration. Rate of CO2 production, change in 

storage of CO2 in the soil (or peat) and transport of CO2 to the surface together 

determine the efflux of CO2 at any one time. The change in the thickness of the 

CO2-producing layer depending on the position of the water table added 

complexity at the peatland. Moisture content and temperature affect CO2 

production, storage and transport both directly and indirectly (Davidson and 

Janssens, 2006). Whereas regression models like the ones tested in this study 

shed little light on how these processes interact to result in the final measured 

CO2 flux (especially at the within-day timescale), mechanistic or ‘process-based’ 

models can be used to study the combined effect of the processes that make up 

soil respiration (Luo and Zhou, 2006). These models describe either CO2 

production (e.g. RothC (Coleman and Jenkinson, 2008) or CENTURY (Parton et al., 

2001)), or CO2 production and diffusion (e.g. Fang and Moncrieff, 1999; Jassal et 

al., 2004), and can be used to gain more detailed insight into the various 

mechanisms underlying soil respiration. These process based models are more 

suited, for example, to examine the vertical partitioning of the CO2 production, 

changes of temperature sensitivity with depth (e.g. Davidson et al., 2006b), and 

short-term dynamics of soil CO2 efflux. However, mechanistic models can be 

complex, have greater requirements with regards to site-specific input variables 
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(Khomik et al., 2009), are difficult to validate (Reichstein et al., 2003) and 

consequently fell outside the scope of the current study. 

6.5 Summary 

Measurements made using an automatic chamber were used to 

investigate the control of depth to water table (DWT), volumetric moisture 

content (VMC) and peat temperature (T) on the CO2 efflux resulting from 

heterotrophic respiration (HR) at a bare peatland.  

The highest daily averaged values for HR were measured in summer and 

were associated with high temperatures, deep water tables and low values for 

surface VMC. Using simple regression equations, DWT appeared the most 

important driver of the daily averaged CO2 flux (highest R2). The most important 

effect of DWT was probably its control of the depth of the aerated layer of peat, 

which varied between 50 mm in winter and 440 mm in summer. Because 

diffusion of oxygen is 10,000 times faster in air than in water, this increase of the 

aerated peat layer would have greatly increased the contribution of microbes in 

deeper peat layer to the total CO2 flux.  

There was evidence that microbial activity in the very top layer of the 

peat might have been moisture limited in summer: highest HR were measured at 

night when dew formation and absorption of water vapour might have served as 

a source of water and small rainfall events occasionally caused large increases in 

CO2 efflux. 

However, because the total CO2 flux at the surface was the result of 

microbial activity within a thick layer of peat, this potential decrease of microbial 

activity at the very surface, caused by low moisture conditions, did not cause a 

decrease in total daily averaged CO2 flux, as drying of the surface was 

accompanied by an increase in the aerated layer. This means that, for the bare 

peatland, the conceptual model with decreased microbial activity at both ends of 

the moisture scale (i.e. either too dry or too wet, Figure 6.1), was not fully 

observed. However, under wet conditions, low fluxes were observed, 

accompanied by a weak response of HR to temperature, most likely because 
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much of the peat profile was saturated and lack of oxygen limited the rate of 

respiration.  

Temperature sensitivity could not be determined with certainty using 

daily averaged values for the temperature and CO2 flux, because the obtained 

Q10 values varied depending on the depth chosen for the temperature 

measurements. Also, moisture conditions were likely to have confounded the 

temperature response. The observed Q10 based on the average temperature of 

the peat layer above the water table was 2.87, which sat within the range of 

Q10’s obtained using temperatures at individual depths and was comparable to 

Q10’s found in other peatland ecosystems. Data collected at a higher time 

resolution (i.e. 15 minute data) proved very unsuitable for determination of the 

temperature sensitivity.  

Simple regression models using DWT and T, applied previously at other 

peatlands (Silvola et al., 1996; Waddington and Warner, 2001), were able to 

explain 76–86 % of the variation in daily averaged HR. Using the mean 

temperature of the peat layer above the water table did not improve the 

proportion of explained variation. Possibly inclusion of more variables (e.g. 

temperature at a second depth (Reichstein et al., 2005b)) might improve the 

quality of the model. Alternatively, a mechanistic model which explicitly models 

the processes of CO2 production at different depths and CO2 transport though 

the peat might lead to a higher proportion of explained variance, and increase 

understanding of the underlying processes of soil respiration.  

Because peatlands generally contain a deep layer of partly decomposed 

organic matter, they are a large store of carbon at a global scale. This study 

indicated that the position of the water table depth was the main driver of CO2 

effluxes from the bare peatland. This suggests that changes in hydrological 

conditions (for example those due to global change or change of management) 

might be more important than changes in temperature for determining CO2 

losses from bare peatlands.  
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Chapter 7 Summary and conclusions 

7.1 Introduction and review of thesis objectives 

Soil carbon is important because it increases soil quality and productivity 

through increasing water holding capacity, nutrient retention and improving soil 

structure (Luo and Zhou, 2006; McLaren and Cameron, 1996). Soil carbon also 

forms a large store of terrestrial carbon, which, if (partly) lost to the atmosphere 

as CO2, would have major implications for the global climate (Davidson and 

Janssens, 2006; Friedlingstein et al., 2006; Jones et al., 2003; Kirschbaum, 2004).  

Because of the important functions of soil carbon for soil quality and the 

global carbon cycle, it is of utmost importance to improve our understanding of 

the drivers and magnitude of CO2 losses from soils. Uncertainty still exists about 

what controls losses of CO2 through heterotrophic respiration by microbes (Jones 

et al., 2003; Trumbore, 2006). The abiotic process of photodegradation has only 

recently been identified as a contributor to CO2 losses from litter at small scales 

(Anesio et al., 1999; Brandt et al., 2009), and no studies have estimated the 

contribution of photodegradation to CO2 losses from SOM and litter at larger 

scales. 

 

The aim of this thesis was to increase understanding about the controls of 

CO2 losses from terrestrial organic matter. This overall aim was divided into three 

objectives (See also Section 1.2): 

1. Determine the contribution of photodegradation to total CO2 losses  

2. Investigate the controls of irradiance-induced CO2 production 

3. Examine the controls of microbial respiration rates at a bare peatland. 

 

CO2 fluxes were measured at a bare peatland using eddy covariance and 

chambers. Differences between the CO2 fluxes measured by these two methods 

indicated that photodegradation contributed to CO2 losses, in addition to 

microbial respiration. Observations of CO2 fluxes from a grassland in California 

collected during the dry summer period when plants had died were also 
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examined for evidence of photodegradation.  Furthermore, short incubations in 

a small closed chamber setup (referred to as the ‘container’) were used to study 

irradiance-induced CO2 losses and its controls.  

The following five sections will summarise the results and conclusions 

related to the objectives listed above. The final section will describe 

recommendations for further research.  

7.2 Magnitude of CO2 efflux resulting from microbial 

decomposition and photodegradation 

At both the bare peatland in New Zealand and the summer-dead 

grassland in California, incoming solar radiation exerted direct control over the 

CO2 efflux at ecosystem scales through the process of photodegradation of 

organic matter (OM) under ambient conditions of soil moisture, temperature and 

radiation. The contribution of irradiance-induced CO2 fluxes was quantified by 

comparing eddy covariance (EC)  measurements (which determined the total CO2 

efflux) with the CO2 flux measured using either an opaque chamber (at the 

peatland) or the CO2 gradient technique (at the grassland). In addition, 

comparisons were made between EC fluxes obtained at night and during the day 

under similar temperature and moisture conditions. At the peatland, total annual 

CO2 losses were estimated to be 269 g C m-2 y-1 of which between 13% and 25% 

was the result of photodegradation. For the grassland, the irradiance-induced 

portion of the CO2 flux could only be estimated when photosynthesis was not 

taking place, i.e. during the summer period when the grass had senesced. 

Excluding periods during and immediately after rain, total CO2 losses during the 

dry summer period (~3 months) were estimated to be 27 g C m-2 (or 0.31 g C m-2 

d-1), of which approximately 60% was irradiance-induced.  

The detection of substantial production of irradiance-induced CO2 from 

two very different ecosystems suggested that photodegradation might also occur 

in other ecosystems with exposed OM, such as sparsely vegetated arid and semi-

arid ecosystems, savannas, croplands after harvest or ecosystems during 

drought. This contribution is currently not recognised in conceptual and 

numerical models of ecosystem carbon cycling.  
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Another implication of these results is that the method of flux partitioning 

commonly applied in ecosystem CO2 exchange research using EC, whereby 

daytime CO2 losses are modelled based on measured night-time CO2 losses, 

might be invalid if photodegradation contributed substantially to ecosystem-

scale CO2 losses during the day. Consequently, especially in ecosystems where 

much of the dead organic matter is exposed to solar radiation, it is advisable to 

carefully test whether light intensity affects the CO2 losses from litter and soil, 

for example by using transparent chambers and comparing measurements made 

during the night and day.  

7.3 Mechanisms of irradiance-induced CO2 production 

There are several ways by which solar irradiance can affect CO2 losses 

from terrestrial organic matter. Solar irradiance can directly break down bonds in 

OM, either into smaller organic molecules that can be further decomposed by 

microbes (microbial facilitation), or completely to CO2 (photochemical 

mineralisation).  In contrast, exposure of OM to UV irradiance can also have a 

negative effect on surface-dwelling microbes (microbial inhibition), thereby 

potentially lowering CO2 losses by microbial respiration.  

At both the peatland and the grassland, CO2 fluxes measured in the 

presence of solar radiation were greater than those in the dark under that same 

moisture and temperature conditions, suggesting that the mechanisms that 

enhanced CO2 losses (i.e. microbial facilitation and photochemical 

mineralisation) overshadowed any possible negative effect of radiation on 

microbes.  

The CO2 fluxes measured during the container study were the result of 

photochemical mineralisation alone, because the organic matter in the container 

was too dry to support microbial activity and CO2 fluxes in the dark were zero. It 

is likely that, in the field, photochemical mineralisation also was the main CO2 

producing mechanism, although data obtained during previous studies do 

suggest that asynchronous microbial facilitation might have occurred at the 

grassland. Solar irradiance might partly break down OM during the dry season, 

thereby making substrates available for microbial decomposition as soon as 
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moisture limitations for microbes are alleviated by rainfall. Consequently, 

microbial decomposition facilitated by photodegradation may be a mechanism 

contributing to the ‘Birch effect’.  

7.4 Controls of irradiance-induced CO2 production 

Both field and container measurements indicated that the intensity of 

solar irradiance was the most important factor controlling rates of CO2 losses 

through photodegradation. In the field, the sensitivity of CO2 production to 

incoming solar irradiance (or dose-response coefficient, here defined as moles of 

CO2 produced per unit of energy of incoming solar irradiance) seemed to 

increase with increasing solar irradiance, temperature and UV irradiance. 

Moisture status of the peat did not seem to affect irradiance-induced CO2 losses.  

Container incubations performed while blocking part of the solar 

spectrum indicated that irradiance in the UV region of the solar spectrum was 

responsible for approximately 14% of the total CO2 losses by photodegradation. 

This estimate for the contribution of UV irradiance was lower than the 

contribution found by Brandt et al. (2009), who found a contribution of 48% to 

the CO2 flux caused by UV. Incubations also showed that senesced grass and 

maize leaves produced less CO2 when exposed to solar irradiance than peat (0.05 

and 0.08 µmol CO2 m-2 s-1 for grass and maize respectively compared to 0.24 

µmol CO2 m-2 s-1 for peat at high irradiance levels). Evidently, different substrates 

responded differently to irradiance, but the causes of these different responses 

were not clear. Most likely, the irradiance-induced CO2 production is associated 

with albedo of the substrate and the organic matter chemistry.  

In the field, irradiance-induced CO2 fluxes observed at high irradiance 

intensities were almost 5 times larger than those observed in the container when 

expressed on an area basis. The cause for this difference is not known, and until 

an explanation can be found, this finding stresses the importance of conducting 

field experiments in addition to small scale (lab) experiments.   
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7.5 Controls of microbial respiration at the peatland 

The position of the water table was the main driver of the CO2 flux 

resulting from microbial respiration at the peatland. The water table depth 

determined thickness of the aerated peat layer in which aerobic respiration 

could take place. At the average daily time scale, temperature positively affected 

respiration rates. The observed Q10 increased from 2.3 when using the peat 

temperature at 20 mm depth for the Q10 calculation, to 4.7 when using the peat 

temperature at 400 mm depth. Because of this dependence of Q10 on the 

measurement depth of the temperature, and likely confounding effects of 

changing moisture conditions throughout the year on the observed temperature 

sensitivity, it was not possible to determine the ‘true temperature sensitivity’. 

Possibly, the Q10 of 2.8 calculated using the mean temperature of the peat layer 

above the water table (which varied throughout the year) was the best estimate 

of the temperature sensitivity.  

Two simple regression models previously used in northern hemisphere 

peatlands could be fitted to predict 76-86% of the observed variation in the daily 

averaged CO2 flux based on water table depth and peat temperature. 

Within-day variation of CO2 flux could not easily be explained using peat 

temperature. In winter, when the water table was shallow, a weak peak in CO2 

efflux was observed during the warmest part of the day, but in summer, when 

the water table was deep, the CO2 efflux peaked during the night when surface 

temperatures were lowest. This pattern was probably caused by the complex 

interplay of the greater thickness of the CO2 producing layer in summer 

compared to winter, the propagation of the diurnal heat wave down the soil 

profile (causing a phase shift and decrease in amplitude with depth) and a range 

of diffusion times depending on which depth the CO2 was produced at. 

Consequently, without more detailed mechanistic modelling, accurate prediction 

of the within-day variation of the CO2 efflux was not possible. However, for the 

purpose of predicting future CO2 losses and increasing understanding of the 

effects of management practices, modelling at the daily averaged timescale, or 

seasonal timescale, is probably sufficient.  
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7.6 A new conceptual model 

Presented below is a new conceptual model of CO2 losses from terrestrial 

organic matter based on the findings of the current study at a bare peatland and 

an annual grassland (Figure 7.1).  

The process of microbial respiration (blue solid line in Figure 7.1) has 

traditionally been assumed to be solely responsible for the decomposition of 

organic matter and therefore production of CO2 from soil and litter. Although 

some uncertainties remain (Jones et al., 2003; Trumbore, 2006), the effects of 

temperature and moisture on microbial respiration and CO2 losses are 

reasonably well understood in many ecosystems (blue dashed lines in Figure 7.1).  

The abiotic process of photodegradation has been ignored in most 

ecosystem carbon cycling studies and, in contrast to microbial respiration, there 

is only very limited understanding of mechanisms of photodegradation, the 

abiotic drivers and its importance for ecosystems worldwide.  

Results of the current study suggest that photodegradation should be 

included to the conceptual model (red lines in Figure 7.1) as a mechanism 

contributing to decomposition and CO2 production. 
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Figure 7.1 In addition to microbial decomposition and its controls (in blue), photodegradation 
and its controls (in red) need to be added to the conceptual model of CO2 losses from 
terrestrial organic matter (based on the current study at the peatland and the grassland).  

 

7.7 Recommendations for further research 

The conceptual model presented above (Section 7.6, Figure 7.1) needs to 

be tested in a range of other ecosystems and greater understanding needs to be 

developed of the environmental controls. Controlled manipulative laboratory 

studies are most suited to help us gain knowledge about the mechanisms of 

photodegradation and to help disentangle the different abiotic controls such as 

temperature, moisture, substrate species and quality, wavelength distribution 

and irradiance intensity. The container setup developed in this research allows 

rapid testing of the influence of these parameters on irradiance-induced CO2 

losses. However, to gain insight into the importance of photodegradation to total 

CO2 fluxes under more realistic conditions, field studies with measurements 

made under natural field conditions and at appropriate scales are crucial (Smith 

et al., 2010; Yue et al., 1998). Therefore, future research into photodegradation 

of terrestrial organic matter should combine small scale controlled experiments 
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and large scale field experiments. Recommendations for both small scale studies 

and field studies will be made in Sections 7.7.1 and 7.7.2, respectively. 

After testing the conceptual model in a wide range of ecosystem and 

increasing understanding about the mechanisms and controls of 

photodegradation, numerical models need to be developed that describe the 

magnitude of photodegradation and irradiance-induced CO2 losses under 

different environmental conditions. Section 7.7.3 will present some 

considerations for future modelling work.  

7.7.1. Small scale studies 

Small scale studies like the real-time incubations presented in Chapter 5 

could be used to disentangle the controls of photodegradation. Of special 

interest are: 

 Separating the effect of temperature and solar irradiance on 

photodegradation and the examination of interactive effects of 

temperature and radiation.  

 Determining the effect of moisture on photodegradation (both in the 

presence and absence of microbial activity). 

 Examining the potential contribution of photodegradation to the Birch 

effect (the often-observed pulse of CO2 emission in response to rainfall 

after periods of prolonged drought) by measuring biological respiration 

from incubated litter that has been re-wetted after different durations of 

exposure to solar irradiance.  

 Studying the susceptibility of different substrates (dead litter and soil, but 

also live and partly senesced leaves) to photodegradation. When 

combined with determination of the substrate chemistry before and after 

exposure this might shed light on which compounds are most responsible 

for the irradiance-induced CO2 fluxes.  
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7.7.2. Field studies  

At the larger scale, field studies should be focused on measuring 

irradiance-induced CO2 fluxes from different ecosystems with exposed dead 

organic matter, for example, sparsely vegetated shrublands, savannas, seasonal 

grasslands, agricultural fields after ploughing and other ecosystems during 

seasonal droughts. This will require a combination of methods. In addition to the 

eddy covariance systems, opaque chambers and soil CO2 profiles that were used 

in this study, transparent chambers could be used to measure the total (= CO2 

from biological + abiotic processes) CO2 production.  

In addition to new field studies, data from previous studies can be used to 

gain insight into the importance of photodegradation for the total CO2 flux in 

other ecosystems. The FLUXNET database (http://www.fluxnet.ornl.gov/) is a 

large repository for CO2 flux and supporting data collected across the globe, and 

these data could be subjected to similar analyses to those presented in Chapter 4 

to estimate the contribution of photodegradation to CO2 losses.   

Currently, no technique is available for partitioning the total CO2 flux 

measured in vegetated ecosystem into photosynthesis, biological respiration and 

photodegradation. If a method were developed that facilitated this partitioning, 

this would greatly enhance the research into irradiance-induced CO2 losses.   

The current study has only examined the extent to which 

photodegradation affects the carbon cycling in ecosystems. However, in addition 

to affecting decomposition rates (determined as mass loss) and CO2 losses, 

photodegradation also might affect ecosystem functioning via the release of 

nutrients from OM. Photodegradation, in contrast to microbial decomposition, 

does not require nutrients, because “physical processes have no metabolic 

nutrient requirements” (Brandt, 2009). For example, a few studies have already 

identified that decomposition by photodegradation was not accompanied by 

nitrogen immobilisation (Brandt et al., 2007; Parton and Silver, 2007), as is often 

observed in microbial decomposition (Swift et al., 1979). It has been 

hypothesised that where photodegradation is the dominant decomposing 

process, carbon and nutrient cycling may be decoupled (Brandt, 2009). 
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Therefore, a key question to be addressed in future research is to determine the 

role of photodegradation in nutrient cycling.  

7.7.3. Modelling  

Previous studies have identified that models of carbon cycling which 

predict organic matter decomposition as a function of temperature and moisture 

perform poorly in dry ecosystems where photodegradation is likely to contribute 

considerably to the total mass loss (Parton and Silver, 2007). The current study 

highlights the need for photodegradation to be separately accounted for in 

carbon cycling models and coupled carbon-climate models.  

Although much is still unknown about the drivers of photodegradation, it 

seems apparent that decomposition and CO2 production resulting from 

photodegradation differ from decomposition and CO2 production as a result of 

microbial activity in several aspects:  

 Solar irradiance is the most important direct driver of decomposition by 

photodegradation, rather than moisture, temperature and nutrient status 

of OM which are important drivers of microbial degradation 

 In carbon models, decomposition rates of OM often depend on the 

remaining mass of OM. However, for photodegradation, the remaining 

mass of the OM is not relevant, because photodegradation rates are 

controlled by exposed area instead of remaining mass. Only OM exposed 

to solar irradiance can photodegrade, and therefore, the ratio of exposed 

to shaded litter will be more important than absolute amounts of litter. 

 Although consensus has not been reached, several studies report that 

lignin, a compound of OM that is typically slowest to be decomposed by 

microbes and therefore regarded as ‘stable’, might be most susceptible to 

photodegradation.  

 

Consequently, carbon cycling models aimed at predicting decomposition 

in ecosystems where photodegradation is important would need to address 

these differences between the environmental controls of biological 

decomposition and photodegradation. 
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Photodegradation is an underexplored and potentially important 

component of ecosystem-scale CO2 emissions which is likely to be a fruitful area 

of research in the future.  
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Appendix B Timing error 

B.1 Introduction 

To assure reliable measurements of turbulent fluxes of water vapour 

(H2O) and carbon dioxide (CO2) from an eddy covariance (EC) system, it is 

necessary that signals from the gas analyser and sonic anemometer are 

synchronized (Aubinet et al., 2000; McDermitt, 2003; Wolf et al., 2008; Zeller et 

al., 2001). A common approach to synchronise the signals from the gas analyser 

and sonic anemometer is to find the delay (within a window allowed by the 

researcher) where the absolute correlation coefficient is optimal (e.g. Aubinet et 

al., 2000; Leuning and King, 1992; McMillen, 1988 and references therein). This 

approach is often applied when using closed path EC systems because of the 

(sometimes large) lag between sonic anemometer and gas analyser signals 

caused by the time it takes for air to travel through the tube from the sampling 

point close to the anemometer to the gas analyser. In contrast, this practice is 

not universally applied when using open path gas analysers because 

anemometer and gas analyser are co-located and there is no ‘transport time’ of 

air. The only processes that could lead to a-synchronous signals from sonic 

anemometer and gas analyser in this case are sensor separation and a difference 

in the processing time of the two sensors. Sensor separation and is normally 

accounted by frequency response corrections, for example those suggested by 

Moore (1986) or Massman (2000). The difference in processing time between 

the two sensors is constant with time (i.e. it is a fixed lag) and can be accounted 

for in the processing software (e.g. Haslwanter et al., 2008).  

If the signals of the sonic anemometer and gas analyser are not properly 

synchronised and fluxes are calculated with a ‘timing error’, this causes a 

degradation of the correlation between the fluctuation in gas density and vertical 

wind speed, and leads to an underestimation of the measured flux (McDermitt, 

2003; Wolf et al., 2008; Zeller et al., 2001). 

In 2003, LI-COR discovered a timing error in the embedded software of 

the LI-7500 open path gas analyser and sent a notice to all users to upgrade to 

the new improved version of the software and to change the settings 



250  Timing error Appendix B 

 

 

(McDermitt, 2003). LI-COR’s experiments indicated that the size of the 

underestimation of fluxes caused by this timing error was affected by wind speed 

and installation height, where largest errors were expected above a short crop at 

high wind speeds (McDermitt, 2003).  The magnitude of the error was reported 

to be between 0 and 15% for CO2 and H2O fluxes (McDermitt, 2003).  

Several other studies have examined the effect of errors in signal 

synchronisation on the calculated fluxes (summarised in Table B.1). 

 

Table B.1Overview of studies on the effect of a timing error between signals of the gas analyser 
and sonic anemometer. 

 Measurement 
height 

Measurement 
frequency 

Timing 
error 

Underestimation 
of LE  

Underestimation 
of Fc 

 (m) (Hz) (scans) (%) (%) 

(Zeller et al., 
2001) 

2.6 10 2 9 - 24 10 - 27 

Application 
note 

LI-COR 
(McDermitt, 

2003) 

2 setups: 2.2 
and 3.1 m 

above canopy 
10 1 0 - 15 0 - 16 

Mauder 
(2004) 

2.4 m 20 2-3 7 33 

Christen 
(2005) 

5 setups 
between 2.4 
and 31.7 m 

20 1 0 - 2 0 - 3 

Baker and 
Griffis 
(2005) 

Varied 
throughout 

season 
10 1.3 - 5 - 13 

Wolf et al. 
(2008) 

1 m above 
canopy 

10 ~1.5* 8 20 

*Personal communication Adam Wolf.  

 

Christen (2005) analysed the effect of the timing error using data 

obtained at several sites and found small underestimations (0 to 3%) for the CO2 

flux. The largest underestimates were found when instruments were mounted 

closer to the roughness elements. Baker and Griffis (2005) also found 

underestimations of both LE and Fc  of between 5-13% when measuring over a 

corn-soybean field. Mauder (2004) showed one day of data for an experiment 

where instruments were mounted 2.4 m above a corn field, with a sampling 

frequency of 20 Hz. The timing error of 2-3 scans lead to an underestimation of 

7% for LE and up to 33 % for Fc. Similarly large underestimation of fluxes were 
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measured by Wolf et al. (2008), who measured turbulent fluxes at 10 Hz 1.3 m 

above ground level, which was 1 m above a pristine grass-forb steppe. When 

correcting for the lag of approximately 1.5 scans (pers. comm. Adam Wolf) 

between anemometer and gas analyser signals, the CO2 flux increased by 20%, 

whereas the effect on LE was much smaller with an 8% increase.  

 

B.2 Timing error at the peatland  

B.2.1 Aim 

Our research group never received notification from LI-COR about the 

error in the embedded software of the LI-7500, and the peatland data presented 

in this thesis was collected with an LI-7500 gas analyser with the incorrect 

settings of the embedded software. This meant that the signals of the sonic 

anemometer and gas analyser were not properly synchronised before calculation 

of the fluxes of water vapour and CO2. Recalculation of fluxes with the correct 

delays was not possible because high-frequency data were not available. In July 

2007, after the current study at the peatland, the EC system was moved to a 

pasture site and upgraded to store high-frequency data. This section describes 

how the high frequency data at the pasture site were used to estimate the error 

in fluxes of water vapour (LE) and CO2 (Fc) caused by the timing error at the 

peatland. 

B.2.2 Methods: Estimation of effect of timing error 

In short, the size of the bias in LE and Fc at the peatland as a result of a 

timing error was estimated using the following approach: 

 at the pasture site, fluxes were calculated with and without a simulated 

timing error  

 empirical relationships were developed between the size of the 

underestimation of the flux caused by the timing error and relevant 

variables. 

 the empirical relationships were applied to the peatland data to correct 

for the underestimation of the flux caused by the timing error. 
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These steps will be further explained below. 

After the study at the peatland, the open path EC system was upgraded 

to store high frequency data before it was installed at a dairy farm in December 

2007 for a different research project (Kuske, 2009; Mudge, 2009). This pasture 

site was situated approximately 50 km from the peatland site. Instruments were 

mounted at 2.85 m and the sampling frequency was increased to 20 Hz. At the 

peatland, measurements affected by the timing error had been made at both 1.5 

m and 2.5 m height. Because measurement height was expected to influence the 

effect of a timing error (Christen, 2005; Mauder, 2004), the instruments at the 

pasture site were temporarily lowered from their normal measurement height of 

2.85 m to 1.5 m for 22 days in June 2008 so that the effect of the timing error 

could be determined for both heights. For the analysis, the 20Hz high frequency 

data from the pasture site were sub-sampled to 10 Hz to match the sampling 

frequency at the peatland. The main remaining difference between the peatland 

site and the pasture site was the vegetation cover: the peatland was bare 

whereas there was short grass at the pasture site.  

Covariances were calculated for the pasture site using an optimal delay 

determined by maximizing the absolute correlation coefficient between vertical 

wind speed and scalar concentration (Aubinet et al., 2000). Optimum delays 

were calculated separately for CO2 and H2O. The covariances were rotated using 

the classic 2D rotation (McMillen, 1986) , and corrected for the moisture effect 

on the sonic temperature (Schotanus et al., 1983) and for loss of frequency 

response (Moore, 1986). The WPL term was not added at this stage and these 

fluxes will be referred to as ‘before-WPL’ fluxes. In the same manner, two other 

sets of covariances were calculated for which the signals of vertical wind speed 

and scalar concentration were shifted by 1 and 2 scans respectively. These 

covariances were combined in a weighted average to give the covariance at a 

delay of 1.3 scans, because this was the number of scans that the signals were 

mis-aligned by during the measurements at the peatland (Box 1). 
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Previous studies suggest that the size of the underestimation of the flux is 

affected by measurement height, the size of the flux itself (LE or Fc), wind speed, 

wind direction and sensor separation (Section B.1 and references therein). 

Stepwise regression was used to determine which of these variables were most 

strongly correlated to the underestimation of the flux. Because stringent filtering 

was already applied for wind direction at the peatland because of the limited 

fetch, wind direction was not considered in the development of the empirical 

relationships.  Also, sensor separation was not included as a potential predictor 

because sensor separation was small (60 mm) and it was assumed that the effect 

of the sensor separation was already corrected for by the frequency response 

correction. Using the remaining potential drivers (size of the flux and wind speed 

Box 1 

 To calculate turbulent fluxes correctly, the signals from the gas analyser and the sonic 

anemometer need to be synchronised. The processing time of the gas analyser however is longer 

than that of the sonic anemometer, resulting in an a-synchronous transfer of the signal to the 

datalogger that collects the data and calculates the fluxes. For this reason, the datalogger is 

programmed to delay the sonic anemometer signals so that it matches the time it takes for the gas 

analyser to process and transfer the measurements to the datalogger.   

The documentation provided by LI-COR stated that the processing time of the LI-7500 was 230 

ms (Table B.2, (McDermitt, 2003)), which equals 2.3 scans at 10 Hz To make this a round number, 

extra delay steps were added in the embedded software of the LI-7500 (11 steps of 6.579 each), to 

get a total delay time of 230 ms + 11 · 6.579 ms = 302 ms. The datalogger was therefore 

programmed to delay the sonic anemometer signals by 302 ms/100 ms scan
-1

 ≈ 3 scans.  

 

Table B.2 Total system delay calculation. Total delay = delay time + (delay step · delay step 
increment). Data from McDermitt (2003).  

 Delay time 

(ms) 

Delay step 

(ms) 

Delay step 

increment 

Total delay  

(ms) 

Number of 

scans (10 Hz) 

Published 230 6.579 11 302* 3 

Actual  
88-147 

(mean 117) 
4.5 11 

138-197 

(mean 167) 
± 1.7 

 
 However, the values reported in the documentation were found to be incorrect, with both the 

delay time and the delay step shorter than reported (Table B.2). This resulted in a total delay of 

approximately 167 ms, or 1.7 scans. The datalogger however was still set to delay the anemometer 

signals by 3 scans, introducing a timing error of approximately 3 – 1.7 = 1.3 scans.  
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u), separate regressions were determined for the underestimation of the flux (= 

before-WPL flux with a timing error of 1.3 scans minus before-WPL flux without 

timing error) for both fluxes (LE and Fc) at both measurement heights (2.85 m 

and 1.5 m). Outliers for all regressions were removed using a 95% confidence 

interval.  

To correct for the timing error at the peatland, the obtained regression 

equations were used to estimate the bias in the before-WPL LE and Fc separately 

for both measurement heights. It was assumed that the difference in height for 

the ‘high instalment height’ between pasture site and peatland (2.85 m and 2.5 

m, respectively) would not affect the results and the regression equations based 

on data collected at 2.85 m at the pasture site were used to predict the 

underestimation of the fluxes obtained at 2.5 m at the peatland. These 

underestimations were added to the before-WPL fluxes to obtain an estimate of 

the correct before-WPL flux. For each estimate the WPL term was individually 

calculated and added to obtain the final flux. 

B.2.3 Results and discussion 

Effect of the timing error on Fc and LE at the pasture site 

Figure B.1 illustrates how asynchronous signals from the sonic 

anemometer and gas analyser caused underestimation of before-WPL fluxes of 

water vapour and CO2 at the pasture site. Largest fluxes (most positive for LE and 

most negative for Fc) were calculated when the optimal delay was used, whereas 

introducing a delay of -2, -1, +1 or +2 scans led to an underestimation of the 

fluxes. The underestimation seemed linear with the number of scans delayed 

(i.e. the underestimation with a delay of 2 scans was twice as large as the 

underestimation with a delay of 1 scan), which justified the approach with the 

weighted average to obtain the underestimation of the flux at 1.3 scans.  
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Figure B.1 Example of the effect of lack of synchronization of the signals from the sonic 
anemometer and the gas analyser on the size of the raw (before-WPL) fluxes of water vapour 
(a) and CO2 (b). Data presented were collected at the pasture site during 6 half hours on 26 Feb 
2008 with instruments mounted at 2.85 m.  

 

Using stepwise regression, u2 and LE were identified as significant 

predictors of the underestimation of the before-WPL LE caused by the timing 

error. For the CO2 flux Fc, the best relationship (i.e. highest portion variance 

explained) was found using u, Fc and Fc
2. The regression parameters and R2 

values can be found in Table B.3 and the regressions are shown in Figure B.2. 

Regressions explained between 76% and 91% of the total variance.  
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Table B.3 Regression parameters for equations estimating the underestimation of the flux as a 
result of the timing error. 

Flux 
Measurement 
height 

Regression parameters R
2
 n 

  a b c    

LE High 4.00 - 0.447 - 0.0665  0.83 851 
 Low 2.95 - 0.731 - 0.132  0.89 75 
        
  d e f g   

Fc High -0.540 0.192 - 0.0756 0.581·10
-3

 0.77 859 
 Low -0.574 0.216 - 0.147 3.89·10

-3
 0.75 72 

Regression equations LEcubaLE  2
and 

2

ccc FgFfuedF  where 

ΔLE  and ΔFc  are the underestimation in LE and Fc respectively. R
2
 is the fraction of the variance 

that was explained by the total regression. The number of observations is given by n. 
 

 

 

Figure B.2Regressions used to describe the error in the before-WPL flux of water vapour (a and 
c) and CO2 (b and d) based on wind speed and the flux for high (a and b) and low (c and d) 
measurement heights at the pasture site. Points are the measured data and planes depict the 
regressions listed in Table B.3. 

 

a)  c)  

b)  d)  
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Effect of the timing error on Fc and LE at the peatland 

The regression equations based on the data from the pasture site were 

applied to the peatland data to obtain estimates of the underestimation of the 

before-WPL Fc and LE at the peatland. 

Following Wolf et al. (2008), the effect of the timing error at the peatland 

was assessed by the slope of the regression of the flux affected by signal 

asynchrony (as dependent variable) vs. the flux corrected for the signal 

asynchrony (as independent variable; see Figure B.3 for an example). 

 

 

 

Figure B.3 Regression of Fc affected by the timing error on Fc corrected for the timing error (TE) 
before (a) and after (b) addition of the WPL term for peatland data obtained at the low 
measurement height. The black line indicates the 1:1 line, the grey line the regressions. 
Regression equations are listed in Figure B.4.  

 

 Before-WPL fluxes at the low measurement height were underestimated 

by approximately 15% and 16% for LE and Fc, respectively, as a result of signal 

asynchrony. At the higher measurement height, underestimations were smaller 

with 7% and 12% for LE and Fc respectively (Figure B.4). After-WPL LE was 

underestimated by approximately the same amount as the before-WPL LE: 14 % 



258  Timing error Appendix B 

 

 

and 7% for low and high measurement height, respectively (Table B.4), because 

of the relatively small size of the WPL term for LE. In contrast, when compared to 

the after-WPL flux, the underestimation of the CO2 flux caused by the timing 

error resulted in a much larger discrepancy. The addition of the (often large) WPL 

term to the CO2 fluxes often resulted in the change in the sign of the flux from 

negative (indicating apparent uptake by the peat surface) to positive (indicating 

loss of CO2 from the peat surface; Figure B.4; see also Appendix D).  Absolute 

values of the resulting positive after-WPL fluxes were smaller than those of the 

negative before-WPL fluxes. The smaller absolute value of the flux and the sign 

change meant that, when expressed as a ratio of the correct flux, Fc was on 

average overestimated by as much as 150 to 176 % for the high and low 

measurement height respectively as a result of the timing error (Table B.4 and 

Figure B.3). 

Figure B.4 shows an example of the large effect of the timing error on the 

after-WPL daytime CO2 fluxes during the summer of 2006.  

 

Table B.4Regression parameters for equations like corTE LEbaLE  where LETE is LE 

affected by the timing error, and LEcor is LE corrected for the timing error. Intercept units are W 
m

-2
 for LE and μmol m

-2
 s

-1
 for Fc. 

  Before WPL  After WPL 

Flux Measurement 
height 

Intercept Slope R
2
 Ratio  Intercept Slope R

2
 Ratio 

LE High 1.30 0.92 1.00 0.93  1.08 0.92 1.00 0.93 

 Low -2.6 0.86 1.00 0.85  -2.45 0.87 1.00 0.86 

           
Fc High 0.11 0.93 1.00 0.88  0.33 0.96 0.91 1.76 

 Low 0.15 0.83 1.00 0.84  -0.08 1.53 0.89 1.5 
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Figure B.4Example illustrating the effect of the timing error (TE) on before-WPL and after-WPL 
CO2 fluxes at the peatland during late summer in 2006. Grey dots are the before-WPL fluxes 
affected by the timing error. Addition of the WPL term to these biased fluxes would result in 
large positive fluxes (black dots). Regression equations (based on the pasture-site data) applied 
to the before-WPL peatland fluxes (grey dots) results in before-WPL fluxes that are corrected 
for the bias caused by signal asynchrony (white triangles). The size of the bias caused by the 
timing error is shown as asterisks (*). Note how the bias shows a clear diurnal variation with 
largest bias during midday. Addition of the WPL term to the before-WPL fluxes corrected for 
the timing error (white triangles) results in the final fluxes (white squares).  

 

The average underestimation of the before-WPL LE and Fc at the peatland 

(Table B.4) was within the range of underestimations caused by asynchronous 

signals reported by previous studies (Figure B.1 and Section B.1) but at the high 

end of the range found by LI-COR (McDermitt, 2003). The large size of the 

underestimation was probably due to the relatively low measurement height and 

high windspeeds at the peatland.  Zeller et al., (2001) , Wolf et al. (2008) and 

Mauder (2004) reported even larger values for the underestimation of LE and Fc, 

but these studies reported on the underestimations of fluxes caused by larger 

timing errors (from 1.5 to 3 scans) than occurred at the peatland (1.3 scans). 

Similarly, the very small underestimations reported by Christen (2005) were 

possibly the result of the very small timing error (1 scan at 20 Hz) that was 

examined. The effect of measurement height on the underestimation (Christen, 

2005; McDermitt, 2003) could most clearly be observed for LE at the peatland 

(decrease from 15% to 7% when moving from 1.5 to 2.5 m). Only at the high 

measurement height was the underestimation of LE smaller than that of Fc, 

similar to the findings by Mauder (2004) and Wolf et al. (2008). At the low 
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measurement height however, percentage underestimations were the same for 

LE and Fc, which was similar to the findings of McDermitt (2003), Christen (2005) 

and Zeller et al. (2001). 

Effect of timing error on energy balance closure at the peatland 

As an indicator of data quality, it is common to examine the degree to 

which the measured turbulent fluxes (sensible heat flux H + latent heat flux LE) 

can account for the available energy (net radiation Rn minus soil heat flux G, 

where G includes change of storage of heat in the soil) at the surface (Aubinet et 

al., 2000; Baldocchi, 2008a).  

There are two common approaches to evaluate the energy balance 

closure. The first is the energy balance ratio (EBR, see Wilson et al., 2002), 

defined as  

 

   GRLEH n EBR  Equation B.1 

 

The second approach uses the slope of the linear regression, with Rn -G as 

independent variable and H+LE as the dependent variable, as an estimate of 

energy balance closure.  

Before correcting for the underestimation of LE caused by signal 

asynchrony, energy balance closure was 84% (both EBR and the slope of the 

regression were 0.84, Figure B.5a). After correcting for the underestimation of LE 

caused by the timing error energy balance closure improved and the slope of the 

regression was 0.91 (EBR over the whole period was 0.92, Figure B.5b) 

B.3 Summary 

This appendix describes the effect of a timing error of 1.3 scans between 

the signals of the sonic anemometer and the gas analyser when sampling at 10 

Hz at the peatland. Because high frequency data were not available for re-

calculation of the fluxes with the correct delay, empirical correction equations 

based on high frequency data from a later installation of the same EC system at a 

different study site were used to quantify the effect of the timing error on fluxes  
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Figure B.5 Energy balance closure at the peatland for the low instalment height (1.5 m)  before 
(a) and after (b) correcting for the underestimation of LE caused by signal asynchrony. 
Regression equations were H + LE = -0.80 + 0.85 (Rn – G) before, and H + LE = 4.85 + 0.911 · (Rn – 
G) after correction. 

 

of CO2 and H2O. The multiple regression equations described the 

underestimation of LE and Fc as a function of wind speed and the flux itself. 

The calculated underestimations of the before-WPL LE and Fc ranged 

from 7% to 16% of the flux and showed some dependence on measurement 

height, mostly for LE. When compared to the final CO2 flux (after additions of the 

WPL term), the timing error caused an overestimation of the positive Fc of 150% 

to 176% depending on measurement height. The correction of LE for the timing 

error improved the energy balance closure from 81% before correction to 92% 

after correction.  

These results highlight the importance of synchronising the 

measurements from the sonic anemometer and gas analyser, not only when 

using a closed path EC system, but also for measurements made using an open 

path EC system.  
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Appendix C Estimates of UV irradiance at the 

peatland 

The intensity of UV irradiance received at the Earth’s surface is affected 

by seasonal changes in the distance between the sun and Earth, the solar zenith 

angle, the ozone amount in the atmosphere, cloud cover, aerosol loading of the 

atmosphere, altitude, and the albedo of the surface (Blumthaler and Webb, 

2003; Bodeker and McKenzie, 1996; Madronich, 1993; McKenzie et al., 1999). 

After solar zenith angle, cloud cover is the most important influencing factor 

(Bodeker and McKenzie, 1996). However, cloud cover is also highly spatially and 

temporally variable (Madronich et al., 1998) and therefore not easily 

characterised.  

UV irradiance is measured in New Zealand by the National Institute of 

Water and Atmospheric Research (NIWA) at five locations: Invercargill, Lauder, 

Leigh, Paraparaumu and Christchurch. For many other locations, NIWA makes 

available estimates of UV irradiance in the UV Atlas (Shiona et al., 2006). These 

estimates of UV irradiance are based on estimated clear-sky broadband 

irradiance (calculated from pressure, humidity and temperature using a radiative 

transfer model), estimated clear-sky UV irradiance (calculated from pressure and 

total column ozone using a radiative transfer model), and measured broadband 

irradiance (Shiona et al., 2006). To obtain estimates for the true UV irradiance, 

the calculated clear-sky UV irradiance is multiplied by a “cloud modifier function” 

(Bodeker and McKenzie, 1996) which uses the ratio of the measured broadband 

irradiance and the calculated clear-sky broadband irradiance to take into account 

the effect of clouds using: 

 

 pKKA clearskymeasclearskyestimated UVUV   Equation C. 1 

 

where UVestimated is the estimated true (i.e. affected by clouds) UV irradiance, 

UVclearsky is the calculated clear-sky UV irradiance, K↓meas is the measured 

broadband irradiance,  K↓clearsky is the calculated clear-sky broadband irradiance, 
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and A and p are coefficients that depend of the solar zenith angle (Bodeker and 

McKenzie, 1996; Shiona et al., 2006).  

For the estimation of UV irradiance at the peatland at Torehape, data 

from the UV Atlas (Shiona et al., 2006) were used. The closest location to the 

peatland for which estimates were available for clear-sky UV irradiance was 

Paeroa (37.373°S, 175.684°E, 19.3 km from the peatland). Instead of assuming 

that levels of real (=cloud-affected) UV irradiance at the peatland were the same 

as those at Paeroa, estimates of UV irradiance levels for Paeroa were adjusted 

for local cloud conditions using radiation information obtained at the peatland.  

Note that in this analysis the “broadband radiation” from NIWA was 

assumed to be the same as the “global radiation” or “shortwave incoming 

radiation” measured at Torehape. Both variables were measured with very 

similar instruments: a LI200 (LI-COR Inc., Lincoln, NE, USA) is commonly used for 

the NIWA network (NIWA, 2007) and was used by Bodeker and McKenzie (1996), 

vs. a SP Lite pyranometer (Kipp & Zonen, Delft, The Netherlands) that was used 

in the current study at the peatland. Both instruments measured the radiation 

between 400-1100 nm. 

To obtain estimates of the real (=cloud-affected) UV irradiance levels at 

the peatland at Torehape, these data for Paeroa were used in the following 

manner (summarised in Figure C.1):  

1. Calculated clear-sky broadband (K↓clearsky), UV irradiances (UVclearsky),  

cloud-affected UV irradiance (UVestimated) and measured broadband 

irradiance (K↓meas) were obtained for Paeroa from the UV Atlas. Hourly 

values from the NIWA database were interpolated to half-hourly values 

using linear interpolation. 

2. Global irradiance (K↓meas) was measured at the peatland at Torehape. 

K↓clearsky and UVclearsky at Torehape were assumed to be the same as at 

Paeroa. 

3. Solar zenith angle (SZA) for each time step was calculated using a Matlab 

script sun_position (Roy, 2004) which is an implementation of the 

algorithms presented by Reda and Andreas (2003).  
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4. To determine the “cloud cover modifier function” (Bodeker and 

McKenzie, 1996), equations were fitted that described the relationship 

between clear-sky and measured UV and broadband irradiances using 

data from the Paeroa station from the UV Atlas. Equation C.1 was re-

written to 

 

 pKKA clearskymeasclearskyestimated UVUV   Equation C.2 

 

Parameters A and p were fitted for different solar zenith angles (in bins of 

two degrees, see Figure C.2 for an example). 

5.  Assuming that the cloud modifier functions based on Paeroa could also 

be applied to Torehape, the fitted values of A and p were then used to 

estimated the real (cloud-affected) UV irradiation at Torehape using 

 

 pKKA t_Paeroaclearsky_at_Torehapemeasured_aat_Paeroaclearskly_eat_Torehapestimated_ UVUV 

 Equation C.3 
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Paeroa  Torehape 

Available data (from NIWA):  Available data: 

 Modelled clear-sky broadband  

 Modelled clear-sky UV 

  Modelled clear-sky broadband 

(assumed the same as at Paeroa) 

 Measured broadband  

 Estimated actual UV (UV Atlas) 

  Modelled clear-sky UV  

(assumed the same as at Paeroa) 

   Measured broadband 

 

 

 

 

  

Estimated actual UV = f(measured 

broadband, modelled clear-sky 

broadband, modelled clear-sky UV) 

  

  Estimated actual UV 

Figure C.1 Schematic showing the analysis steps followed to obtain estimates of ‘cloud-
affected’ UV irradiance at the peatland. 

 

 

 

 

 

Figure C.2 Example graph of the empirical cloud cover modification function based on data for 
Paeroa determined for solar zenith angles between 32 and 34 degrees. Fitted function was 
Equation C.2 with A = 1.074 and P = 0.950 with an R

2
 of 0.998. 

 

 

Determine cloud 
modifier function  
based on Paeroa data 

Apply cloud 
modifier function  
to Torehape data 
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Appendix D Density term 

This appendix provides background information on the density (or WPL) 

term (Section D.1.1), the potential for error propagation through the WPL term 

algorithm (Section D.1.2) and a short discussion on field studies examining the 

WPL term (Section D.1.3). Two recently identified potential issues with the 

application of the density term for data collected using an open path eddy 

covariance system with spatially separate sensors are considered in Section 

D.1.4. The size of the density term at the study sites, the potential error 

propagation and the potential implications of the issues caused by sensor 

separation at the grassland are discussed in Section D.2. 

D.1 Introduction 

D.1.1 Background to the WPL term 

When using the eddy covariance (EC) technique to determine the 

exchange of CO2 between the Earth’s surface and the atmosphere, it would be 

preferable to collect measurements of the mixing ratio of CO2 in air (in μmol CO2 

/ mol dry air) when determining the CO2 flux, because it does not change (i.e. is 

conservative , see Kowalski and Serrano-Ortiz, 2007) when air expands or 

contracts as a result of changes in heat or water vapour content. However, an 

open path gas analyser is not able to measure mixing ratios. Instead, it 

determines the density of CO2 in air (in kg m-3), which is not only affected by the 

release or uptake of CO2 at the surface-atmosphere interface, but also by 

changes in temperature and water vapour content of the air (i.e. it is non-

conservative).  This means that to calculate the real CO2 flux arising from 

exchanges at the surface it is necessary to account separately for the changes in 

CO2 density caused by exchanges of heat and water vapour at the surface (Webb 

et al., 1980). Webb, Pearman and Leuning (1980) were the first to formulate this 

so-called “density term” (also called Webb term, or WPL term), and addition of 

this term to the raw covariance is now a standard practice when calculating 

fluxes  using eddy covariance data (Aubinet et al., 2000; The Ameriflux Workshop 

Team, 2003). Although recently there have been discussions about the exact 
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formulation and reasoning behind the equation for the density term (Kowalski, 

2006; Kowalski and Serrano-Ortiz, 2007; Leuning, 2004; Leuning, 2007; Liu, 2006; 

Liu, 2005; Massman and Tuovinen, 2006; Paw et al., 2000), the original equation 

presented by Webb, Pearman and Leuning (1980) has been evaluated several 

times and has been found sound and applicable (Leuning, 2004; Leuning, 2007).  

This equation was re-written by Leuning (2004) as  

 














Tc

H

c

E
ccwF

p

ccc


''  Equation D.1 

 

where w is the vertical wind speed (m s-1), cc is the molar density of CO2 (mol m-

3), E is the flux of water vapour (mol m-2 s-1), c is the molar density of moist air 

(mol m-3), H is the sensible heat flux (W m-2), ρ is the density of moist air (kg m-3), 

cp is the specific heat of air (J kg-1 K-1) and T is the air temperature (K). Primes 

denote the deviations from the mean value and the overbar represents a time-

average. Refer to Leuning (2004, p 129) for the relevant equations for H and E.  

In Equation D.1, the second term on the right hand side is the density 

term. The equation shows that, among other things, the size of the density term 

depends on the sensible heat flux H, the water vapour flux E and the average CO2 

concentration. When H and LE (the latent heat flux in Wm-2) are comparable in 

size (i.e. Bowen ratio β  = H/LE ≈ 1), contributions to the WPL term from H are 

approximately 5 times larger that that from LE  (Webb et al., 1980). This means 

that the density term is largest under sunny conditions in summer (when 

available energy is high), over a dry surface with high sensible heat fluxes.  

D.1.2 Potential error propagation 

The calculation of WPL-corrected CO2 fluxes measured using an open 

path EC system requires information on H and LE (see Eq. D.1). Potential errors in 

H and LE then propagate through the WPL algorithm to introduce errors in the 

CO2 flux ("error propagation", Hollinger and Richardson, 2005; Liu et al., 2006; 

Serrano-Ortiz et al., 2008). 

Errors in turbulent fluxes can be divided into random and systematic 

errors.  
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Random errors (for example those occurring as a result of footprint 

heterogeneity or instrument noise; Goulden et al., 1996; Hollinger and 

Richardson, 2005; Loescher et al., 2006; Moncrieff et al., 1996; Richardson et al., 

2006b) cause flux data to appear noisy (Hollinger and Richardson, 2005). In 

general, absolute errors in H and LE increase as fluxes increase (Hollinger and 

Richardson, 2005) which means that the random uncertainty in the CO2  flux is 

also largest when H (and to a lesser extent LE) is largest. However, when many 

half-hourly flux measurements are averaged, the uncertainty decreases and the 

precision increases (Baldocchi, 2003; Loescher et al., 2006).  

Systematic errors can be caused by sensor separation, path length 

averaging, choice of averaging period and lack of sensor response (Goulden et 

al., 1996; Hollinger and Richardson, 2005; Loescher et al., 2006; Moncrieff et al., 

1996; Richardson et al., 2006b). Whereas random errors do not cause a 

consistent under – or overestimation of CO2 fluxes, systematic errors do. The two 

main phenomena that indicate that EC measurements are affected by systematic 

errors (Baldocchi, 2003) are the generally observed lack of energy balance 

closure (Aubinet et al., 2000; Baldocchi, 2008a; Twine et al., 2000; Wilson et al., 

2002) and the incomplete measurements of nocturnal CO2 exchange (Aubinet et 

al., 2005; Aubinet et al., 2000; Feigenwinter et al., 2004). 

Systematic errors in H and LE can lead to systematic errors in the WPL-

corrected CO2 flux as errors propagate through the WPL algorithm. For example, 

under average conditions during the dry season of 2007 at the grassland site (cc ≈ 

14.1·10-3 mol CO2 m
-3, ρ ≈ 1.16 kg m-3, cp = 1000 J kg-1 K-1 and T ≈ 294 K), an error 

in the heat flux H of 100 Wm-2 would have resulted in an error in the WPL-

corrected CO2 flux of 4.13 μmol CO2 m-2 s-1 (Equation D.1).  

D.1.3 Field validation WPL term 

Three studies have been reported in the literature where an open path EC 

system was used to measure CO2 exchange above dry, un-vegetated surfaces 

under hot and dry conditions when the true CO2 flux was small and the WPL term 

large (mostly caused by the large sensible heat fluxes). These studies are 

valuable because they test the robustness of the WPL term. In these studies, the 
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WPL correction satisfactorily removed the density effects which resulted in good 

agreement of the open path EC fluxes with the small fluxes measured with the 

Bowen Ratio technique (Leuning et al., 1982), chamber (Ham and Heilman, 2003) 

and a closed path EC system (Billesbach et al., 2004). In contrast to CO2 fluxes 

measured using open path IRGA’s, CO2 fluxes measured using closed path IRGA’s  

are not (or much less) affected by the density term, depending on the approach 

used to calculate the fluxes (Leuning, 2004; Leuning and Judd, 1996) and can 

therefore be used as a reference.  

D.1.4 Sensor separation and the WPL term 

The unavoidable spatial separation of the gas analyser and the sonic 

anemometer can lead to loss of covariance between the signals of the 

anemometer and gas analyser, and therefore to an underestimation of raw 

latent heat and CO2 fluxes (Massman, 2004b; Moncrieff et al., 1996). This loss of 

flux increases with increasing distance between the two sensors, because the 

signals of the two sensors become less correlated with increasing distance 

(Baldocchi et al., 1988).  

To correct for the loss of covariance caused by sensor separation 

frequency response corrections can be applied, for example the corrections 

proposed by Moore (1986) or Massman (2000).  

Recent studies have demonstrated that sensor separation can contribute 

to both an under- and overestimation of the WPL term, therefore leading to an 

under- or overestimation of the resulting CO2 flux. Both cases will be explained 

below and the potential relevance for the current study is discussed. 

 Sensor separation and potential underestimation of the WPL term and 

resulting CO2 flux 

Recently, a few studies have reported values of the CO2 flux measured by 

an open path IRGA that are too negative, i.e. either an overestimation of CO2 

uptake or an underestimation of the CO2 release by the surface (e.g. Burba et al., 

2005a; Burba et al., 2005b; Hirata et al., 2007; Ono et al., 2007; Sottocornola and 

Kiely, 2010). For example, Ono et al. (2007) found unrealistic downward fluxes of 
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CO2 above a surface with only a few active plants that were not confirmed by a 

co-located closed path EC system. Similarly, Hirata et al. (2007) reported 

negative open path EC fluxes measured over a snow-covered surface.  The cause 

for this CO2 flux that is too negative has been identified, and will be outlined 

below. 

Ideally, the sensible heat flux H that is used for calculating the WPL term 

would be measured in the optical path of the open path IRGA. Instead, 

researchers use the H measured by the sonic anemometer (Hs), assuming that 

this H is the same as that at the optical path of the IRGA, despite the spatial 

separation between the instruments (Ono et al., 2007). Several researchers have 

examined whether this assumption is valid by also measuring the H in the optical 

path of the OP IRGA using fine wire thermocouples (Htc) (e.g. Burba et al., 2008; 

Grelle and Burba, 2007; Ham and Heilman, 2003; Ono et al., 2007). Although 

some studies found no large discrepancies between Hs and Htc (Ham and 

Heilman, 2003; Ono et al., 2007), some have identified that Htc is larger than Hs. 

The cause of this difference was additional heat emitted from the IRGA, either 

from absorbed radiation or the internal heat source (Burba et al., 2008; Grelle 

and Burba, 2007). In this case the use of Hs for calculation of the density term has 

been found to cause underestimation of the WPL term.  

Recent studies have found that this underestimation of the WPL term can 

indeed be resolved by using Htc instead of Hs for the WPL term (Burba et al., 

2008; Grelle and Burba, 2007). Alternatively, previously collected open path EC 

data can be satisfactorily corrected using an additional density correction for the 

surface heating of the IRGA (Burba et al., 2006; Burba et al., 2008; Grelle and 

Burba, 2007). 

However, the size of this extra correction seems to depend on the 

weather conditions (e.g. unrealistic uptake has mostly been observed under cold 

conditions, (Hirata et al, 2007 and references therein)) and is not applicable 

under all conditions or for all ecosystems (e.g. Sottocornola and Kiely, 2010; 

Wohlfahrt et al., 2008).  
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Sensor separation and potential overestimation of corrected CO2 flux 

A recent study has reported values of the CO2 flux measured by an open 

path IRGA that were too positive. Kondo and Tsukamoto (2008) measured the 

CO2 flux above a parking lot, where the CO2 flux was expected to be negligible, 

but the WPL term was large and an overestimation of the CO2 efflux from the 

parking lot was observed. The cause for this overestimation of the CO2 flux was 

identified, and will be outlined below. 

Spectral analysis of the high frequency data showed that spatial 

separation of the anemometer and the gas analyser lead to an underestimation 

of the raw CO2 flux caused by loss of covariance. The heat flux, unlike the flux of 

CO2 and water vapour, was not affected by sensor separation, because it is 

measured by the sonic anemometer alone. This means that the WPL term, which 

depends mostly on this heat flux, also was not affected (much) by sensor 

separation. After adding the density term to the raw CO2 flux this lead to an 

overestimation of the CO2 efflux from the tarmac (Kondo and Tsukamoto, 2008). 

The importance of correcting all covariances for lack of frequency 

response before calculating the WPL term had been outlined before (Massman, 

2004a). However, one could imagine that if not properly corrected for, loss of 

covariance caused by sensor separation could lead to a corrected CO2 flux that is 

too positive (i.e. either an underestimation of a negative CO2 flux or an 

overestimation of a positive flux).  

D.2 WPL term at the peatland and grassland 

D.2.1 Size of the WPL term 

The size of the WPL term calculated for CO2 fluxes in this study varied 

between -3.5 and 25 μmol CO2 m-2 s-1 at the peatland and between -4 and 20 

μmol CO2 m-2 s-1 at the grassland (Figure D.1). Often the WPL term was relatively 

small; for example, for 50% of the fluxes the WPL term was smaller than 3.0 and 

3.8 μmol CO2 m-2 s-1 at the peatland and grassland respectively (Figure D.2).  
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Figure D.1 Size of WPL term for the a) peatland for June 2005 to May 2007 and b) grassland for 
the 2007 dry seasons.  

 

 

Figure D.2 Frequency distribution (bars) and cumulative frequency distribution (lines) of the 
WPL term for the peatland between June 2005 and May 2007 (black) and grassland for the 207 
dry season (grey).  

 

However, at both the peatland and the grassland hot and dry conditions 

were encountered during summer, and in those instances it was not uncommon 

that the size of the density term was much larger than the absolute value of the 

measured raw flux itself (Figure D.3). In these cases, addition of the density term 

changed the sign of the CO2 flux from negative (apparent uptake by the surface) 

to positive (release from the surface; see for example Figure D.3). 
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Figure D.3Example of the large WPL term in summer for (a) the peatland and (b) the grassland. 
Raw fluxes before applying the WPL term (grey circles) are negative during the day, denoting 
apparent uptake of CO2 at the surface. After addition of the WPL term (black circles), fluxes are 
positive, indicating losses of CO2 from the surface. 

 

D.2.2 Potential error propagation tested at the peatland 

Aim 

At both the peatland and the grassland, daytime fluxes measured using 

open path EC systems were larger (more positive) than those measured using a 

chamber (at the peatland) or soil CO2 probes (at the grassland, see Section 4.3.1), 

especially under high levels of solar irradiance. These observations are used as 

one line of evidence for photodegradation. To test whether this discrepancy in 

fluxes obtained by different methods was not partly the result of systematic 

overestimation of the EC flux caused by potential error propagation of 

systematic errors in H, LE or the raw CO2 flux through the WPL algorithm, case 

studies of error propagation based on the peatland data will be presented below. 

The peatland was chosen because the WPL term and resulting positive fluxes 

were largest at that site.  
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Methods 

The method of Liu et al. (2006) and Serrano-Ortiz et al. (2008) was used 

to illustrate the potential effect of errors in H, LE and before-WPL CO2 flux on the 

corrected (after-WPL) CO2 fluxes. The before-WPL CO2 flux ( '' cw  ) will be 

referred to as “raw”, even though this flux has been rotated (McMillen, 1986), 

and corrected for the moisture effect on the sonic temperature (Schotanus et al., 

1983) and for lack of frequency response (Moore, 1986). The term ‘corrected CO2 

flux’ will be used for the CO2 fluxes after addition of the WPL term (Fc).  

Liu et al. (2006) formulated an equation that described relative errors in 

the CO2 flux ( cc FF ) as a function of errors in the raw flux of CO2 

( '''' ccc ww   ), water vapour ( '''' vvv ww   ) and sensible heat 

( '''' TwTwT   ) where ρc, ρv are the densities of CO2 and water vapour (in kg 

m-3) respectively. Serrano-Ortiz et al. (2008) found that relative errors in the 

mean CO2 concentration ( ccc
  ) could also have a large effect on the 

size of the resulting WPL term, however, in the current study 
c was set to 0  

for all cases. Simultaneous measurement of the mean CO2 concentration by the 

LI-7500 and a reference sensor (LI-6262, LI-COR Inc., Lincoln, NE, USA) for 2 

months during the study showed reasonably good agreement (data not shown), 

thereby providing evidence that the mean CO2 concentration was measured 

correctly by the LI-7500. Contrary to Liu et al. (2006) and Serrano-Ortiz et al. 

(2008) who calculated relative errors (i.e. errors as a percentage of the total flux, 

cc FF ), absolute errors in corrected CO2 flux were calculated for the current 

case studies (δFc). This approach was chosen because relative errors can be 

deceptive, especially when CO2 fluxes are very small and almost zero.  

Seven case studies are presented to show the potential impact of 

systematic errors in H, LE and '' cw  on the size of Fc (summarised in Table D.1). 
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Table D.1 Summary of case studies used to illustrate the effect of error propagation. 

 ωc ωv ωT Description Resulting error 
in Fc* 

Case 1 -0.08 -0.08 -0.08 Average lack of EBC attributed to H and LE  – (small) 
Case 2 -0.18 -0.18 0 Lack of EBC fully attributed to LE + (large) 
Case 3 0 0 -0.14 Lack of EBC fully attributed to H – (large) 
Case 4 -0.30 -0.30 -0.30 Large lack of EBC attributed to H and LE – (medium) 
Case 5 0 0 +0.20 Large overestimation of raw H + (large) 
Case 6  0 +0.40 0 Very large overestimation of raw LE + (small) 
Case 7 -0.20 0 0 Large overestimation of raw CO2 flux + (large) 

EBC = Energy balance closure, negative error depict instances where that the errors ωc, ωv, and 
ωT  lead to more negative estimates for Fc compared to the ‘real flux’. 

* see also Figure D.5 for the impact of the errors ωc, ωv, and ωT  on Fc. 

 

Examination of the energy balance is a common method for assessing 

data quality in eddy covariance studies (Aubinet et al., 2000; Baldocchi, 2008a), 

whereby large difference between the measured incoming and outgoing fluxes 

may indicate errors in the measurements of the turbulent fluxes (see e.g. 

Aubinet et al., 2000; Culf et al., 2004; Foken et al., 2004 for other possible causes 

of lack of energy balance closure). The first four cases presented below assess 

the effects of underestimation of H and LE on the resulting CO2 flux. For all cases, 

errors in measurement of net radiation and the soil heat flux were assumed to 

be zero. The energy balance was evaluated using two approaches. The first used 

the energy balance ratio (EBR, see Wilson et al., 2002), defined as  

 

   GRLEH n EBR  Equation D. 2 

 

where Rn is the net radiation and G the soil heat flux, which includes change of 

storage of heat in the soil. The second approach used a linear regression with Rn - 

G as the independent variable and H + LE as the dependent variable. The slope of 

this regression was used as a second estimate of energy balance closure. The 

mean of the two estimates for closure was used in the formulation of the case 

studies. The energy balance results described below are shown in Figure D.4 and 

summarised in Table D.2. Case studies for the error propagation analyses are 

summarised in Table D.1. 

The EBR over the whole study period from June 2005 until May 2007 was 

found to be 0.93 (Figure D.4), whereas the regression approach resulted in a 
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slope of 0.91. This means that at the peatland, the average lack of energy 

balance closure was between 9 and 7%. In case 1, it was assumed that both 

sensible and latent heat fluxes were underestimated by about 8% (ωT and ωv = -

0.08). The raw CO2 fluxes were assumed to be underestimated by the same 

amount (ωc = -0.08). For case 2, the assumption was made that the lack of 

energy balance closure could be fully attributed to an underestimation of LE. 

Because     88.0 GHRLE n , and the slope of the regression of Rn – H – 

G vs. LE was 0.77, ωv (and by extension also ωc) was set to -0.18 ( = 1 – 

(0.88+0.77)/2). Case 3 illustrated the case whereby the lack of energy balance 

closure was assumed to be caused by underestimation of H alone. Because 

    85.0 GHRH n , and the slope of the regression of Rn – LE – G vs. H 

was 0.88, ωT was set to -0.14. As an additional illustration of the effect of lack of 

energy balance closure on the resulting CO2 flux, case 4 was included which 

shows the effect of a larger lack of energy balance closure of 30%, which occurs 

in some studies (Twine et al., 2000; Wilson et al., 2002), which was assumed to 

be caused by underestimations of both H and LE (and by extension, Fc).  

 

Table D.2 Linear regression results for energy balance closure in cases 1, 2 and 3. n is the 
number of half-hourly data points, R

2
 is the portion of variance explained by the regression. 

“Ratio of sum” depicts the ratio of cumulative sums of the dependent and independent 
variable: Ratio of sums = Σ (dependent variable) / Σ (independent variable). 

case Description Independent 

variable 

Dependent 

variable 

n Intercept Slope R
2
 Ratio 

of sum 

Case 1 Average lack 
of EBC 
attributed to 
H and LE  

Rn – G H + LE 3855 7.7 0.91 0.96 0.93 

Case 2 Lack of EBC 
fully 
attributed to 
LE 

Rn – H – G  LE 3853 17 0.77 0.91 0.88 

Case 3 Lack of EBC 
fully 
attributed to 
H 

Rn – LE – G  H 3869 -2.1 0.88 0.91 0.85 
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Figure D.4 Linear regression results for energy balance closure in cases 1, 2 and 3. See also 
Tables D.1 and D.2. 
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At the peatland, comparison of daytime EC data with night-time EC data 

and chamber data suggested that WPL-corrected fluxes of CO2 during the day 

were larger (more positive) than would be expected if resulting from biological 

activity alone (Section 4.3.1). Cases 5, 6 and 7 were purely hypothetical and were 

included to aid identification of potential scenarios of errors in H, LE and '' cw   

that might have been responsible for the potential overestimation of the Fc. The 

cases reflected unlikely scenarios of large overestimation of the sensible heat 

flux (case 5, ωT = 0.20, ωc =0, ωv =0) or latent heat flux (case 6, ωv = 0.40, ωT =0, 

ωc =0), or a large underestimation of the raw CO2 flux (but not LE and H; case 7, 

ωc = -0.20, ωT =0, ωv =0). 

Results 

Following the analysis approach presented by Liu et al. (2006) and 

Serrano-Ortiz et al. (2008), the average absolute error in CO2 flux (δFc) was 

calculated over the whole study period based on day-time peatland flux data for 

the cases introduced above. Results are presented as a function of sensible heat 

flux in (Figure D.5), where negative values for the error indicated that the errors 

ωc, ωv, and ωT  led to estimates for Fc that were less than the ‘real flux’ (values 

too negative or “further from zero” for photosynthesis and too small for 

respiration). Positive values indicated that the errors ωc, ωv, and ωT  led to values 

for Fc that are too large compared to the real flux (i.e. too large for respiration or 

too positive or “too close to zero” for photosynthesis). 

Assumptions made in cases 1, 3 and 4 led to underestimation of the 

corrected CO2 flux (Figure D.5 and Table D.1); in other words, daytime Fc was 

smaller than the “real” flux. Lack of energy balance closure (as indicated by EBR < 

1) when assumed to be caused by underestimation of both H and LE (and by 

extension underestimation of '' cw   was also assumed) resulted in 

underestimation of Fc of at most -0.44 and -1.7 μmol CO2 m-2 s-1 for cases 1 and 4 

respectively. Larger underestimation of Fc was the result of the large 14% 

underestimation of H, when errors in LE and '' cw  were assumed zero (case 3, 

maximum underestimation of Fc at large H -3.3 μmol CO2 m-2 s-1). 
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Assumptions made in the remaining cases (cases 2, 5, 6 and 7) led to an 

overestimation of CO2 fluxes. The very large overestimation of LE (40%) assumed 

in case 6 resulted in a relatively small overestimation of Fc. This overestimation 

was largest (up to 0.70 μmol CO2 m-2 s-1) at low to intermediate levels of H (0 < H 

< 250 W m-2), because LE, and therefore the absolute error in LE, was largest in 

those instances (data not shown).  

Large overestimation of the corrected CO2 flux was the result of either 

underestimation of '' cw  with a matching or zero underestimation of LE 

combined with zero error in H (case 2 and 7), or overestimation of H with errors 

in LE and '' cw   assumed zero (case 5).  The largest overestimation of Fc at high 

H was 4.7 μmol CO2 m-2 s-1 when H was assumed to be overestimated by 20% 

(case 7), and 3.8 μmol CO2 m-2 s-1 when '' cw   was assumed to be 

underestimated by 20%. 

 

 

Figure D.5 Average error estimates for the corrected CO2 flux caused by errors in sensible and 
latent heat flux and raw CO2 flux. Cases are summarised in Table D.1. Negative values for the 

error indicate that the errors c , v , T  led to estimates for Fc that are less than the ‘real 

flux’. Positive values indicate that the errors c , v  , T  lead to estimates  for Fc that are 

greater than the ‘real flux’. 
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Keeping the pattern of Figure D.1 in mind, Figure D.6 shows the mean 

diurnal patterns of Fc and the error in Fc as a result of systematic errors in H, LE 

or '' cw   for two summer months. 

Calculated WPL-corrected EC fluxes without additional assumed errors in 

H, LE or '' cw   (black dots) showed a clear diurnal variation with larger values 

during the day compared to the night. This difference between day and night-

time EC fluxes was not measured to the same extent by the chamber (e.g. Figure 

4.1) and forms part of the evidence for photodegradation presented in Chapter 

4. To investigate whether any of the presented scenarios of systematic errors 

could potentially erroneously have caused a similar apparent diurnal variation 

the mean diurnal variation of the calculated errors was plotted alongside the 

fluxes.  

For all seven cases errors were small during the night (Figure D.6). 

However, during the day errors propagated through the WPL algorithm were 

large in some cases. At midday, when H was large, assumptions made in cases 3 

and 4 led to an underestimation in the CO2 emissions and cases 1 and 6 caused 

very small errors in the CO2 flux. Cases 2, 5 and 7 lead to considerable 

overestimation of Fc and the diurnal variation of these errors in Fc resembled the 

diurnal variation in the flux itself (Figure D.6). 
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Figure D.6 Implications of potential systematic errors in H, LE and '' cw   on corrected CO2 

fluxes calculated for monthly mean diurnal values for a) January 2006 and b) March 2006. Note 
that whereas the dots represent the raw (grey) and corrected (black) CO2 fluxes, the lines 
represent only the error in the flux for the different scenario’s, without the flux itself. Large 
gaps in the night-time data in January are caused by loss of battery power to the instruments. 
See Table D.1 for a summary of the cases.  

a) 

b) 
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Discussion 

The most likely scenarios were case 1 and 3, where the observed (case 1) 

or imagined (case 3) lack of energy balance closure were assumed to be the 

result of the underestimation of both H and LE (and where '' cw   was assumed 

to be underestimated by the same amount). These assumptions resulted in a 

small underestimation of Fc during the day. Scenarios like these can therefore 

not be responsible for the observed diurnal variation of Fc with larger fluxes 

during the day.  

The assumption that only H was underestimated (case 3) lead to large 

underestimation of Fc, yet this scenario is unlikely. The sensible heat flux is 

measured using only one instrument which makes the measurement relatively 

straightforward in contrast to the measurements of LE and Fc, which require two 

instruments that are spatially separated. Measurement of LE and Fc are therefore 

more error-prone than the measurement of H and it is therefore unlikely that 

only H would be underestimated.  

Case 6 illustrates that errors in LE have only a small effect on the resulting 

CO2 flux (Webb et al., 1980). The very large overestimation of LE (40%) assumed 

in case 6 resulted in a small overestimation of Fc which was not large enough to 

explain the diurnal pattern observed in Fc (Figure D.6). Also, overestimation of 

turbulent fluxes (H or LE) as assumed in case 6 are unlikely, because this would 

lead to energy balance closure of more than 100%, which is generally not 

observed (Aubinet et al., 2000; Baldocchi, 2008a). For example, in the study by 

Wilson (2002), energy balance closure for 50 site-years from 22 sites 

(determined as the slope of the regression of H + LE on Rn – G) was found to vary 

between 0.53 and 0.99, with none of the sites reporting energy balance closure 

of more than 100%. 

There were two scenarios (represented by three cases) that could 

potentially be responsible for the large positive CO2 fluxes measured during the 

day at the peatland during summer: i) the overestimation of H without 

overestimation of '' cw   (case 5) and ii) the underestimation of the '' cw   

without a matching underestimation of H, and with or without a matching 
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underestimation of LE (case 2 and 7). However, both scenarios are not very 

likely.  

Overestimation of H (case 5) is not likely for the same reason 

overestimation of LE is not likely (see case 6). In comparison, the scenario with 

underestimation of '' cw  without matching underestimation of H (cases 2 and 5) 

is more likely. As discussed previously (Section D.1.4), sensor separation can lead 

to underestimation of the raw CO2 flux without affecting H, leading to 

overestimation of the corrected CO2 flux if not properly corrected for (e.g. Kondo 

and Tsukamoto, 2008). At the peatland however, sensor separation was minimal 

(60 mm), and data were corrected for loss of covariance caused by sensor 

separation (McMillen, 1986) before addition of the WPL term (Massman, 2004a). 

Night-time EC measurements also showed good agreement with chamber 

measurements made at the same time (Figure 4.1). Therefore, it is unlikely that 

large overestimation of '' cw  of the order of 20% would have occurred at the 

peatland.   

In summary, these case studies show that the discrepancy in fluxes 

obtained by EC and chamber during the day at the peatland (Figure 4.1) and the 

diurnal variation of EC fluxes with larger fluxes during the day (Figure D.6) were 

not likely the result of systematic overestimation of the EC flux caused by 

potential error propagation of systematic errors in H, LE or the raw CO2 flux 

through the WPL algorithm. The two scenarios leading to large overestimation of 

Fc (overestimation of H or underestimation of '' cw  ) were unlikely to have 

occurred at the peatland.  

D.2.3 Effect of sensor separation tested at the grassland 

Aim and methods 

At the grassland, a test was performed to determine whether the positive 

fluxes measured were not partly the result of overestimation of the CO2 flux 

caused by sensor separation. A thermocouple was installed very close to the 

optical path of the gas analyser so that the heat flux could be measured twice: 

once using the temperature measured by the sonic anemometer (Hs), and once 
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by using the temperature measured by the thermocouple (Htc). By measuring in 

the sensor path of the gas analyser one would expect the Htc to be smaller than 

Hs if lack of covariance due to sensor separation was an issue. Alternatively, if 

sensor heating was occurring, Htc (corrected for sensor separation) would be 

expected to be larger than Hs.  

Results and discussion 

The results of this comparison during part of the dry season of 2007 are 

presented in the figures below. Htc was slightly greater than Hs (Figure D.7). The 

discrepancy between the two H’s was on average 4.3 Wm-2 (paired t-test, P 

<0.001), and was largest at high values of the sensible heat flux. The discrepancy 

was at most 14 Wm-2 (at H ≈ 400 W m-2, see regression equation in caption of 

Figure D.7).  

 

Figure D.7 Comparison between the sensible heat fluxes measured using the temperature 
measured with the sonic anemometer (Htc) and with a thermocouple close the IRGA path (Htc). 
The grey line is the linear regression (y =1.65 + 1.03x, adjusted R

2 
= 1.00). The black line is the 

1:1 line. 

 

The higher values of Htc compared to Hs meant that corrected CO2 fluxes 

were more positive when using Htc for the WPL term instead of Hs. However, the 

difference in H and CO2 fluxes was small. The linear regression indicates that 

maximum discrepancy between two Fc’s occurred at high values for the CO2 flux 

and was at most 0.6 μmol m-2 s-1 (at Fc ≈ 3 μmol m-2 s-1, see regression equation 
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in caption of Figure D.8). However, the average discrepancy between the two Fc’s 

was lower (0.30 μmol m-2 s-1, paired t-test, P < 0.001). 

 

 

Figure D.8 Comparison between the CO2 fluxes after addition of the WPL term using the two 
H’s compared in Figure D.7 as input for the WPL term. The grey line is the linear regression (y = 
0.24 + 1.12x, adjusted R

2
 = 0.84). The black line is the 1:1 line. 

 

These results suggest that sensor separation might have led to an 

underestimation of at most 20% of the corrected CO2 fluxes at the grassland. This 

potential underestimation, although possibly important when integrated over 

long periods of flux measurements, does not alter the main conclusion of 

Chapter 4; namely that photodegradation contributed substantially to the total 

CO2 fluxes at the grassland site. 

A similar test with an additional measurement of H at the gas analyser’s 

optical path was not performed at the peatland site. However, the effect is 

expected to be very small, because the sensor separation was on average only 60 

mm, compared to an approximate sensor separation of 200 mm at the grassland 

(pers. comm. Dennis Baldocchi). Also, data were first corrected for loss of 

covariance before calculation of the WPL term, as suggested by Massman 

(2004a). These factors make it very unlikely that the CO2 fluxes above the peat 

were an artefact of the sensor setup. 
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Appendix E Negative CO2 fluxes observed in the 

container 

E.1 Background and aim 

Results obtained using the container described in Section 3.4 were used 

to verify the field results that indicated that solar irradiation, by itself, could 

cause CO2 production from peat. In the container, air dried peat was used to 

minimise the microbial respiration. Peat was alternately exposed to and shaded 

from sunlight to study the irradiance-induced CO2 flux. During the shade runs 

CO2 fluxes were expected to be around zero. However, small negative fluxes 

were observed (Figure 5.12a).  

Even though the fluxes were generally small compared to the fluxes 

measured during the sun runs (Figure 5.12a) the fact that negative fluxes were 

observed during the dark runs could cast doubt on the reliability of the 

methodology used to measure irradiance-induced fluxes. It is especially 

important to determine the reliability of the sun run measurements, on which 

the conclusions of Chapter 5 are based.  

E.2 Methods 

To investigate the negative fluxes observed during the shade runs, data 

collected for Experiment A (peat substrate) were examined in detail. Runs during 

this experiment were either 140 seconds or 200 seconds long. For the analysis 

presented below, runs were divided into subruns of 40 seconds duration, starting 

from second 7 (Figure E.1). The so-called deadband of 6 seconds was taken to 

allow for travel time of gas between the container and the gas analyser. Data 

from three consecutive subruns (i.e. using the first 6+3*40 = 126 seconds of each 

run) were used for the analysis. Data of the remainder of the runs (14 seconds 

for the 2.20 minute runs, and 72 seconds for the 3.20 minute runs) were not 

used. For the 3 consecutive subruns per run, CO2 fluxes and mean container 

temperatures were calculated. Also, the change in container temperature over 

the sun run was calculated using:  
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Change in T = average temperature over the last 5 seconds of the subrun 

minus the average temperature over the first 5 seconds of the subrun. 

 

 

Figure E.1 Schematic indicating how individual runs (of 2.20 minutes or 3.20 minutes) were 
subdivided into 3 subruns of 40 seconds.  

 

E.3 Results 

Data from the subruns showed a general increase in temperature during 

the sun subruns (Figure E.2a), caused by absorption of solar irradiance. Average 

CO2 fluxes during the sun subruns appeared not to vary between subruns (Figure 

E.2b).  

During the shade runs, the container temperature generally decreased 

from subrun 1 to 3 (Figure E.2a), because of shading after being exposed to the 

sun. This decrease in temperature was accompanied with a small increase in the 

negative CO2 fluxes (Figure E.2b), i.e. fluxes were closer to zero at the end of a 

shade run (during subrun 3) compared to the beginning of a shade run (subrun 

1). This means that the most negative fluxes were observed during the beginning 

of a run (i.e. shade subrun 1; Figure E.2b). 

 

Etc… 
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Figure E.2 Average mean temperature (panel a) and CO2 flux (panel b) calculated for three 40-
second subruns per run of Experiment A. Error bars depict standard deviations. 

 

Fluxes of CO2 during the shade subruns showed a trend with average 

subrun temperature, whereby the most negative fluxes were observed at the 

highest temperatures (-0.053 μmol CO2 m-2  s-1 during subrun 1, Figure E.3c). 

Similarly, CO2 fluxes observed during the shade subruns also seemed correlated 

with the change in temperature during the subrun (Figure E.3d). The subruns 

during which most cooling occurred displayed the most negative CO2 fluxes 

(Figure E.3d). 
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Because the mean fluxes during the sun subruns did not vary between 

subruns 1-3 (mean fluxes between 0.31-0.32 μmol CO2 m-2 s-1), no trend was 

observed with container temperature (Figure E.3a) and change in container 

temperature (Figure E.3b).  

 

 

 

 

Figure E.3Relationship between the air temperature in the container and CO2 flux measured 
during subruns of the sun and shade runs of Experiment A. Relationship between the change in 
air temperature in the container during the subrun and CO2 flux measured during subruns of 
the sun and shade runs of Experiment A. Error bars depict standard deviations.  
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E.4 Discussion 

E.4.1 Shade runs  

Fluxes during the shade runs seemed to increase with time during the run 

(i.e. fluxes were closer to zero near the end of a run) and appeared to be 

correlated with the container temperature and the change in container 

temperature during the run. At present, it is not known what causes this 

behaviour.  

It is possible that these small negative fluxes caused by adsorption of CO2 

to the plastic in the tubing at higher temperatures, even though test runs 

confirmed that the container materials did not emit or take up CO2 by exposing 

the empty container to solar irradiance (Section 3.4.9). However, the 

temperature in the container was generally higher when peat was present 

compared to the empty container because the peat was still warm after 

absorbing solar irradiance in the sun run preceding the shade runs. Also, the CO2 

concentration in the container during the runs when peat was present were 

generally higher (between ~380 – ~1000 ppm) than during the runs when the 

container was empty (~380 ppm).  

Alternatively, CO2 might have adsorbed onto the peat particles 

themselves. Typically, adsorption of CO2 onto porous media is temperature 

mediated, with higher adsorption rates at lower temperatures (Parsons et al., 

2004), and this could (partly) explain the more negative fluxes during runs 

(Figure 5.12) or subruns (Figure E.3c) at higher temperatures. 

Possibly, temperature changes could have affected the amount of water in the 

liquid phase (through evaporation and condensation) and the solubility of CO2 in 

water (Wiebe and Gaddy (1940) and references in Duan and Sun (2003)), which 

might have resulted in observed CO2 fluxes. If temperature was indeed the only 

factor affecting the adsorption or changes in solubility, this would mean that 

shaded and exposed measurements made at the same temperature were still 

comparable. 

Alternatively, negative fluxes may not have been caused by adhesion of 

CO2 and/or not controlled by temperature itself. Possibly, the change in 
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temperature during the subrun was the main factor driving the negative fluxes 

(Figure E.3d). If this was the case, the negative fluxes might have been an 

artefact of the gas analyser measurements, and its’ inability to deal with 

changing temperatures during the measurement period. At this stage of the 

research, the mechanism through which non-stationary temperature conditions 

could lead to apparent fluxes remains unclear, and will be the topic of further 

research.  

E.4.2 Sun runs 

During the sun runs, photodegradation of the peat by solar irradiance led 

to CO2 losses from the peat. Under higher irradiance intensity, more CO2 was 

formed (Figure 5.11). Because high irradiance levels were accompanied by larger 

temperature increases, fluxes were also correlated with temperature (Figure 

E.3a), and change in temperature (Figure E.3b). Even though temperature 

changes were larger in subrun 1 compared to subruns 2 and 3, fluxes did not – 

on average – show a trend with time within the runs, i.e. average fluxes did not 

seem to vary from subrun 1 to 3.  

So even though desorption of CO2 caused by rising temperature (Parsons 

et al., 2004), changes in CO2 solubility in water and possible measurement 

artefacts caused by the non-stationary conditions might have affected the 

resulting CO2 flux during the sun runs, it is clear that the CO2 flux resulting from 

these processes was of minimal importance compared to the irradiance-induced 

CO2 production.  

E.4.3 Length of run chosen for analysis 

For the analysis of the results from the container experiment presented 

in Chapter 5, runs of 60 seconds were used. This run length was chosen as a 

compromise between long and short runs.  

Long (2-3 minute) runs have the advantage that many 1-second data 

points contribute to the regression calculation, making the CO2 flux estimate 

robust. One of the disadvantages of long runs is that temperature and radiation 

conditions are likely to vary throughout the run (for example caused by clouds 
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passing by), the effect of which would be averaged out. Also, long runs would 

allow the temperature to rise considerably, leading to less overlap in mean 

temperature between sun and shade runs.  

On the other hand, short (20-40 seconds) runs have the advantage of 

more constant temperature and irradiance conditions throughout the run, but 

flux calculations rely on regressions with fewer points, possibly making the flux 

estimates less robust. 

Runs of 60 seconds were chosen for the main analyses of Chapter 5 as a 

compromise between long and short runs and their corresponding advantages 

and disadvantages. Although the analysis of data from the shade runs suggested 

that data from the beginning of the runs might less reliable than data from later 

in the runs (Figure E.3c and d), this did not seem to affect the sun runs (Figure 

E.3a and b). Because sun runs were more important for the analysis, and because 

overlap in temperature between sun and shade runs was important for direct 

comparability, 60-second runs obtained at the beginning of the full (140 or 200 

second) runs were used for analyses of Chapter 5.  

E.4.4 Further work 

 In the current setup, the effect of increasing temperature could not be 

de-coupled from exposure to irradiance. If the substrate could be heated 

up in the absence of solar irradiance, a clearer picture could be painted of 

the effect of the temperature increases during a run. 

 A study into the effect of temperature and changes in temperature using 

a inert substrate in the container like dark glass beads, which would heat 

up and cool down similar to peat, but would not contain water and would 

provide less surface area for CO2 to adsorb to.  

E.5 Conclusion 

Negative fluxes observed during the shade runs correlated with container 

temperature and change in container temperature. The mechanisms which 

caused the decrease in CO2 concentration are unclear, but it might have been 

adsorption of CO2 to tubing, container or the peat itself or changes in solubility of 
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CO2 in water (with evaporation and condensation of the minor amount of 

remaining water determining how much water was in the liquid phase). 

Alternatively, the observed negative fluxes might not have reflected real fluxes, 

but instead might have been caused by the gas analyser’s inability to measure 

fluxes reliably under non-stationary temperature conditions.  

The same processes might have affected the CO2 flux measurement 

during the sun runs. However, CO2 fluxes measured during the sun run were 

much greater than the negative fluxes observed during the shade runs, and 

assuming that the size of the possible non-irradiance induced CO2 flux would be 

the same during the sun and shade runs, the mean error would be small.  

In the analyses contained in Chapter 5, runs of 60 seconds were used, 

which would coincide with the first plus half of the second subrun of the analysis 

in this appendix. The estimated mean error for the 60 second run would be 

approximately 13% (-0.042 μmol CO2 m-2  s-1  /0.31 μmol CO2 m-2  s-1, based on 

weighted averages of average flux from subrun 1 and 2), which was considered 

tolerable. 
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Appendix F Spatial representativeness of CO2 

efflux measurements 

F.1 Background and aim 

Spatial heterogeneity of soil CO2 efflux as determined by chambers is 

often found to be large (Drewitt et al., 2002; Khomik et al., 2006; Luo and Zhou, 

2006; Rayment and Jarvis, 2000).  

For this reason, when using chambers to determine the CO2 efflux, it is 

desirable to measure fluxes continuously at a range of sites randomly located 

across the area of interest. However, resource constraints prevented this in the 

current study. Instead of continuous measurements at multiple locations, 

continuous measurements were made at only one location, supplemented with 

repeated spatial measurements throughout the year, as recommended by 

Savage and Davidson (2003).   

The analysis presented in Chapter 6 is based on data collected by the 

long-term chamber at only one location at the peatland. It is not the main 

purpose of this appendix to characterise the spatial variation of the CO2 efflux in 

detail, but rather to determine whether the CO2 flux measurements of the long-

term chamber were not dissimilar to spatial measurements of CO2 efflux across 

the peatland. For this purpose, measurements obtained using the long-term and 

survey chambers are compared.  

F.2 Methods 

F.2.1 Survey chamber measurements 

At the peatland, measurements of CO2 efflux from the peat were made 

using both a long-term chamber at one location and survey measurements 

across the peat lane. The survey chamber (LI8100 -102, collars 100 mm) was 

used to make spatial measurements of the CO2 flux at 20 collars, the positions of 

which were randomly chosen across the 40 m by 900 m lane within which the EC 

system was sited (Figure F.1).  
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Soil temperature measurements were made adjacent to each collar at a 

depth of 30 mm using 8100-201 soil temperature probe connected to the LI-

8100. Adjacent to each of the 20 survey collars, a dipwell was installed so that 

the depth to the water table could be determined at time of measurements 

using a water level indicator (Dipper-T, Heron Instruments Inc., Ontario, Canada). 

Measurements were only made during the daytime, generally between 9 am and 

5 pm. Each individual measurement was between 2 and 3 minutes long, 

depending on the magnitude of the flux: in summer, when CO2 fluxes were 

greater, shorter measurement periods sufficed. Three measurements were made 

of the CO2 flux at each collar of which the average value was used. It often took ~ 

5.5 hours to collect all the measurements.  

A description of the automated long-term chamber can be found in 

Section 3.3.2. 

Measurements of the depth to water table (DWT) next to at least 10 

collars were available for 33 days between Dec 2005 and July 2008. On 27 of 

those days, automated measurements for DWT were also available. 

 

 

Figure F.1 Map of the positions of the 20 collars used for spatial chamber readings of CO2 flux. 
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F.2.2 Analysis  

The coefficients of variation of the depth to water table (DWT) and CO2 

flux were used to quantify spatial variability and calculated by: 

 

  100% mean  /deviation  standardCV   Equation F. 1 

 

The CV’s were calculated for every day separately.  

To compare the CO2 flux responses measured by the long-term and 

survey chambers to changes in temperature and DWT, only daytime data 

collected between 9 am and 5 pm were taken into account, because survey 

measurements were generally made between these times. Daily averages of 

survey chamber readings were based on measurements made from at least 10 

collars (but were in most instances averages of all 20 collars). Daily averages of 

long-term chamber readings were based on all available measurements between 

9 am and 5 pm. Because only a single gas analyser was available, long-term and 

survey measurements were not available for the same times. 

F.3 Results and discussion  

Time series of peat depth to water table, peat temperature and CO2 flux 

are shown in Figure F.2. This graph allows for comparison of the measurements 

collected at the location of the long-term chamber (in grey) and the spatial 

measurements collected across the peatland. 
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Figure F.2 (a) Depth to water table, (b) peat temperature and (c) CO2 efflux between June 2005 
and July 2008. DWT, peat temperature and CO2 fluxes measured at each of the 20 collars across 
the peat lane are shown as black dots, with values averaged across all sites for that day in red. 
Error bars are 1 standard deviation. The dots indicating the averages have been offset slightly 
to avoid overlap of the error bars with the spatial data. Daytime averaged values measured at 
the location of the long-term chamber are shown in grey. Note that in panel b), peat 
temperature at 50 mm depth as measured near the location of the long-term chamber is 
shown in grey, whereas the temperature adjacent to the spatial collars was measured at 30 
mm depth. 

 

F.3.1 Depth to water table 

Spatial variability of DWT measured at 20 dipwells across the peatland 

was large, with a CV averaged over all 33 days of 60% (Figure F.2a). The CV was 

largest under conditions of shallow water table depths (data not shown), but this 

was mostly caused by smaller mean value of the DWT in the denominator of 

Equation F.1, rather than by smaller standard deviations under those conditions. 
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The range in measured DWT over all collars did not appear to depend on the 

value of DWT (Figure F.3).  

On the days that survey chamber measurements were made, comparison 

was possible between the automated measurement of the water table depth 

adjacent to the eddy covariance tower (and close to the long-term chamber) and 

the spatial average of the depth to water table (DWT) measured next to the 20 

collars within the peat lane. In general, DWT measured near the long-term 

chamber correlated well with the spatial average (Figures F.2a and F.3); the 

correlation coefficient was 0.97), although the depth to the water table was 

about 15% deeper near the EC tower compared to the spatial average (Figure 

F.3). Maximum discrepancy between the measurements near the tower and the 

spatial average was approximately 60 mm when the water table was relatively 

deep (~400mm; Figure F.3).  

 

Figure F.3 Relationship between automated reading of depth to water table near the long-term 
chamber and the average of (up to) 20 manual readings collected next to the collars used for 
spatial chamber readings. Error bars indicate one standard deviation. The regression equation 
was y = 0.85x + 2.65 (R

2
 = 0.94) and is indicated by the grey line. r denotes the correlation 

coefficient. 
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F.3.2 Peat temperature  

 Peat temperature measured adjacent to the 20 collars across the 

peatland was much less variable than DWT, with an average CV of 12% (Figure 

F.2b). 

 Peat temperature at -50 mm depth measured near the long-term 

chamber (used here because measurements at -30 mm were not available) 

showed very good agreement with the spatial average of the -30 mm peat 

temperature measured adjacent to the collars on days that spatial sampling was 

undertaken, with a correlation coefficient of 0.98 (Figures F.2b and F.4). 

 

Figure F.4 Relationship between automated reading of peat temperature at -50 mm depth near 
the long-term chamber and the average of 20 manual readings collected next to the collars 
used for spatial chamber readings. Error bars indicate one standard deviation. r denotes the 
correlation coefficient. 

 

F.3.3 CO2 flux 

Spatial variability of the CO2 flux measured using the survey chamber was 

large, with an average CV of 65% (Figure F.2c). This is at the high end of the CV’s 

reported in other studies measuring soil respiration (Loescher et al., 2006; Luo 

and Zhou, 2006), but not uncommon (for example, Rayment and Jarvis (2002) 

found a CV of 87% for respiration measured throughout a boreal forest on a 

peaty soil). 
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Direct comparison of fluxes obtained by survey and long-term chambers 

was not possible because measurements were never made simultaneously using 

both chambers.  

To determine whether trends of the spatially averaged CO2 flux obtained 

using the survey chamber with temperature and water table were similar to the 

trends obtained using the long-term chamber, daily daytime-averaged CO2 fluxes 

from both chambers were regressed against peat temperature and DWT. 

Figure F.5 shows the linear regressions of CO2 flux on peat temperature 

and DWT and the linear regression of ln(CO2 flux) on peat temperature and DWT 

(which is similar to an exponential fit of CO2 flux on peat temperature and DWT 

as used in Chapter 6; Figure 6.5 a and c) for data collected using both the survey 

and the long-term chamber.  

In general, patterns with temperature and DWT observed using the 

survey data resembled the patterns displayed by the long-term data: CO2 fluxes 

generally increased with increasing peat temperature and with lowering water 

table (Figure F.5a and c). Wide confidence intervals were found for the 

regressions based on the survey chamber data, caused by the relatively low 

number of data points and large scatter. As a consequence, the regressions 

based on survey data largely overlapped with the regressions based on long-term 

data. The main difference between the fluxes from survey and long-term 

chambers seemed to be the (generally) somewhat greater values of CO2 fluxes 

obtained using the survey chamber compared to those obtained by the long-

term chamber (Figures F.2.c and F5).  
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Figure F.5 Daily averaged CO2 flux as a function of (a) peat temperature at 30 mm and (b) depth 
to water table for both the survey and the long-term chambers. Natural logarithms of daily 
averaged CO2 flux as a function of (c) peat temperature at 30 mm and (d) depth to water table 
for both the survey and the long-term chambers. Lines depict linear regressions, with dashed 
lines indicating the 95% confidence intervals of the fits.  
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F.4 Conclusion 

Spatial variability of both depth to water table and CO2 flux were great, as 

indicated by the high values of calculated CV’s.  

Nevertheless, observed patterns with temperature and water table depth 

were similar between CO2 fluxes obtained using long-term and survey chambers. 

In general, daily averaged CO2 fluxes from the survey chamber were somewhat 

greater than values obtained by averaging long-term chamber measurements.  

It was concluded that measurements obtained using the long-term 

chamber were suitable for determining patterns between controlling factors and 

CO2 flux, but not necessarily suitable for estimating the absolute magnitude of 

the CO2 flux. 

This is the approach taken in Chapter 6, where the focus is on the 

controls of the CO2 flux from the peatland rather than the absolute magnitude of 

the flux. To obtain the magnitude of biological CO2 fluxes across the peatland 

would require additional automated chambers collecting flux data 

simultaneously, modelling of night-time eddy covariance measurements or an 

approach that separates daytime eddy covariance CO2 fluxes into biological 

respiration and photodegradation. This topic would benefit from extra research 

but is beyond the scope of this thesis.  
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