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Foreword

Component-based information systems development is an area of research and practice of increasing importance. Information Systems developers have realised that traditional approaches to IS engineering produce monolithic, difficult to maintain, difficult to reuse systems. In contrast, the use of software components, which embody data, functionality and well-specified and understood interfaces, makes interoperable, distributed and highly reusable IS components feasible. Component-based approaches to IS engineering can be used at strategic and organisational levels, to model business processes and whole IS architectures, in development methods which utilise component-based models during analysis and design, and in system implementation. Reusable components can allow end users to compose and configure their own Information Systems, possibly from a range of suppliers, and to more tightly couple their organisational workflows with those of suppliers.

This workshop proceedings contains a range of papers addressing one or more of the above issues relating to the use of component models for IS development. All of these papers were refereed by at least two members of an international workshop committee comprising industry and academic researchers and users of component technologies. Strategic uses of components are addressed in the first three papers, while the following three address uses of components for systems design and workflow management. Systems development using components, and the provision of environments for component management are addressed in the following group of five papers. The last three papers in this proceedings address component management and analysis techniques.

All of these papers provide new insights into the many varied uses of component technology for IS engineering. I hope you find them as interesting and useful as I have when collating this proceedings and organising the workshop.

John Grundy, June 1998
Workshop Committee
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Introduction

Businesses are becoming increasingly adaptive. This results in requirements that change rapidly, calling for software that is more and more flexible. Organizations continue to struggle with the increasing scale and complexity of software development and the practicalities of integrating their legacy systems with newer technologies. Component-based development is increasingly presented as the latest “cure” for these problems but itself depends on good design. Good design calls for effective architecture. One of the problems with developing an architecture is the number of different types of possible architecture: logical, physical, data, business, network, and so on. In a large organization this problem can be daunting; by the time you are halfway done the business and technology have changed so much that you have to start over. This paper recognizes that there is no “perfect” architecture and considers how to approach this problem in a pragmatic way.

The Need for Pragmatism

In the late nineteenth century a philosophy called “Pragmatism” developed in America (James, 1943) as a revolt against what some thinkers felt to be a sterile philosophical tradition then flourishing in Europe. Pragmatism is essentially a method for solving or evaluating intellectual problems and a theory about the kinds of knowledge we are capable of acquiring. It challenges purely theoretical activity by asking bluntly, “what’s the point?”. Before determining whether a philosophical claim is true, pragmatism takes the view that we must examine the cash-value of the claim. Our intellectual activity has as its purpose the attempt to resolve difficulties that arise in the course of our attempts to deal with experience. The cash-value of ideas is to be found in the use to which ideas can be put to work.

For example if I was walking in the woods and lost my way a solution might be to take into account such data as the sun’s position, direction of my walk, my previous knowledge of the terrain. The cash-value of this theory is whether it helps me find a way out. In contrast, other philosophical theories have no cash-value. For example, what difference would it make if I believed the universe was really one vast mind, or if one believed such a theory false?

“So what?” you’re probably asking. Well, in today’s world of methods it’s interesting to draw an analogy with the above developments in philosophy. With so much happening on the methods front we need to step back and ask whether the method is useful in a practical business setting, or does it result in a collection of academically impressive diagrams with no practical use. “A picture is worth a 1000 words” we are often told by the methodologists. However what if the picture is an illegible mess, what if the picture itself has a thousand words scrawled all over it? In a nutshell we must ask, in the spirit of pragmatism, “What’s the cash-value of the method?”. This means a new focus not so much on software as on business benefit and on an applications architecture that covers both software and business process.

What Are Components?

Currently there is much general confusion over the term “component”. So before considering the pragmatics of architecture it is important to be clear on definitions.
A **component** is an executable unit of code that provides physical black-box encapsulation of related services. Its services can only be accessed through a consistent, published interface that includes an interaction standard. A component must be capable of being connected to other components (through a communications interface) to form a larger group.

A **service** is a type of operation, that has a published specification of interface and behavior, involving a contract between the provider of the capability and the potential consumers. Using the service description, an arms length deal can be struck that allows the consumer to access the capability.

A major problem with using objects as the building blocks of an application is that implementation dependencies are often exposed through OO programming language interfaces. Interaction standards, such as the OMG's CORBA and Microsoft's DCOM, help to resolve this issue by providing clean separation between specification and implementation(s) in terms of component interfaces. A third layer (or "form") of executable binary code completes a very powerful and flexible structure. Note that, significantly, the component code can be changed without disturbing its clients, provided the interfaces are kept consistent. This is particularly important for legacy software.

A component-based approach has the potential to remove the tight coupling of an application's parts and ease reuse of parts across different applications. The great is that application "islands" disappear: objects are packaged as components, which are configured in network fashion to meet business needs. However, giving developers carte blanche with such powerful technology magnifies the dangers of hacking all the application logic to the GUI. When this happens, business logic becomes fragmented across countless different applications, and there is an attendant loss of control of the business policy implemented by the software. Any opportunity for leveraging reusable business components is lost.

**Pragmatic Architecture**

An effective architecture must provide an overall structure and set of rules for managing the scale and complexity inherent in enterprise software development. It must help achieve software interoperability, adaptability and consistency of design. This means that it increases the chances of achieving a good design; it is not a substitute for good design!

A service-based approach makes use of the established software engineering principle of separating user interfaces, business logic and data management. Service categories bring this principle a step forward as follows:

- **User services** provide human-computer interfaces to meet the needs of a particular business process or department. User services link together with business services to deliver the business capabilities to users in terms of a visual interface.

- **Business services** convert data received from data services and user services into information by coupling related business tasks with the relevant business rules. Business services are technically neutral and may apply at different levels of generality across several business processes or departments.

- **Data services** are used for the manipulation of data in a way that is independent of the underlying physical storage implementation. Data services commonly apply to generic data access requirements across several business processes or departments.

Business components are abstracted out into their own layer ensuring the implementation independence that is so important for a component-based approach. This architecture also helps close the, all too prevalent, gap between business process improvement and software engineering: A user service delivers business capability through the software interface to a business process.
There are two further ground-rules that are followed in layering services:

- aim for increasing generality downward through each layer; for example a core business component like Product Rules provides services to a specific business component like Product Sale.

- take advantage of the best work of others. There are several important industry initiatives in this area, including OMG work through the business object task force (BOTF) as well as useful work on business related patterns (Fowler, 1997), not only design patterns which are now well-covered in the literature (Gamma et al 1995).

It is important to understand that the service-based architecture is not a panacea. Developing software is still hard! However at least we have a start: the service-based architecture provides an overall context for shaping modeling techniques as we seek to apply good design principles.

Modeling Software Architecture

UML package diagrams (OMG, 1997) are used for modeling software architecture as illustrated in figure 1. A service package is a user-defined stereotype of package that provides a set of services belonging to a single service category. Service packages provide a mechanism for grouping objects into cohesive units and achieving an effective granularity of reuse. The service packages are also used to effectively wrap legacy assets. One of the major benefits of this is that proposed reuse of legacy systems, software packages and databases is addressed as part of architectural design, and not left as an afterthought, as in many methods; for example the Product service package might represent a software package.

![Figure 1. Part of a Service-Based Architecture for a Finance House.](image-url)
Applying Established Good Practice

Consider for a moment the proposed solution to one of the most pressing problems in civil engineering - how to stop the Leaning Tower of Pisa collapsing. Experts are planning what they initially regarded as a pioneering operation to siphon soil from under its raised north side so that it will slip back into a more vertical position after computer models showed it to be on the verge of falling over. But a professor researching a history of civil engineering has discovered that the technique was first used by James Tubshaw, a British engineer working more than 150 years ago, to save a tilting church tower in Cheshire, UK.

Similarly the service-based architecture leverages investment in established techniques. For example, three stereotypes (OMG, 1997) of class are used; user, business, and data. User and data classes are technology classes. Another established idea: changes to user interfaces—which are quite common given ongoing developments in graphical user interface (GUI) technology—will not affect the underlying business classes. The data classes provide data services by controlling access to database storage and converting this data to a clean, non-database specific interface for use by business and user services. Again an established idea: this protects the business classes from the effects of changes to databases.

The service package provides the required services through one or more service classes. A service class is a type of class, providing one or more services, which represents an abstraction of a component interface(s). A service class is used to help retain a domain focus in modeling without becoming embroiled in the potential complications of implementation: it gives the developer a mechanism for identifying interfaces “early in the process” in preparation for mapping to components. A service class marshals service requests and encapsulates access to a component in the spirit of responsibility-based design by contract (Wirfs-Brock, 1991). Typically, it is a control class (Jacobson, 1992) exclusively designed to provide services through one or more interfaces, although services can be allocated to any appropriate class, which then has the role of service class. The fact that a class is a service class is derived from the fact that at least one of its operations is a service.

Note how the architecture helps to shape and enhance established modeling techniques, rather than introducing radically new notations. This is very important for organizations who wish to protect their investment in existing skills.

Addressing the Legacy Issue

The service-based architecture also helps in leveraging existing software: Instead of rethinking the problem through afresh in terms of what software can be used to solve a business problem, sets of service features are examined to see which can be reused. As the bank of services is built up, so reuse of pre-existing code increases and the need to write new code decreases. Component code can be changed without disturbing its clients, provided the interfaces are kept consistent. This is particularly important for legacy software. For example, let’s say one freight company acquiring another freight company needs to find a way to interface with the latter’s billing system. The goal is to give the customer a “unified” bill so he or she would have all transport costs on a single invoice. Both billing systems are legacy systems operating on different hardware at different sites that are not practical to integrate. By wrapping each billing system in terms of the services it provides, a new “solution” that accesses the required services can rapidly be put together.

Another project involved a dealing system in which various user services provided visible functionality in the form of sets of window-based GUI forms. User services included placing deals, authorizing deals, setting up schemes, removing schemes and so on. A set of reusable business services supported the user services in their function. Business services included business tasks such as checking ability to proceed with a deal and verifying security types. The business services made use of a number of business rules, such as rules for determining a customer’s credit rating or whether there were sufficient funds to cover pending deals. The business services used a set of reusable data services to access the necessary client and security data from various legacy databases transparent to the user.

Architecture Planning
Architecture planning employs a range of techniques (Allen and Frost, 1998), including scoping of business processes and analysis of domains, dependencies, patterns and frameworks, and legacy systems. The key activity is to identify service packages with minimal dependencies and clean, reusable interfaces. We follow the convention that a package is by default a service package if no stereotype symbol is shown. Service categories are used to guide the layering of service packages.

All layers are usefully partitioned by increasing generality, aiming for stable and responsible classes at the lower levels (Martin, 1995). Service packages at the top of the business layer often correspond to business processes (for example Account may correspond to an Account Management process) but may be used generically across different user service packages.

It is also useful to study similar work by others and to keep pattern-aware. Figure 2 illustrates a prevalent pattern observed in several industries - holidays, mobile phones and insurance - that might be applied to further develop the business layer in the previous example.

![Diagram of Business Layer Pattern](image)

**Figure 2. Refinement of the Business Layer using Patterns.**

In parallel, we also approach bottom-up by assessing existing software assets. In particular, if reuse of a particular legacy database or software package is mandated up-front, then it is important to declare this within the overall architecture.

Typically, service packages are allocated to different teams. Project management is facilitated by architecting service packages in early phases of development. This also has the advantage that incremental design can focus on specific implementation details without being overloaded with wider architectural concerns.
Shaping the Architecture

No architecture is perfect - making trade-offs is a necessary part of the process. The price paid for a pure service-based architecture can be increased numbers of calls across the layers. This problem is exacerbated in the case of a highly constrained implementation, where services are fragmented across several platforms. These issues need to be balanced against the flexibility, maintainability and reuse that comes with a service-based approach. It is important to understand that service layers guide the partitioning but are sometimes sacrificed in the interests of non-functional requirements such as performance or security. The main theme is to partition to minimize undesirable dependencies and to critically appraise associations between classes in different service packages. It is also important to keep pattern aware, as discussed earlier.

Other trade-offs occur at the service-layer boundaries. For example if there is certain business policy that applies locally at different user sites to Account then it may well be expedient to hold the local business logic in the user service layer, especially if faced with a distributed implementation.

Regardless of implementation constraints it is a good strategy to separate out common interfaces within the business service layer. The reason is twofold: technical neutrality and reuse. It is important to model actors as roles, both in business process modeling and use case modeling. In the example there may be several different physical users of account information: the Loans Manager, Funds Manager and Customer Service Representative. However, they all share the same role of Account Manager. This suggests modeling a single service class, Account Controller, on to the Account service package.

User service packages often correspond to particular individuals or departments. In the example the Loans Administrator and Funds Manager have different user interface requirements; the former needs a sophisticated GUI whereas the latter requires a simple menu-based interface. Therefore there are two folder service packages corresponding to these different needs. The Loans Folder is designed generically for use across all parts of the loans process.

Service packages are often "orthogonal" in the sense that it can be difficult to judge in which package a particular class resides. For example, does Account Payer belong in Account or Party or maybe a new service package of Payment? Such decisions depend on trading off generality against dependency. By putting Account Payer in Account the billing details are all in one place, but generality has been sacrificed; there may be duplication if the same person both pays for is also a sales contact or employee (and is therefore held within Party). Other guidelines that help in making such decisions include:

- avoiding circular dependencies
- minimal inter-associations between packaged classes
- maximum intra-associations between packaged classes
- aiming for cohesive packages, more by classes commonly reused together, rather than simply functionally cohesive
- achieving good granularity; for example, 5-15 classes per service package is a rough rule of thumb

Developing the Architecture

The main focus in this paper has been largely top-down and on raising awareness of some of the practical structural issues in developing a service-based architecture. However architecture does not happen in a vacuum. The pace of change, both commercial and technical, means that software solutions need to be delivered in timely fashion. Delivering effective software in parallel with developing an architecture is one of the major challenges we face today; above all else this calls for an effective software process, details of which are outside the scope of this paper but which is summarized in figure 3. The important point is that project-level development and architecture development work hand in hand. This requires trading-off short-term gain in terms of project development of software solutions that confer early business value, against the longer-term investment in architecture, as described in (Allen and Frost, 1998). Component management facilities are an important enabling technology for leveraging this approach; these are discussed in (Allen and Frost, 1997).
Software development projects follow an iterative incremental approach which is driven by use cases in support of business processes. The architecture is used to integrate services smoothly with business process modeling thus helping to close the, all too prevalent, gap between business process improvement and software engineering. Units of business process modeling are modeled using established event-driven techniques. These provide a natural pathway into use case modeling, though definitions must be applied carefully (Allen and Frost, 1998).

![Diagram](image)

**Figure 3. The Iteration Between Architecture and Software Projects.**

The two approaches of business processes/use cases and service packages/domain modeling effectively come together by analyzing required object collaboration and interaction. It is here that feedback from development projects is effectively harnessed into the process. Use cases provide test cases for the architecture. Other well-tried techniques such as data modeling also have a key part to play in the renovation of legacy assets, particularly relational databases, to help get them in a fit state for wrapping.

As development unfolds so further UML diagrams are bought into play. In particular it is important to use deployment modeling (OMG, 1997) to explore distribution of service packages in terms of physical components across physical platforms to ensure the design meets detailed implementation constraints and quality criteria.

**Summary**

This paper has presented a pragmatic service-based architecture in which to leverage good design practice, patterns and established modeling techniques. The approach is grounded in business requirements. Domain modeling is used to drive the architecture. In the limited scope of this paper we touched on some basic principles including the concept of service layering, separation of operational from core functionality, the application of patterns and design guidelines. Use cases do not drive the development of the architecture but play an important part in driving system delivery at project level and in actually proving the architecture.
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Abstract

This paper proposes a software product model for guiding the Component-Based Information Systems Engineering (CBISE) development process, and in particular for guiding the requirement acquisition and product selection processes which must take place before system design and implementation. The product model is central to the PORE (Procurement-Oriented Requirements Engineering) method's requirements acquisition and product evaluation processes as it drives both processes. The process of requirements acquisition and product evaluation is iterative, part goal-driven and part context-driven, and exploits user-developed models of the candidate products or components as well as process goals to guide a requirements engineering team. The paper ends with a discussion of the current problems with the approach, and future developments to solve the problems.
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1: Introduction

As the next century approaches, the development of enterprise information systems is shifting away from what is known as bespoke systems development and moving rapidly to Component Based Information System Engineering (CBISE). Commercial-Off-The-Shelf (COTS) software products are now available to perform most of the functions that in the past required bespoke software. Procurement is the process of purchasing complex software systems from suppliers. These systems might be COTS systems or tailor-made for a customer. Requirements are a cornerstone for effective COTS software systems procurement. For example, requirements are used as a criteria for selecting the COTS system, are embedded in a legal contract and provide acceptance criteria to check when the developed system is delivered.

The use of COTS products introduces new problems for requirements engineers; e.g. deciding when to acquire new customer requirements and when to reduce the number of candidate products. However, this use of COTS products in CBISE has the potential for reducing the cost and time required to develop an information system. In today's competitive markets, the time-to-market or deployment is one of the most influential sources of competitive advantage open to organisations. The CBISE process enables organisations to maintain their competitive superiority. However, given the complexities of today's software intensive systems, the cost of procuring/purchasing wrong package due to inadequate requirements acquisition and product selection is large. The problem is that when building systems from COTS packages, new and different types of requirements need to be defined and new methods and techniques of acquiring these requirements and selecting candidate COTS products also need to be defined. We are developing a new method, PORE, which supports the requirements engineering and product evaluation/selection processes for CBISE development using an iterative process of requirements acquisition and product evaluation/selection.
One of the main features of PORE is that it encourages a requirements engineering team to acquire, model and analyse customer requirements at the same time as acquiring, modelling and analysing candidate software products. Although there are numerous requirements modelling languages available, there are very few approaches for modelling software products. The design of our method (PORE) identified three important problems for which there have not been any obvious solutions reported in the literature:

- how to interleave requirements modelling and software product modelling in order to provide effective process guidance?
- how can the software product model guide the requirements acquisition and product selection processes?
- what features of a software product must be modelled to guide these processes?

The software product model proposed in this paper attempts to solve these three problems and is the central component of the PORE’s iterative process.

As mentioned above, one of the problems which arose during the design of the CBISE method (PORE), was what features of a software product must be modelled to guide the requirements acquisition and product evaluation/selection processes. PORE’s solution is the software product model which represents the observable behaviour of the product and in particular, how the user interacts with it. To achieve this, we draw on the existing use case modelling approaches, and in particular the CREWS (Co-operative Requirements Engineering With Scenarios) use case model. The product model also represents the product’s articulated goals using goal-based requirements analysis methods. It also models the product’s architecture using models of software architectures reported in [6] and [11]. The main purpose of the product model is to improve the effectiveness of requirements acquisition and evaluation/selection processes and to aid requirements-product compliance mapping and checking.

This paper is structured as follows: section 2 outlines the requirements model, the software product model and its meta-model and the requirements-product compliance model, section 3 describes PORE’s situated process and how requirement and software product models inform the requirements acquisition and evaluation/selection processes. The paper ends with possible criticisms of the current approach and future developments of the PORE product model which, the authors hope, will overcome these criticisms.

2: The Requirement Model, Product Model and Product-Requirement Compliance Model

2.1: Requirements

A requirement can be viewed as a capability that a software system must supply or a quality that a system must possess in order to solve or achieve an objective within the system’s conceptual domain. A critical factor in successful acquisition of requirements is to understand not only what the system under consideration should do (functional requirements), but also the way in which it should provide its services (non-functional requirements). A broader view of requirements acquisition, therefore, should go beyond the description of what the system is expected to do (system’s functionality) and include system properties and constraints under which the system must operate, (non-functional requirements).

In the CBISE development process, this view is taken further to include information about product suppliers such as the supplier’s technical capabilities, application domain experience, ISO standard certification, (supplier requirements) and legal issues involved in product procurement such as negotiating contract terms and conditions, licensing arrangements, (contractual requirements). When taken in this context, requirements represent both a model of what is needed and statements of the problem under consideration in various degrees of abstraction. The PORE method uses the requirement model to both elaborate the requirements statements and to check requirements-product compliance during the product evaluation and selection process as described in section 3.

2.2: The Product Model

To enable effective software evaluation and selection, there is a need to understand the software product. PORE’s product model enables each software product to be modelled in three different ways [7, 8]. One of the
problems for CBISE is that, it is very difficult to compare products since there is no understandable common vocabulary or taxonomy to describe a software product. To remedy this, the PORE approach proposes a software product model to be used as an instrument for comparison and evaluation and for driving the requirements acquisition process. The eventual selection of a product to be included in the development of the information system demands some form of precise mapping between the product’s properties and the customer requirements. The mappings should cover both functional and non-functional requirements and cope with the product feature dependencies and incompleteness of requirements [5].

Typically, a software product possesses sets of interdependent properties. Properties are the characteristics that describe a product and are the features of the product model. Properties represent all that we need to learn about a product, its context and the relationships between the properties. The properties model the product's observable behaviour and how it provides its services to the users. Product's properties are intended for specific purposes and modelling the properties provides information to reason about the product's suitability for its intended purpose. Dependencies and relationships exist between the product properties; e.g. between actions and functions.

2.2.1: The Product Meta-Model

To precisely model the properties of the software product, the PORE approach uses a variety of abstract meta concepts such as goals to be achieved, objects to be used, actions taking place, events, agents to perform and control actions, components involved in actions, functions to achieve actions and relationships between meta-concepts. Figure 1 depicts the PORE's software product meta-model and its primitive concepts (e.g. agent, action, software component) and the meta-relationships linking the meta-concepts (e.g. performs, achieves, depends). The meta-concepts provide specific ways and strategies of traversing the product meta-model to instantiates its instances during requirement-product compliance mapping (see section 3). Each step in the product requirement mapping becomes a validation of the product features against essential customer requirements. The main purpose of the meta-model is to drive the requirements acquisition and product evaluation processes and to enable effective requirement-product compliance checking (see Figure 2).

![Figure 1: A meta-model for the product sub-model, showing the primitive concepts and relationships with which to model each software product](image)

The following section briefly describes the main primitive meta-concepts of the product meta-model:

- a goal is a high-level objective that the system should meet [4, 2]. Goals are achieved by actions performed by agents. Goals can be decomposed into alternative combinations or logical sub groupings and may sometimes conflict with each other [2].
• an **action** is a process linked to the attainment of a goal. Each action can be cognitive, physical, system-driven or communicative. Each action can involve one or more agents, use one or more objects and may result in a state transition which may change the state of the object. Actions are linked to each other using action-link rules [9];

• an **agent** is a type of object which performs or processes actions [4]. Each agent has certain features that determine its capabilities to perform the desired actions. Each agent is either a human agent or a software component, thus enabling the requirements engineering team to model the system boundaries (degree of automation) of each product;

• an **object** is something of interest in the domain. Object instances can evolve from state to state through the application of actions. Each state of an object at some time is defined as a mapping from an object to the set of values at that time of all features of the object. The team models object use in a use case to describe both the product's information features and customer's information requirements;

• **functions** are a mode of action by which the product fulfils its purpose. They are the services and capabilities provided by the product and specify what the product is capable of performing. Functions define the behaviour of the product and the fundamental processes or transformations that the product and the hardware components of the system perform on inputs to produce outputs. The behaviour of a product's function can be mathematically characterised as a function which receives some input $x$ and produces some output $y$.

• a **component** is an independently deliverable set of software services available to users or to other components [3]. The software package or COTS itself, is also a component. Components interact or collaborate with each other through connectors to accomplish solutions or to undertake complex functions. The structural features of components are collectively known as the architecture [6, 11];

• **connectors** facilitate interaction between components in order to form executable structures. Connector types include protocols, procedure calls, remote procedures calls, buffers, event broadcasts, constructs, etc. Connectors can be further divided into data-carrying connectors, control-oriented connectors and hybrid forms that exhibit both characteristics to some degree;

• **dependencies**: the product model also defines dependencies between components. One component $X$ is dependent on another component $Y$ if component $X$ contains a call or connection to component $Y$, that is $X$ is a dependent of $Y$ [10]. The model identifies different types of dependencies between components. Examples are functional dependencies, trigger dependencies, precedence dependencies, constraint dependencies [8]. These dependencies in combination with component connectors, provide a simple but useful semantics for modelling a software product.

### 2.3: The Product-Requirements Compliance Model

The relationship between the product model and the requirements model is shown in Figure 2. The requirements model contains zero, one or more requirements. Each requirement has attributes and values to indicate its type, priority and owner. The second part of the model is a model of candidate software products. Likewise, a product model contains zero, one or more product features, and each product feature has similar attributes as requirements. The third part of the model represents the degree of compliance between the customer requirements model and the product model. Compliance is modelled as a set of relationships between one or more customer requirements and one or more product features. Attributes on each relationship have values to indicate whether or not there is compliance, the degree of compliance, and the degree of confidence in the compliance.
The compliance model is made of concepts that are instances of the product meta-model abstractions and atomic customer requirements. PORE uses meta-concepts of the product meta-model as a criteria for measuring and comparing conceptual similarities between candidate products and compliance with customer requirements during product evaluation and selection. The PORE's product evaluation and selection process is described next.

3: Product Evaluation and Selection

The purpose of evaluating software products is to judge how well do they comply with the specific system's objectives and customer requirements. The PORE method prescribes a goal-based process to achieve product evaluation and selection [8]. Figure 3 graphically depicts this process. Candidate software products are rejected according to their compliance with essential customer requirements. In the early stages of the process, the products that are least compliant with essential requirements are rejected using the high-level atomic customer requirements. As the customer requirements become more complex and detailed, a small number of products are short-listed for a more complex and time-consuming compliance evaluation.

Central to the product evaluation and selection process is the product model. The product model drives both the requirements acquisition and the product selection processes. At each stage of the process, product properties are mapped to customer functional requirements and a compliance model is developed to check and to determine the degree of compliance between each candidate product and the customer requirements. The compliance model is a composition of compliant requirements and product properties. It is modelled as a set of relationships between one or more customer requirements and one or more product features. Attributes on each relationship have values to indicate whether or not there is compliance, the degree of compliance, and the degree of confidence in the compliance as depicted in Figure 2 and Figure 3.
Figure 3: Overview of PORE's goal-based process. The number of acquired customer requirements increases while the number of candidate software products reduces. Successive rejection of non-compliant products leads to a systematic reduction in the number of candidate products during the process.

To achieve the goal-based process of Figure 3, the PORE method prescribes a route map with four generic high-level processes, as depicted in Figure 4. The four generic processes are the (a) requirements and information acquisition process which acquires requirements from main stakeholders and information about suppliers and available candidate products in the market; (b) requirements and information analysis process which analyses the acquired requirements and supplier and product information for accuracy and completeness; (c) requirements-product compliance checking process which uses decision-making techniques and tools to analyse and check requirements-product compliance mapping; and (d) candidate product selection or rejection process which selects one or more compliant products and rejects non-compliant ones. The order in which the four processes are undertaken is context-driven and is determined by the current state of the situation model.

Figure 4: Graphical depiction of a route map showing PORE's high-level processes. The achievement of each essential goal is a broad sequence, in which the first process is acquisition of information from stakeholders and the last is selection of one or more candidate products, but the sequence of the intervening processes is not predetermined and each process can be repeated many times.

As shown in Figure 3, as the team goes through the process iteratively, guided by the route map depicted in Figure 4, the number of candidate products reduces and the number and detail of customer requirements increases. The PORE goal-based process model is the central component of the PORE approach. Each process is modelled as a collection of process chunks [8]. PORE combines the process chunks together in different sequences to form different processes to achieve different goals. Each process chunk has 6 attributes as shown below:

Process-Chunk:
Name: Unique-identifier
Goal: Verb (Result | Object) (Manner)
Process: (Goal)
Situation: (property (sub-model))
Input-information: (content (situation sub-models))
Technique: (technique in PORE method box)
End-Process-Chunk

An example of the application of PORE process chunks is shown below. The goal is to reject from the candidate products list, those products which do not comply with the essential goal-1:

Process-Chunk:
Name: 1.0
Goal: Reject software products non-compliant with essential-goal-1
Processes: Acquire atomic-functional-requirements
As depicted in Figures 3 & 4, the product evaluation and selection process is very complex and at any point in the process, there are a large number of possible situations which can arise. PORE enables the requirements engineering team to model these situations based on Suchman's definition of a situation [12]. PORE models a situation in three parts. The first part models the current state of the customer's requirements; the second part models the degree of compliance between the customer model and the product model and the third part models the candidate software products. The context-driven process is made more complex by the large number of techniques available from different disciplines which are available to achieve each process. Maiden & Neube [12] identified numerous techniques to acquire and analyse information, and to make complex decisions and select candidate products. It is rare that a requirements engineering team will be familiar with all of the techniques, so PORE makes them available through its method box. For each technique, the method box gives information sources about the technique, advice about the technique’s use and prototypical examples of its use.

4: Discussion and future work

We believe that the software product model is a novel approach to acquire requirements and evaluate and select products during the CBISE development process.

However, the PORE approach still has significant limitations that we aim to overcome in its future developments. First, although it is important to model software products, the current approach is labour-intensive. One solution is to guide the requirements engineering team to model product features needed to infer properties about the product sub-model and its contents. In particular, this will ensure that each product is modelled to a sufficient level of detail. Another solution is to parse natural language descriptions of software products. A software tool (CREWS-SAVRE tool) is currently being developed so that the requirements engineering team can enter natural language use case descriptions which are then parsed to infer actions, agents, objects, states, state transitions and other features which are central features of PORE's product sub-model [1]. We are looking forward to reporting the results from this work in the near future. A detailed description of the PORE method is available at its dedicated web site: http://www.so.city.ac.uk/pore/welcome.html. We welcome any feedback and suggestions.
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Abstract

Component technology seems to be a promising approach towards more efficient software development by enabling application construction through "plug and play". However, the middleware supporting this approach is still complicated to use and obstructs the attention of the component developer from the application domain to technical implementation issues. Business objects are intended to hide the complexities of middleware approaches and provide an easy to use environment for application developers. We conceptualize business object approaches by presenting a common model and survey some major players in the marketplace. We conclude by identifying implications of business objects on information systems engineering.

1 Introduction

Component-based software development is intended to facilitate and speed up application development. Reusable components are supposed to be plugged together in a distributed and inter-operable environment. Middleware systems such as CORBA, DCOM or Java RMI provide the necessary infrastructure for this purpose. Middleware systems offer a number of facilities important for information system development, including transactions, persistence and security. They are, however, rather complicated and difficult to use. It is desirable to hide the complexities from application developers and allow them to deal with concepts they know from their application domain rather than with implementation issues. An approach towards achieving this goal are business object facilities and common business objects.

In this paper we summarize a study that presents an overview and evaluates business object approaches that are currently be developed or are on the market already. We characterize business object facilities and common business objects and give a brief overview of six competing approaches, namely the Combined Submission to the OMG Business Object Domain Force (OMG approach), the SSA Business Object Facility (SSA approach), Sun's Enterprise JavaBeans (Sun EJB), IBM's San Francisco Framework (IBM SF), Microsoft ActiveX (MS ActiveX) and the SAP Business Framework (SAP BF). Finally, we conclude with some important implications of the business object approach for information systems engineering in order to encourage discussion on their advantages and disadvantages. A detailed description of our study focusing on an in-depth analysis and comparison of the approaches can be found in [2].

*This work was partially funded by the Austrian FWF (Fonds zur Förderung der wissenschaftlichen Forschung) under grant J1526-INF.
2 Business Object Concepts

In its 1996 Request for Proposal the OMG defined Common Business Objects and Business Object Facilities as follows [4]:

Common Business Objects (CBO): Objects representing those business semantics that can be shown to be common across most businesses.

Business Object Facility (BOF): The infrastructure (application architecture, services, etc...) required to support business objects operating as cooperative application components in a distributed object environment.

In the sense of these definitions, the Common Business Objects can be regarded as components providing core application functionality for a certain business domain. They are intended to build the kernel of applications tailored to the needs of a certain organisation. Business Object Facilities on the other hand represent the enabling technology for creating and executing business objects. They aim at hiding middleware complexities from application developers. The business object approach promises to realize the following achievements:

Simplicity: Business object developers can concentrate on business solutions. Infrastructural concerns, such as transactions or persistence are entirely transparent for them.

Reusability: A business object is able to support different applications. The business object facility supports the construction, integration and execution of such reusable components.

Extensibility: Business objects are extensible with mechanisms, such as inheritance and delegation. In this way, specialized solutions can be created quickly from common business objects.

Scalability: A key feature enabling scalability is distribution. Business objects are therefore distributable across different servers.

Heterogeneity: Business objects are able to communicate with each other although they may reside on heterogeneous hardware and operating system platforms and may be written in different programming languages. The BOF hides any heterogeneity from the developer.

Portability: Business object implementations are platform independent. BOFs hide the underlying operating system and legacy applications and make business objects portable between different deployment platforms.

Interoperability: There will be several BOF providers in the market. Business objects that reside in one BOF are able to communicate with business objects residing in other BOFs.

In order to understand and compare the various business object approaches, we developed a common model for describing their features and characteristics. It can be considered as a layered architecture. While the top three layers are ordered according to the level of abstraction they achieve from the underlying hardware and software infrastructure, the lowest layer deals with conceptual issues. Figure visualizes the model.

The concept layer is intended to provide the "big picture" of an approach. It describes how an approach manages business objects and their interoperability at a high level of abstraction without technical detail.

The infrastructure layer is concerned with the underlying middleware of an approach. Two issues are addressed. The basic technology issue covers the infrastructure used for brokering messages. Examples are OMG/CORBA, Microsoft DCOM, or Java RMI. Furthermore it covers operating system platforms and programming languages supported. The services issue is concerned with system-level services a business object developer is provided with in order to create applications. Examples are naming, events, life cycle, persistence, transactions, concurrency control, relationships, externalisation, query, licensing, properties, time, security, object trader, and object collections.

The facility layer deals with business object facilities. According to our model, this layer contains five issues. First, we consider interfaces. On the one hand, clients or other business objects need to access a business object;
on the other hand, a business object has to access BOF services. Access to clients can for example be granted via static or dynamic CORBA interfaces or through RMI-compliant Java interfaces. Services can for example be made accessible by letting a business object class inherit from a system provided super-class. A very important feature of business objects is their ability to access legacy applications such as databases or application suites. The application integration issue focuses on the access mechanism rather than on the currently available set of accessible applications. Mechanisms for accessing legacy databases are for example schema mappers linking object attributes to tables in a relational database. For the development of applications based on business objects, it is important to provide modelling support. Two issues are concerned with modelling. First, modelling concepts are needed in terms of a meta model. It defines the constructs available for specifying business objects. Examples of such constructs are business object types, business system domains, or events. Beyond a meta model, a notation for representing business objects is needed. The representation has to cover the semantics of the business objects rather than a technical description of the interface specification. Last but not least, we evaluate the degree of model integration of the approach with business analysis models on the one hand and interface definition or implementation languages on the other hand. Integration with analysis models means that there should be a mapping between analysis model such as a UML specification and the business object model. On the other hand, a mapping between business object model and interface definition languages such as CORBA IDL or implementation languages such as Java is desirable.

The solution layer comprises the highest layer of the comparison model. It is concerned with concrete implementations of business objects that can be used by a developer as a basis for a business application. Two issues are considered by our model. Common business objects on the one hand represent semantics common to a whole business domain. Their intent is to relief an application developer from implementing features that can be provided by pre-built components because of their generality. Common business processes on the other hand go even further than common business objects and provide a skeleton application for business domains. That means not only common objects are identified and implemented but also their interactions in order to perform a broader business task.
3 A Brief Survey of Existing Approaches

**Combined Submission to the OMG Business Object Domain Force** The OMG approach [5] provides a wide coverage of features of business object approaches as defined by the common model. It is based on a type manager for managing business objects. The basic technology is of course CORBA and five services are supported that are slightly different from the basic CORBA services. This approach also provides a meta model defining concepts for modelling business objects as well as a representation formalism. The Component Definition Language (CDL) is a textual language covering business object semantics. The approach integrates with UML as an analysis approach and CORBA IDL for interface definition. A set of common business objects for business financials, order management, and warehouse management is also provided. The specification is currently being implemented by several vendors. Its main advantage is that it is entirely open and covers all aspects from basic infrastructure to common business objects. However, the approach seems to be put together from various ideas and the three specifications it contains are not well integrated. Moreover, the meta model seems rather complex and the practicability of the textual specification language CDL has still to be proven.

**SSA Business Object Facility** The SSA approach [7] relies on the concept of executable object (XO) as business object that are managed by the BOF. The basic technology is also CORBA. Six services are provided by the approach, which again differ from the basic CORBA services. Semantic data objects (SDOs) are used for wrapping legacy applications. The SSA approach only covers the infrastructure layer and provides the application integration and interface features from the facilities layer. It appears more compact and clear than the Combined OMG submission. SSA is currently implementing the approach within ESPRIT project OBOE.

**Sun's Enterprise JavaBeans** The EJB approach [8] is based on three components, namely Enterprise JavaBeans classes implementing business objects, Enterprise JavaBeans containers responsible for life-cycle management of the beans, and Enterprise JavaBeans servers for providing system-level functionality. Sun's Enterprise JavaBeans extend Java technology with component server capabilities based on Java Remote Method Invocation (RMI). The approach covers the same range of features as the SSA approach. Services, however, are weak and need to be specified in more detail.

**IBM's San Francisco Framework** The IBM initiative [1] is based on Java technology but extends the basic RMI mechanisms. The services provided are based on the OMG specifications but simplified or extended where considered to be necessary. Furthermore Java features are included. Database applications can be integrated via schema mappers. San Francisco is well integrated with existing modelling approaches. Rational rose models can be directly translated into Java by the means of a code generator. Common business objects as well as common business processes are provided by the framework. IBM's San Francisco is already available as Version 1.0 and provides all features except a modelling approach. Its strengths are undoubtedly the common business objects and processes that are supposed to provide about 40% of an application.

**Microsoft ActiveX** Microsoft provides a set of component technologies marketed under the name ActiveX. However, business objects as defined in this paper are not explicitly addressed. The Microsoft Transaction Server [3] provides some basic facilities that might be of benefit for business objects and thus is included into this survey. It hosts ActiveX components and provides distribution, life-cycle, and security services for them. The base technology is COM/DCOM. MTS is available in Version 2.0 and needs a Windows NT Server for running. The services provided as well as the mechanism for integrating (Microsoft) legacy applications can compete with the other approaches. An advantage of the Microsoft technology is that it is already available and in use while many of the other approaches are still in a specification state.

**SAP Business Framework** An alternative approach to the ones introduced above is SAP's Business Framework [6]. It is not intended to support the development of business objects but provides a business object interface to SAP R/3. An object repository layer is established on top of R/3 providing access to non-SAP applications.
The approach therefore is especially strong in the area of common business objects and processes as well as application integration (with R/3). Another advantage is that the business objects can be accessed from CORBA, COM/DCOM and Java. The participation of SAP business objects in global services, such as transactions remains to be demonstrated.

4 Conclusions

This paper was devoted to the next step in component technology represented by business object approaches. We developed a conceptual model consisting of four layers, namely concepts, infrastructure, facilities, and solutions. We furthermore provided a brief overview of six competing approaches. To conclude this paper, we want to point out some implications of business objects on information systems engineering as a basis for discussing pros and cons.

Business object approaches will have impact on the development processes. Applications will be built in a bottom-up style rather than top-down by plugging together various existing and newly developed business objects. The processes are more likely to follow a incremental approach rather than a waterfall model; applications can be assembled rapidly, enabling cross-checks with the users. Furthermore, development processes are supposed to be shorter. Executables can be reused instead of high level design documents or code.

Business application developers will need less implementation knowledge and can concentrate on the application domain. Services, such as transactions, persistence, security, life cycle management will be provided by the business object facility. "Intelligent IT users" can be integrated in the process as developers rather than users stating requirements that then have to be interpreted and realized by implementation specialists.

Development tools will need to be sophisticated in order to hide implementation complexities from application developers. This is a chalenge for tool providers. Integrated toolkits covering all phases from analysis to implementation will be needed. In combination with business object approaches, appropriate development tools will make component technologies usable.

A market for common business objects and processes will be established. Applications will be assembled from bought as well as self-developed objects. The current “reinvention of the wheel” phenomenon can be avoided by making independent objects inter-operable and deployable in different environments.

Another interesting implication of business objects are enhanced integration possibilities with other information systems such as workflow systems. Current systems suffer from a lack of integration of application functionality. Based on component technology, workflow systems could evolve into “business operating systems” providing a graphical user interface as well as process support for application components.
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Abstract

Today's software market is characterized by the existence of a multitude of atomic software systems for various application areas. These systems are usually "closed" solutions for certain functions. In general, a communication between the systems is only possible through system-specific interfaces. An integration (communication) of these software systems is enabled by recent developments in the area of computer science. For example, by the application of special middleware platforms an integration of software systems is possible. The aspect of integration is essential for software systems in the area of the technical product development. Currently, software systems are available for the support of the individual steps of the product development process. Such systems are denoted as technical information systems. However, due to the inherent complexity, an integration of all these systems over the whole product development process is not possible. This paper presents a general approach to configuring user-specific technical information systems based on a four level integration framework.

1 Motivation

The current software market is characterized by the existence of a multitude of large and complex information systems for various application areas. The current systems offer functionalities which are necessary for the solution of certain tasks. Even in very complex applications, like the computer supported product development, it is no longer possible to offer all necessary functionalities in one information system. Due to the very high inherent complexity an implementation of well structured and operable systems is not realized at the same time. In today's information systems this is attempted with the result that the systems are large monolithic software packages which are difficult to operate and hardly to grasp. These systems have additional deficits, among other things, with regard to their integration behavior. They are usually "closed" solutions with no or only limited cooperation possibilities. They can only be acquired in theirs "totality" or in special modules. This leads to two further substantial deficits of today's information systems. On the one hand, in a certain software environment functionalities may be available redundantly. For example, for a special enterprise this means that the costs of software packages are very high without any visible effects. On the other hand, functionalities which are never needed are also part of this "large" software (system) package. For example, an enterprise bought a special software package and only 60% of it are used. These systems are hardly scalable to special situations. In an enterprise a special software environment is necessary. The provision of technical information systems scalable on this special situations is very difficult.

Following [9], these deficits can be avoided by the use of a component-oriented approach for the development of information systems. In this case, the information systems are divided into their core components. Each core component comprise all functions, software modules, and necessary data structures which are required to solve one particular task. For example, a special CAD-system contains different kinds of core components (viz. components for 2D-/3D-functionality, a component for displaying the CAD-model etc.). This kind of the usage of software systems appropriate interfaces for the summarization in special components have to be provided by the systems. By configuring the core components, component-based information systems can then be implemented.

In the recent years, new technologies have been developed to provide a basis for realizing manufacturer-overlapping information systems which are available in a heterogeneous network. Such an information system contains different kinds of components from various software producers. Two technologies for different hard- and software environments have been established: the Common Object Request Broker Architecture (CORBA) of the Object Management Group (OMG) [8] and Microsoft's (Distributed) Component Object Model (DCOM) [2, 14]. Both technologies represent a Broker Architecture in the sense of [7]. Whereas CORBA already represents a completely standardized integrated technology, the specification of DCOM is not completed in the sense of...
a "standardized integrated" technology. In our opinion, to use the advantages of both technologies for "new" manufacturer-overlapping information systems a combination (integration) of both technologies is necessary. So, the application of "all" software systems based on such technologies can be used directly for a "new" information system. The methods and concepts required for such an integration are already available in commercial products and can be applied. For example, ORBIX from IONA Technologies provides an appropriated interface for such an integration.

The CORBA and DCOM technologies can be used as a basis of component-based information systems. However, there is the problem that these technologies are "completely" or directly applicable only for new developed systems. In the companies a lot of monolithic information systems are available. It is very important that such systems will be adaptable to the new technologies. In this case, the systems can be directly used continues in "new" information systems. The adaptation to the new technologies can be realized, with the help of a re-engineering process. This process is very time-consuming and cost-intensive.

For the development of complex products (for instance technical machines etc.) a multitude of technical information systems are used. In this case, on the one hand, there are systems which claim to support total solutions, for example CAD/CAM. Such systems are usually very complex in size and handling and, thus, represent large monolithic software systems. On the other hand, there are applications which supply "niche-solutions" or represent small special applications for certain subtasks. Component of the further considerations should be the presentation of an integration framework. By the application of this framework, technical information systems on the basis of a component-based approach can be used better without the necessity to perform a "complete" re-engineering process.

2 Fundamentals

All technical information systems available on the market serve for the creation, administration and representation of certain information, for example data or documents. For this, special functionalities in a certain order are necessary and have to be supplied to the current user of the system. Due to this fact, all technical information systems can be divided into four layers. On the data layer the administration of all data objects necessary for the system is realized. All functionalities of the system are offered on a function layer. These functionalities are coordinated in a certain order on a process layer. For the user the total functionalities of the system are (then) offered on a user layer. In technical information systems these four layers are available. As an example, it is referred to a system for the administration of product data (e.g. a EDM- or PDM-system). In general, in such a system a database for the administration of the product data exists (on the data layer) and a lot of functionalities for the manipulation of product data are provided (on the function layer). The creation of a product structure is a typical function in such a system. Certain functionalities must be executed in a certain order (on the process layer) and have to be offered on a user layer.

The decomposition of software systems into four different layers contains still another aspect which is particularly important for the development of modern technical information systems. As a matter of principle, the different layers of a software system correspond to the possible integration dimensions of a software systems following [16]. In this case, the integration of information systems can take place on the following layers:

- **Data Layer:** On this layer the necessary data objects, for example documents or product-describing data, are summarized and administered in a uniform model. Depending on the current application systems, the objects can thereby be stored either directly or indirectly using a reference to the actual data objects. As storage medium, databases can be used. On the data layer a system-wide data integration can then be implemented by the application of federated database concepts [15]. Other integration concepts are conceivable, too e.g., a uniform product data model on the basis of product data standard AP214 and AP212 from the STEP-standardization line ISO10303 [6].

- **Tool Layer:** Following [9], on the basis of the component-oriented use of software systems special software components for user-specific software configurations are applied. On this layer the decomposition of software systems into their core components and an integration (communication) of these a better usefulness of the tools is possible. The software tools represent the virtual modules or components with a granularity from simple modules with few functionalities to complete complex applications. The introduction of a com-
ponent model the mapping from the configuration of an engineering environment as a set of correlated tool components can be enabled.

- **Process Layer**: Component-dependent functionalities on the Tool Layer which are available in the frame of a tool configuration shall be used on this layer in order to configure task-specific sequences. For that, special modeling concepts and methods for the flexible configuration of sequences are necessary. For example, an appropriate method for the mapping of parallel processes is very important. The methods of modeling have to be implemented in a special tool for an execution environment of configuration. In the simplest case, a Petri-net approach can be used [11]. On this layer an integration of functionalities of the Tool Layer into any task-specific process sequences is possible. The introduction of a special process model and appropriate concepts and methods make it possible. For example, in [4] different kinds of software process modeling and execution methods are described. However, there is the problem that these methods are only applicable through an appropriate adjustment process. The process is very time-consuming.

- **User Layer**: On this layer all functionalities of the complete system must be offered or represented in an appropriate/uniform format. The independence from the hard- and software, which is used, has to be guaranteed.

On the basis of these four layers an integration framework for technical information systems can be specified. The information/software systems available in a special software environment of an enterprise can be used better through the application of this framework. Through the supply of system-wide functionalities within this framework, a higher efficiency of functionalities of individual software modules in the whole system can be achieved. A possible integration framework is the subject of the following considerations.

## 3 Integration Framework for Technical Information Systems

In our opinion, for the implementation of modern component-based information systems a uniform system-wide integration framework have to be used. For example, systems based on such a framework "standardized" system-wide interfaces are provided and all other systems can used these. For the implementation of such a framework appropriate technologies like CORBA or DCOM are necessary. In order to also include existing monolithic information systems into such a new system, the supply of an integration framework is meaningful. The general goal of this special framework is to provide the foundation of a component-based technical information system. The advantage for an enterprise is that the available software systems can still be used. Additionally, a higher total functionality can be obtained by the supply of system-wide functions. We suggest an integration framework for a component-based technical information system, as shown in Figure 1.

![Figure 1: PACO - An Integration Framework](image)

As discussed in the preceding section, in order to realise a constant component-based information system, our framework distinguishes the four different integration layers. The necessary (available) software systems are partitioned into components which belong functionally together (core components). By the use of a component model the components are combined to enterprise-specific software configurations. A component is a software module
with well-defined interfaces which represent the generalization of the behavior and the internal representation and implementation "covered". Thereby each component belongs to a component class which defines the characteristics (in the form of interfaces) and implementation. In principle, a distinction between two different kinds of component interfaces is possible:

- **Operational interfaces:**
  This interface defines a set of operations which can be executed by a component or which a component can invoke at another one. An operation is described by means of a signature consisting of an operation name and a set of parameter definitions.

- **Event interfaces:**
  This interface defines a set of events which a component can be announced on the environment. Events will be described again by means of a signature.

An interface can be derived from other interfaces. Moreover, an interface can extend the derived interfaces with new operations or events. The derivation is only allowed within the scope of the same kind of interfaces. A component has to implement at least an operational interface. Furthermore, a set of abstract points of interaction, so-called **slots**, can be defined for a component. So a component can uses services of another component. Slots are defined by a system-wide unique identifier and the necessary interfaces. The interfaces allow the explicit connection of a component with the component which provides a special service. A connection of Slots of different components by means of **Interactors** special configurations of components can be supplied. The model is allowed to define interactions independently of the implementation of the components and to reduce the dependencies between the components. A configuration of components represents the clipping from the tool supply of the environment, necessary for the processing of a task. Further, a configuration of any software components or core components to component-based information systems is possible [12].

For example, with this model the functionalities of an Assembly-Editor based on a CAD-system and the services of a Product-Browser could be connected. The several components will provide their typical special functionalities. The connection between this components the application of functions from other components is possible directly. In this case, the CAD-system do not have to offer a special component for the administration of product structures. The necessary functionalities are provided by an other component from the special software environment. Additionally, the model can be extended through a component for the document selection or administration (see Figure 2).

Functionalities provided by a configuration can be used to model and execute task-specific process sequences. Due to the sometimes very high granularity of these functionalities (for example methods of concrete objects), the supplement of the virtual Process Layer is meaningful. The goal of flexible modeling of technical process sequences an appropriate summarization of such functionalities is necessary. Therefore, the Process Layer is extended by an Activity Layer. On the Activity Layer, the “atomic” functionalities of the underlying configuration are combined with high-order functionalities of the total system. The combination of special functions to high-order functions **Compound Activities** are used on the basis of Activity Nets. On the Process Layer the technical process sequences then can be configured based on these (Compound) Activities.

Based on the suggested integration framework, the introduction of an enterprise-wide technical information system is supported by the use of implementation-independent specification languages. On the several layers all relevant objects and object relations are specified (for instance components and relations between this components). Thus, an enterprise-specific system can be described on an abstract layer. Then, the concrete systems can be generated from this description. For the specification of necessary data objects on the Object Management Layer generically **Data Definition Languages** can be applied [5]. For a flexible adaptation of the software environment on the Configuration Layer the individual software components or the relations between these components are specified with the help of the Language Tool Interconnection Language (TIL). From this TIL specification of a special software configuration with the help of one TIL compiler the internal representations of a configuration readable by the runtime environment and the adapter code required for the interconnecting of the software components are generated. Based on the configuration description the runtime environment is able to instantiate and connect the components directly or via the generated adapters. In the context of a TiFRAME-Framework the TIL specifications, the TIL compiler and the necessary adapter code was summarized [12]. Based on the Configuration Layer for the configuration of task-specific sequences on the Activity Layer an appropriate description model was defined for
the specification of all relevant information (e.g. the introduction of a role model to the access management). This include, among other things, the definition of model- and execution-specifications of Compound Activities. From the internal representations of a configuration which is readable by the runtime environment, this specification with the help of a special compiler are generated and for runtime environment provided for the instantiation and the execution [3].

Advantages of this integration framework are in particular the possibility of the component-oriented use of available, specialized information system components and the associated possibility of the configuration of special technical information systems. Another advantage is the possibility of configuring (describing) necessary process sequences. The technical information systems available in a special enterprise environment can be used in such a manner that first the possible system components are combined into an enterprise-specific configuration of components. Then, the functionalities supplied by the components are used for the configuration of task-specific sequences on the Activity Layer. The special sequences can be supplied on the Process Layer. In this way, the framework concept can be realized gradually. At first, the concepts of the Object Management and Configuration Layer are layered. In a second phase, the methods and concepts of the Process and Activity Layer can be provided. In general, the stepwise introduction of systems based on this framework concept has two advantages. On the one hand, after the introduction of the Configuration Layer concepts the higher functionalities from the whole system are used directly at the same time. On the other hand, the understanding of the “new” system environment by the people in an enterprise will be better through a stepwise introduction.

For the realization of these concepts, first a framework for the component-oriented tool integration in design environments has been specified and prototypically implemented [10]. The configuration of special technical information systems is possible. For the configuration of necessary (Compound) Activities, first concepts for specification were implemented. In the future, these Activities will be used for the implementation of a product structure dependent process sequence on the Process Layer.

4 Related Work

The improvement of the support of the product development process is a current subject of research where two different research areas can be recognized. Whereas the first area deals with the improvement of the support of individual development phases, the second area tries to find a general approach for the computer supported product development process. In this context, it shall be referred to the KOMFORCE-initiative which aims at the development of methods, reference models, and tools for integrated development workplaces [13]. It is, similarly to the PACO\(^1\) integration framework, based on different layers of integration. Other works, e.g. "Architecture for a frame system in the product development", include the tools which are available in an enterprise, in their totality [1]. In contrast to the described concept, our approach is based on a component-oriented use of software tools.

The development of component-based software systems is subject of current research in the educational area as well as in the commercial area. Thus, with the introduction of the OLE2-technology (Microsoft) the basis for the development of component-based software systems were already laid. In this case, a document-oriented approach

---

\(^1\)PACO: stands for Process, Activity, Configuration, and Object Management Layer
has been pursued. However, there is the problem that the components of the user interfaces was in the focus. Other large software manufacturers try to establish their component technologies on the software market, such as Java Beans (Sun). These technologies are likewise aligned to components of the user interfaces. All components must support the interfaces given by the current environment in order to be used in an application environment.

5 Conclusion

Due to the deficits of (technical) information systems which are currently in use, technologies like CORBA or DCOM have to be used. The development of such technologies had the goal of creating a manufacturer-wide standard for cooperating objects in distributed, heterogeneous environments. In general, the implementation of component-based, manufacturer-wide information systems in heterogeneous networks is possible based on such technologies. An approach for the development of technical information systems is especially necessary due to the current market situation.

A set of engineering applications is used during the product development process with the described deficits. However, the current market situation enforces the enterprises to use new methods and concepts in order to be use these systems more flexibly. Modern technologies like CORBA can directly be used only for the development of new software systems. An adjustment of available systems to these new technologies is realizable only by a complex and cost-intensive re-engineering process.

The suggested integration framework for the use of available technical information systems both, a complex re-engineering process and a completely new software life cycle process can be avoided. This approach attempts to adapt the available software system components to the new technologies. The implementation of the framework is done using by an adapter concept. Thus, the functionalities of “old” reliable software components can be used for “new” technical information systems.

For the implementation of the integration framework tools on the different layers are necessary. On the one hand, any configuration of software components on the Configuration Layer is realizable, in order to produce enterprise-specific software system configurations. On the other hand, in order to fulfill special user-specific requests, tools which enable a flexible configuration of process sequences are necessary.
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Abstract
According to some commentators, one reason for Object Oriented Development having been overtaken by Component Based Development has been the absence in the former of an effective approach to scripting the composition of objects. Workflow Management Systems offer visual scripting facilities for defining task dependency in processes involving manual participants. The same approach could be considered for composing software elements, which are effectively automatic participants, into a compound application.

1. Introduction and Background
This position paper represents a synthesis of ideas developed in earlier work on both Workflow Management and Cooperative Information Systems. The approach taken is that of a designer or user-developer, rather than that of a programmer or software engineer.

Component Based Development (CBD) is defined by Spritzer [9] as "... the practice of delivering solutions by building or buying interoperable components. Components' ability to interoperate results from their adherence to a widely accepted software infrastructure that defines a common mechanism for such bundles of functionality to work together within a common container." Spritzer points out that this definition does not depend on either of the words "object" and "application".

It is perhaps ironic that the above ideal is very similar to the claims made for the Object Oriented (OO) paradigm. So, how are components different from objects, and what has caused OO development to have been overtaken by CBD?

The lack of an effective composition mechanism for objects was highlighted some time ago by Nierstrasz, Tsichritzis et al [5]. The authors claimed that the difficulty of achieving significant levels of re-use in the OO approach is "... because object-oriented languages are still largely perceived as programming technology rather than as a software component production technology". They went on to say "Object-oriented languages typically provide a very limited binding technology for composing software at the level of expressions and statements. In order to compose objects one must program new objects" and "Software composition is made more difficult by the ability to define rich interfaces to objects. The most successful examples of reusable components rely on the existence of fairly simple, standard interfaces". This last statement was justified by reference to the work of Wirfs-Brock and Johnson [14].

Nierstrasz et al's solution was to introduce Scripts, and their colleagues de Mey et al, as part of the Esprit II ITHACA project, proposed a visual scripting language called Vista [1]. Another initiative, from the same research group was the use of "Gluons", ie objects acting to mediate collaboration between heterogeneous objects [6].

As is widely known, the commercial market in CBD is dominated by two de facto standard approaches, namely ActiveX Controls and Java Beans, and it is doubtful whether there can be room for many more competing standards.

According to Eidahl [2], assembling a new ActiveX Control from existing Controls using Visual Basic (VB) CCE is typically a matter of pasting copies of pre-existing Controls into position on a window on a user's screen. The
scripting aspect is provided by a series of VB event subroutines which respond to mouse clicks and other events. However some components, e.g. an internal interest calculation, may not have a direct user interface, and so the means of its invocation may only appear in the code. As with any CBD approach, components are assembled into a “container” which may be the whole application as defined by the user’s screen interface, or just another component.

JavaBeans are an extension of Java classes with the key additional capability of “introspection”. Introspection allows the JavaBean to be queried to determine its methods or properties, which is required to support cooperative working [8]. As with ActiveX Controls, a JavaBean needs to be placed within a container application; scripting is done in the Java for this container. A more recent development, Enterprise Java Beans, allows full multiuser security and resource management.

Scripting for both ActiveX Controls and JavaBeans currently requires coding, although the market is moving fast to provide development environments. Examples are Symantec’s Visual Cafe Pro, IBM’s Visual Age PartPaks and Sybase’s PowerJ.

2. The Nature of Reusable Components

It is possible that one reason for the failure of OO approaches to achieve widespread re-use has been that they have been too theoretical. Insufficient weight has been given to consideration of what units of software form naturally-reusable chunks. While top-down requirements-driven development tends to lead to solutions appropriate to only one particular application, many of the bottom-up, programmer-oriented views of object re-use result in objects that are too small and require heavy coding to assemble.

Tagg & Freyberg [12] propose an intermediate “component engineering” approach. Clustering techniques, which take account of the natural affinity between process and data elements, are used to decompose a large application requirement into a set of “rightsized” potential components which are then “matched” against available libraries in a process which starts at the largest object frameworks and descends through software agents and compound classes down to basic classes.

Tagg & Freyberg also discuss component engineering from the point of view of bringing existing components, which may already be in operation in distributed “islands” of automation, into cooperation within a combined system.

In practice, the availability of potentially reusable components must depend on what it is worth to software entrepreneurs to package their software into reusable form. “Entrepreneurs” may be speculators hoping for a financial return, or they may work within an organisation with a remit to increase the level of re-use in order to save development effort, but the economics will be similar in both cases.
The commercial world has recognised the entrepreneurial nature of component production. Examples of some of the component initiatives now being offered can be seen at a number of Web sites, eg [10, 4, 7]. The first of these sites, produced by Sun Microsystems as part of its Gamelan project, shows a number of Java Beans that have been developed and submitted to the developer.com reference library. The second shows the initiative being carried out by Sybase Inc. to encourage CODE (Cooperative Open DEvelopment) partners to contribute to a Component Gallery for components developed in PowerJ, PowerSite and PowerBuilder.

The third of these sites demonstrates the progress of the IBM San Francisco project. IBM has invested heavily in Java developments, but has made the market decision to play to its traditional strengths which lie on the server side. It has involved over a hundred software vendors in the building up of a multi-level framework of Java components. It has also built a generator to translate from Rational’s ROSE (OO CASE tool) to JavaBeans. The multi-level framework is shown in Figure 1 above.

Pountain & Montgomery [7] discuss the natural affinity between the Web and related 3-tier client/server architectures with the world of components. As well as discussing the layered approach of San Francisco, the authors also point towards a more multi-dimensional arrangement of components, as shown in Fig 2 below.

To sum up, real available componentware is likely to exist in a number of formats serving a variety of application needs. The level at which these components exist will be determined largely by the economics of the cost of packaging in relation to the expected payoffs in terms of component sales revenue or development cost savings. The need remains to assemble these components. Pasting visual things on a form shows those components with which the user interacts, but without coding does not capture the dependencies in terms of control flow or data flow.
3. **Workflow as a Potential Scripting Approach**

As can be seen from Figure 2, commercial component models envisage the use of a TP monitor as a container for application components to handle the so-called ACID properties [3]. Microsoft are recommending their own MTS system, while for JavaBeans CICS (IBM) or Tuxedo (BEA) are envisaged.

However TP monitors can become complex to use, and their orientation towards high-concurrency, immediate-response applications may amount to overkill for many potential applications of CBD. One alternative is to use a Workflow Management System (WfMS) as the container or scripting mechanism.

Workflow is the passing of administrative work (typically documents, but also other media including computer files) between participants in an administrative process. Workflow management is simply the control of this passing or routing activity. A Workflow Management System is "a system that completely defines, manages and executes workflow processes through the execution of software whose order of execution is driven by a computer representation of the workflow process logic" [15].

Workflow management can be exercised in both a production mode, where a business process is to be followed in many similar business cases following a repeated pattern, and in an ad hoc mode, where the process is defined newly for each business case.
Participants in most applications of workflow management are typically assumed to be humans, but most WIMS allow for automatic invocation of “auxiliary applications” which act as if they were participants. This is not the same as the manual use by a human participant of a desktop tool (such as a spreadsheet) or even of a transaction processing system, to support their execution of their assigned tasks. A typical WIMS system structure is shown in Figure 3.

![Workflow Diagram](image)

**Figure 3: Structure of a Typical Workflow Management System**

Figure 3 suggests a workflow application where the participants are predominantly human, and automated participants (components) are the exception. In a CBISE environment, however, the balance would be the other way round. The dashed extension of the “Comms Support” bar would assume greater importance, with Middleware such as 2-way Messaging APIs.

The build-time element of most commercial WIMS software packages incorporate a visual tool which is used by a process owner, or his/her delegated designer, to specify a task dependency structure for a single or repeated business case. Figure 4 shows a typical extract from one possible visual model [13], in which workflow tasks are linked by dependency rules and embedded in supertasks.
Figure 4: Example Extract from a Visual Model of a Workflow Task Dependency Structure

The enveloping box represents a task or subworkflow which consists of the subtasks A1 thru D. In the CBISE environment, the enveloping box is the container component, the smaller boxes the components being composed, and the intervening arrows and shapes are the script. The triangle to the left of a box indicates the synchronization or JOIN logic, i.e. AND, OR or combination; its absence implies simple sequence. Similarly the triangle to the right of a box indicates the “what next”, “emission” or SPLIT logic, i.e. AND, OR (with specified predicate) or combination; again absence implies sequence. The diamond shows repetition of a task until a completion condition is met. Within the large box, the arrows starting from the left hand side lead to all the subtasks which can start as soon as the parent task is started; similarly the parent task is complete when all the subtasks with arrows pointing to the right hand side are completed. This diagram is intended to be equivalent to a multi-level predicate Petri Net.

The WfMS will also include a mechanism by which data can be passed between participants. In some systems data may be passed physically in data containers; in others a shared file system or database may be assumed, and only file locator references passed. This mechanism is also required for parameter passing in the CBD case.

Some sophisticated WfMS support Transactional Workflows, where the ACID properties [3] are enforced across the “container application” which is the WfMS. The thing to remember about Transactional Workflow is that, if human participants (who perform their tasks manually and in their own time) are involved, then any rollback of a potentially inconsistent system state will also have to be manual and in the participants’ own time! For this reason, Transactional Workflows appear more appropriate where the participants are entirely or nearly all automatic.

The advantages of using a WfMS in this way are:

a) providing a clearer presentation of the script logic for discussion by designers and process owners, and
b) handling direct interaction with human users acting as manual components.

Even if not used directly, design models prepared using the WfMS’s build-time tool could, with use of a generator, be used to produce the script code for an object-oriented tool such as Rational ROSE.

This use of a WfMS is probably best limited to applications where there is a mixture of manual and computerised components. WfMS run-time elements are also typically message-oriented and might be inappropriate for a highly automated real time system.

4. Workflow as a Component in its own Right

A WfMS can be looked on in another way in connection with CBD, namely as an invokable service for orchestrating the human participants involved in a computer system.

Suitably designed, a workflow component could be provided as an add-on to any TP system, allowing control of the status of user replies, so that the system administrator can be made aware if any human participant is holding up the system. The software vendor SAP has taken this approach by offering its Business Workflow product.

In production workflows, a workflow component could offer the appropriate user interfaces for initial design and modification of the task dependencies; for user worklist processing; for notifying the process owner of performance status; for over-riding the normal task sequence to cope with exceptions and crises; and for system manager monitoring and statistics collection.

A workflow could be included as a tool which could be visually pasted onto a user’s desktop so that control could be applied to a one-off set of tasks.

A final application is where a process needs to be enforced across a set of participants from independent organisations. In such a case the role of workflow controller might best be handled as an independent one, and could be delegated to a third-party software agent.
5. Conclusion

Most Workflow Management Systems incorporate a visual tool for task dependency definition, which could provide the scripting which is a necessary feature of any component-based approach. The advantage of the WfMS approach to scripting is that the logic of the script can be clearly seen by the designer and users, whereas when using programming languages it is lost in the code. With Visual Basic, for example, the script logic is hidden in the interrelationships of the event subroutines. WfMS might also be a good solution where control of manual human activities is important.

However current commercial trends suggest that the role of scripting will be taken by the use of languages such as Java, VB, Delphi and PowerBuilder within the container application in which the components are to be assembled, although the code could be generated from a design-level CASE tool such as Rational ROSE.

It is perhaps more likely that Workflow will find its role in Component Based Development as a component in its own right.

References


Synergies in a Coupled Workflow and Component-Oriented System

Stefan Schreyjak
University of Stuttgart, Germany
Stefan.Schreyjak@informatik.uni-stuttgart.de

Abstract
Current workflow systems allow often only modeling and execution of business processes. Application programs used in activities are integrated as black boxes. These programs can neither be created nor modified by business specialists. One must be a program developer. The use of composite applications in workflow systems can eliminate these drawbacks. These applications are built of components and are modeled in a way similar to workflows. A coupling between a workflow and a component-oriented system has advantages compared to their combination. Context-sensitive applications and more flexible workflow models are becoming possible.
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1. Introduction
To provide a better understanding of this paper, some basic terms of workflow management and component-oriented systems will be introduced.

A workflow management system is a software system for coordination and cooperative execution of work according to a specification (see also [14, 1, 2]). The use of a workflow system can be divided into a modeling phase, an execution phase, and an analyzing phase.

In the modeling phase, the organizational structure of an enterprise or administration and the order of all business procedures are modeled as business processes. The whole work is split into several steps, which are connected by a relationship. This chronological order is forming the process. A process step, also called activity, is a piece of continuous work performed by one person or machine—the actor. Each activity is associated with consumed and produced work objects (i.e., data and documents) and with organizational (e.g., a role) and technical resources (e.g., an application program) that are necessary for performance. The modeled business process is specified as a workflow scheme (often called a workflow model) in a formal textual or visual workflow language.

In the execution phase, these schemes are used for controlling, supervising and recording of activities performed. The executable instance of a workflow scheme is called a workflow instance. A workflow represents a running workflow instance in the enterprise. The actor of an activity can use interactive application programs to fulfill the objective of the activity. As an alternative, manual activities without computer assistance might also be possible as well as automated activities, which do not need human interaction.

In the analyzing phase, recorded data are evaluated. The results extracted serve as a basis for improvement of workflow schemes. Passing all phases several times in a cycle, business processes are optimized little by little.

A component-oriented system [11] is an architecture or an implementation for a software system providing infrastructure for components. An implementation consists of an application development environment and a runtime environment for components. A component-based system [13] uses components only during development. In the runtime environment (i.e., the compiled application), components do not exist anymore. They are hidden from
the user. The term composite application defines an application that is built using components as building blocks. The term is used to distinguish between composite and monolithic applications that are built conventionally.

In the following section, some problems will be described resulting from the restriction and deficient flexibility of monolithic applications that are used in workflow systems. Subsequently, a design of a system is introduced that couples a workflow and a component-oriented system. This coupled system can solve those problems. After that, the additional benefit of a tight coupling compared to a pure combination of individual systems is explained. The paper ends with a description of related architectures and a conclusion.

2. Problem Description

The engagement of current workflow systems reveals some problems linked with creation, use, and adaptation of applications. The use of component-oriented systems as application programs in activities can eliminate or at least reduce these problems [8].

2.1 Creation of Application Programs

Workflow systems support the (partial) automated handling of business processes. However, support is restricted to the process-oriented part of a business case. The function-oriented part, which comprises applications realizing business functions, is usually supposed to be given. These applications are executed in activities. If there is no suitable application for the activity while implementing a business process, the application program has to be realized in a conventional way. For example, an order is given to an external or internal software vendor. A workflow system offers usually no support for realization of application programs. Traditionally, the realization of workflows and applications are kept.

2.2 Adaptability Problem in Activities

Using a modeling tool, a user can easily adapt a workflow to changing business situations. However, adaptability ends at the border of activities. Programs executed in activities can only be adapted by software developers. This can be expensive and time-consuming. Component-oriented systems allow the user to adapt composite applications. Indeed, this feature is not supported very well in current systems [5].

2.3 Heterogenous System Environments

Workflow systems are often used in a very heterogenous infrastructure of computer equipment, which is grown by and by. Workflows are usually based on a platform independent specification. Nevertheless, the invoked application are often platform dependent. This problem can be solved if platform independent components are used to build composite applications.

2.4 Incomplete Reuse of Workflows

Reusing a workflow in a different enterprise requires the workflow to be adaptable by the user. Additionally, each application have to be executable on each platform used enterprise-wide. As a consequence, without the availability of adaptations and of platform independent applications, reuse of workflows is not really possible.

2.5 Unspecific Applications

In particular, if workflows are executed often, workflow systems are very useful. Therefore, applications should be accommodated very well to their operating area to achieve high productivity. However, creation of customized applications is usually expensive. Component-oriented systems allow to create and modify activity-specific programs simply and quickly. Moreover, composite applications can easily be customized to specific application domains.
3. Architecture of a Coupled System

Workflow systems and component-oriented systems have similar assignments and use similar technical approaches to facilitate development of applications. However, they differ in application domain and in magnitude of application. Workflow systems control enterprise-wide applications consisting of activities. Component-oriented systems control local applications consisting of software building blocks. This similarity can be explored for a two-way exchange of architectural concepts. A design of an architecture [9] coupling both systems is introduced in this section. This proposed architecture can solve the problems mentioned in the previous section. The specific architectures of the individual systems can be found in [2, 6]. The design concentrates on the question how to create activity-specific applications. Legacy applications can be used in the workflow system, as usual.

In the coupled system, the workflow system is responsible for the process-oriented part of the business process and coordinates the order of activities in a typically distributed, heterogeneous computer environment. The component-oriented system is responsible for the function-oriented part inside an activity and coordinates working steps. The component-oriented system serves not only for execution but also for creation and modification of application programs in activities. Besides the coupling in the execution phase, there exists also a coupling in the modeling phase.

The principle for modeling workflows is adopted and applied to composite applications. By analogy with workflows, applications are divided in already existing building blocks (i.e., the function part). The blocks are connected by a modeled control flow (i.e., the process part). This approach is better than the more conventional approach to code an application in a programming language. Composite applications can be created and modified by the user himself more easily. Programming code, however, is only understood by system developers.

From the workflow system's point of view, an activity has an inner structure. Instead of being a black box, it consists of working steps connected by a modeled control flow. One could say, the component-oriented system can be seen as a simplified and specialized 'mini workflow system' inside activities. In some aspects, it provides the same functionality as a workflow system.

The component-oriented system is based on an architecture that is a variant of the compound document concept [6] and is adapted to workflow management domain. The user arranges data that represent business semantics into a uniform collection, called composite application. The arrangement of data is done similar to that in a compound document.

![Figure 1: The structure of a business object](image)

A composite application consists of business objects [6, 5] representing entities in a business domain. Each object has a specific meaning commonly used by business specialists. An example is the business object Customer in a composite application Tender Management. Business objects are divided in pure data objects and atomic or compound component objects.

The data itself or links to it are stored in data objects. Data objects establish a data integration level providing a uniform view on workflow-relevant data. In the example, the business object Customer consists of a data object that is a link to a tuple in the relation Customers stored in a relational database management system.

Atomic components offer common usable functions restricted exactly to one type of data object. Typical functions are creating, displaying, or editing of data. As a general rule, atomic components can only be configured but not created by users. The development of atomic components should be taken over by an independent software vendor. Thus, the vendor can hide its expert knowledge from the user. In the business object Customer, an atomic component can be used, for example, to exchange one tuple against another tuple of the same relation. Compound
components are used to embed other composite applications.

Components of the inner ring (see Figure 1) are usually associated with a data object during the whole life cycle of a composite application. They shall be used to implement common functions. Components of the outer ring only exist inside of activities. The components are associated with the data objects of a composite application. They shall be used to realize activity-specific functions on certain data objects.

The interactive or automatic creation or modification of any data objects through a component function is called a working step. Inside an activity, a control flow is defined on working steps.

A workflow scheme describes a workflow separated in different aspects [1]. Thus, modifications in one aspect do not propagate inevitably into other aspects. Some independence can be achieved. This principle can be applied to modeling of composite applications, too. Because some aspects are modeled in both systems (i.e., control and data flow), it suggests itself to couple both models in these aspects.

One or more composite applications can be associated with activities. A control flow is defined for each composite application used in an activity. Additionally, it is specified in which state a composite application must be if the activity shall be finished.

The user is able to modify a composite application on two levels. On the first level of modification, the user needs no programming skill. He or she can modify data objects by the means of components. Business objects can be configured. Even more, the arrangement of business objects in the composite application can be changed by adding new ones or deleting old ones. On the second modification level, the user can modify the control flow between business objects. Calls to component functions (working steps) can be added or deleted. Though, depending on the scope of modification, he or she needs programming skill in the (scripting) language the control flow is modeled with.

![Composite Application Diagram](image)

Figure 2: Sketch of a composite application in a workflow activity

An activity with a composite application is shown in Figure 2. The workflow system puts several composite application in the input container of the activity. These composite applications can be used in the activity. The structure of a composite application comprises several business objects. Inside of activity, business objects are complemented with an additional ring of application-specific components. The order of working steps on business objects is described by a specified control flow. This control flow is used for guiding the user during his or her work.
This coupled system architecture enables the end user to create and modify whole business processes. He or she can adapt the workflow model as well as the model for the composite application according to changing business situations.

4. Synergy Effects through Coupling

The use of a coupled system has advantages compared with the combined (i.e., independent) use of individual systems. Three advantages are described in this section. The workflow system can automatically adapt composite applications according to their use. The coupling supports an enhanced communication method using events, which can be used to realize more flexible workflow control constructs. Common modeling aspects can be used to modify the workflow scheme more easily.

4.1 Flexible Automatic Adaptations

An application does usually not change its behavior or its outlook depending on the activity in which the application is invoked. Only input data differ in activities. If a user changes the configuration and so the behavior or outlook of an application, this adaptation can be stored either globally for all users or locally for himself. Different scopes of adaptation are not possible (e.g., a scope referring to the use). Although this problem is independent of the use of a component-oriented system, it is intensified by using composite applications. These applications consist of many, well configurable components. This is in contrast to current workflow systems using few, less configurable application programs.

The introduction of a process context allows flexible definition of adaptation scope based on the definition of organizational structure and process organization in a workflow system. Thus, an application can automatically be adapted according to its specific use in the activity. From the user’s point of view, applications have a ‘process consciousness’. They ‘know’ in which context they are used and adapt automatically. Depending on its use, an application can behave and look different. Thus, the realization of context-sensitive applications will be possible.

A composite application allows several adaptations, for instance, setting attribute values of a component or changing the set of accessible functions. This is called configuration. It is possible to fade out certain data objects or components or to change the associated component of a certain data type.

The modeling tool of a workflow system must allow to define contexts in the definition of organizational structure and process organization. A process context consists of a set of activities that are associated semantically. A context is not restricted to activities of one process. It can comprise activities of several processes. For example, the activities are related because of their common application domain or use. A context can consist of activities performed by certain persons or roles, too. The affiliation to a process context can also be workflow-relevant application data. A workflow system can manage several contexts. An activity can be a member of one or more contexts. Therefore, a relationship on contexts must exist that defines an order in which the adaptations of the composite applications have to be done. A specific part of the workflow system is responsible for the adaptation of a composite application. Before an activity is started, the adaptation has to be done in the activity. In addition, a database for configuration data is necessary.

Process contexts can be applied diversely. For instance, a context can supply pre-selected data values in input masks or it can restrict the history of input values to input made in earlier workflow instances of the same workflow scheme. By defining a workflow as uses-foreign-language, the user interface can be configured automatically for a certain language by the means of a context. Composite applications can show different views on included or referenced data the person or role (e.g., an expert) who is working with the application. Certain properties (e.g., protocoting all actions) can flexibly and automatically be switched on or off via the context.

4.2 More Flexible Control in Workflows

Typically, an activity is integrated in a workflow system using a model called black box integration. The model is restricted to an application, supplying or transferring parametric data, and waiting for completion of the application. An application can be wrapped with an envelope [12] to make the invocation interface of application compatible to the interface of the workflow system. There is no need for modifying source code. From the
workflow modeler's point of view, a conventional application is built monolithically—even if source code exists. Internal states or occurred events of an application cannot be made public without having high programming skill.

In composite applications, the user can modify some aspects, in particular control flow and communication. The boundary between black box and white box integration. So to say, a composite application consists of 'black' components and 'white' control flow.

Cooperation between the workflow and component-oriented system can be facilitated through the mutual exchange of events. This communication method can be used for more fine-grained synchronization or for externalization of application states. Therefore, descriptive control flow constructs [2] can be implemented more easily. That helps to model the control flow of a workflow more accurately.

![Workflow Scheme](image)

**Figure 3: Early start of A₂**

For example, the control construct *early-start* allows to start a succeeding activity A₂ before the preceding activity A₁ is finished. In some situations, this construct can increase parallelism. A₁ possesses an inner structure—the process consisting of working steps. If a certain state in this inner process is reached, the actor of A₂ can start A₂ earlier by its request. If the workflow system should support this, it must be informed about the progress of processing in the activity.

Flexible communication methods are important for the interoperation between workflow and component-oriented system. For example, the realization of interrupting, aborting, or delegating activities is easier. *Delegation* is the migration of an activity to another user. In current workflow systems, delegation can only be done when the activity has not been started. Delegating while the activity is being performed requires sophisticated communication methods. Thus, in a coupled system, individual working steps can be executed by another user.

The communication methods can also be used to realize a more fine-grained version management. In long-living activities, several versions can be delivered up the workflow system which can associate these versions directly with the workflow. If an application had used an individual version management inside the activity, it should have associated the versions to the workflow explicitly.

### 4.3 Shifting of Application Parts

Whenever business increases, new workers are engaged. If the new workers have the same assignments as the old ones, the workflow system can allocate the work load to the workers fairly. If the assignment is different, the old worker's assignment has to be divided and a part has to be assigned to the new worker. This partition of work assignments requires that an activity must be divided, too. If there is an activity-specific application used, it has also to be splitted and parts have to be shifted into a new application of a new activity.

*Shifting* is a modification in the workflow scheme in which parts of an application are separated and merged into another application. In the introduced architecture, an application part consists of working steps associated with control flow.

The architecture supports this kind of modification well because the coupled modeling in the modeling phase can be used. A composite application is structured in a collection of business objects and control flow. These structure allows identification of application parts. Therefore, even unskilled user can separate parts and insert
them elsewhere in other applications. The workflow system facilitates the performance of shifting because it can use information about the whole process to reveal consistency problems. It can point the modeler to activities or applications in which 'holes' have occurred. The modeler has to 'fill' these holes—by doing some further modifications. In the case of inserting, the workflow system can also warn of problems, like missing data objects.

5. Related Work

Besides the introduced architecture of a coupled system, some more architectures exist that support inner structure in activities. These are the integration approach and the distributed workflow system approach.

In the integration approach, the inner structure is modeled as a subordinated workflow. Each activity has exactly one component associated [3, 10]. This approach rises sharply the number of activities that have to be performed by the workflow engine. It is not likely that a centralized workflow engine can cope with this additional load and deliver the required performance for interactive applications. Therefore, scalability of this approach is bad.

As an alternative, workflow systems can be realized in several more decentralized ways [4]. An architecture can consist of several interworking workflow engines whose realizations are central. The coupled system is also an architecture in which workflow systems interoperate. However, the systems are not equivalent but specialized for a certain purpose. Another architecture, a fully distributed workflow system [7], has no centralized engine anymore. Each activity has its own part of control functions. The distributed architecture matches the inherent distributed character of the execution phase very well. But the modeling and analyzing phase have a inherent centralized character. The realization of these phases is becoming more expensive.

To be comparable with the introduced system architecture, all approaches must be enhanced with methods to adapt a workflow. This can also be expensive if the workflow system is mainly distributed.

6. Conclusion

The use of a component-oriented system for creation of applications, which are invoked in workflow activities, increases flexibility of a workflow system. The basic principle user’s self-organization in business processes is going to be real. The end user can create business-wide applications and he or she can modify the whole business process according to changes in business situations. The end user is not restricted to modifications of the pure workflow model anymore (i.e., the workflow without the applications). The user's working method can be adapted and arranged to his or her own needs more efficiently. The coupling instead of simply combining those two systems increases the benefit even more. Synergy effects are becoming possible that are not possible in individual systems.

The coupling and the synergy show diverse forms: A process context can be used to adapt composite applications to their specific application domain. According to its intended purpose, an application can react differently. Events occurring in composite applications can trigger events on the workflow level and vice versa. Synchronization mechanisms are becoming more flexible. Thus, real business processes can be modeled more accurately in workflow systems. Certain aspects in composite applications and in workflows can be modeled in common. This simplifies consistent modifications, like shifting of application parts.
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Abstract

In the development of component-based information systems, existing specification methods in traditional information systems development and requirements engineering can be applied. Our approach focuses on the dynamic aspects of such specifications. The problems addressed in this position paper are twofold. First, the metadata suggested so far to describe the structure and content of associated resources do not support description of dynamics of components. Second, it is difficult to establish correspondences between dynamic parts of schemas in information modelling. The characteristics of events are analysed and two problems are identified as causes to the difficulties in comparison of dynamic schema structures.

1. Introduction

The development and maintenance of internet services based on new technology would benefit of applying existing traditional methods of information systems development and requirements engineering. The hard problems in schema integration overlap with problems in interoperability of loosely coupled configurations of components, characterised as heterogeneity of information and services. The position taken here is that schema comparison techniques can provide means to support the development, selection and exchange of dynamic information in component-based information systems.

In order to specify internet services supporting user interaction and pluggable dynamic components, a notion of events and interconnections between the dynamic aspects of the information has to be established. So far, the information obtained on WWW has been regarded as basically static. However new technologies supporting embedded (Dynamic HTML) or pluggable (Java scripts) software components provide the possibility of viewing at the information as changing over time and depending on the context. However, the metadata [12] suggested so far to describe the structure and content of resources on the internet, (RDF, and PICS, as well as Dublin Core [2] and URCs [11]), do not support description of dynamic components. It is not sufficient to view the content of components in the same way as URL, title, or paragraph, nor as image, sound, or animation. Similarly, as the need for a special kind of meta-concept describing an anchor has been recognised, also the particular temporal semantics of components should be specified.

The problems in information modelling concerning the comparison of dynamic schema structures are difficult to handle at the specification level [6]. There is no existing method nor theory directly applicable to solve the particular problems which arise in comparison of dynamic schema parts. However as trying to find a solution to the problem [7] it becomes evident that there is no adequate analysis of what the problems exactly are, found in the related literature [8, 5, 9, and 10]. In this work two types of problems are analysed and identified as characteristics of dynamic component specifications and causes to the difficulties in developing a technique for comparison of dynamic schema structures. The problems consider implicit properties, and temporal dependency.

Events and dynamic rules have implicit internal properties such as tense and sequence. These properties are not accessible on the specification level where the types of events are defined. There is no explicit notion of time nor causal order in a declaration or rules of an event. The absence of reference to these internal properties is identified and referred to as a problem of implicit properties. A simulation of occurrences of evoked events reveals the existence of these properties. In order to compare dynamic schema structures, the implicit properties should be embedded in the comparison mechanism in order to perform a meaningful comparison.

It is not sufficient to compare an event with another as a whole. The analysis of temporal nature of event constitutes reveals a problem of temporal dependency when two events are compared. The truth values of the different parts of an event are based on different system states (information bases). When analysing the semantics of an event, it becomes evident that the truth values of the rules in the different event constituents
are known in a specific sequence and at different points of time. Any comparison algorithm analysing correspondences between dynamic schema structures should consider the semantics of tense inherent among the constituents of the structure.

2. Related work

An event specification intends to describe possible changes in the state of an associated information base. An event can be regarded as a concept with specific properties. An event head denotes associated attributes, a condition part determines when the event is valid, and a conclusion part specifies the intended effect. When it comes to the conclusion part the focus in existing modelling methodologies has shifted from specifying how the effect can be materialised [1] to what is effected [3]. The modelling languages are becoming more implementation independent and task-oriented, yet supporting adequate description of dynamics.

There is no directly applicable existing method nor theory known to the author to solve the particular problems which arise in comparison of dynamic schema parts. The schema structures describing the dynamics of a schema have implicit properties inherent, such as tense, and sequence. In this work a notion of temporal context is introduced in order to make part of that semantics explicit. In the NATURE process model [8] the notion of context has a prominent role. A process is defined as a set of actions performing a transformation on a product (static schema) part and materialising decisions in the context a given situation in a product. A context is an objectified association between a particular situation and the decision which can be taken on it.

There are some promising approaches to introduce temporal aspects to databases [9] and systems development [10]. However, the pragmatic approaches to temporal aspects have not been able to penetrate to IS modelling practitioners. A notion of time is introduced as an explicit property of concepts and rules enabling historical analysis of a schema both in the ORES and TEMPORA methods. The technique of objectified relationships, enabling time stamp of relationships, has become an accepted method of collecting historical data. In this work, the aim is to be able to handle the temporal semantics of the constituents of events at the specification level rather than to collect historical data over their occurrences at the instansiation level. Hence, there is no need to introduce explicit notion of time to component schemas.

3. Implicit properties of dynamic schema structures

In order to discover means to support the schema comparison process of dynamic schema parts on specification level we have studied the particular characteristics of events apparent in the instansiation level. An event (type and occurrence) is constituted of smaller parts with specific semantics. We say, an event constituent is one of event head, condition or conclusion. A dynamic rule groups conditions and conclusions into a meaningful unit. It is an objectification of the many to many relationship between a set of conditions and a set of conclusions enabling the connection of the relationship to a specific event. Thus, a dynamic rule in itself is not an event constituent. Based on the reduction of events into event constituents, a meta-model of event occurrences is proposed as depicted in figure 1. It is intended to cover the temporal semantics of the mutual relationships between the constituents of event occurrences specifying the parts of the system state concerned.

![Figure 1. An event meta-model at the instansiation level describing the temporal semantics of event occurrences.](image-url)
A simulation of schema execution is often used as means of schema validation. Validation concerns locally specified schemas, and event specifications in a global schema after a manual comparison and integration of dynamic schema parts in local schemas. In a simulation the schema is instansiated with variable information bases and the events are evoked in variant sequence. The purpose is to check that the conditions hold as desired before the event is evoked and that the system state is the desired after the event execution. The validation of a global schema is made in order to rule out any interferences caused by conflicting conditions or conclusions.

Consider the following example. An event, eventX, is judged to have similar structure, conditions and conclusions as another event, eventY. Therefore, eventX and eventY are integrated in a global schema. The explicitly specified semantics of eventX has a prerequisite that a condition, C1, defined as: aState(anEntity), holds. However, the semantics of eventY implicitly has a prerequisite that C1 does not hold. In the local schema specifying EventY, aState is not recognised as a possible state of the type of entity, which anEntity instansiates. The particular type of entity state is not even declared in the static part of the local schema. A simulation of execution of the global schema detects this interference in that eventY does not perform as expected. For example, in the case eventX has been evoked before it, i.e., C1 holds after eventX in the system state, C1 also holds at the evoking time of eventY.

The above case illustrates how an analysis of events on the instansiation level, where constants are assigned to variables, supports an analysis on the specification level, where types are specified using variables, in making explicit the sequence and tense inherent in event declarations. The simulation technique is however time consuming. The population of cases and the sample of possible order of event execution has to be carefully selected. The selection prerequisite domain knowledge as well as testing expertise. Also the analysis of the output of a simulation process is performed manually. Simulation can be motivated when specifications have reached a final state and released after the validation. However, in order to compare dynamic schema structures, the implicit properties, arising from the absence of reference to sequence and time, should be embedded in a comparison mechanism. The event constituents need to be analysed independently and their temporal roles should be specified.

4. Temporal dependency of dynamic schema structures

Based on the above analysis of event occurrences, a notion of tense of dynamic schema structures is introduced below. An event occurrence at the instansiation level has an event (type) at the specification level. An event head is specified for each event and instansiated at the time of evoking an event. For each event we assume the life time of all instansiations of that particular type are known. Thus the time of event head instantiation is known as the point of time of execution of the event occurrence. The truth value of an event head is known as the point of time of execution of the event occurrence. The time when the truth value of the other constitutes of an event specification; event head, dynamic rule, condition, and conclusion is known, is an interval of time relative to the point of time of execution of the event occurrence. We say, tense of an event constituent, C, of an event Ev is described by a time referent, t, denoting when the truth value of C is known and relative to the virtual evoking time, t, of Ev.

A virtually fixed point of time at the specification level is introduced. It refers to the evoking time (of event occurrences) of an event and positions the event constitutes in a virtual time axis. A vocabulary consisting of three time referents; at, before, and after, is used to specify relative time in that time axis. A time reference is one of at, before, or after. At is a point of time, virtually fixed to a possible evoking time of an event, Before is an interval of time partially specified by at, where at closes the before interval and the starting point of before is not known. After is an interval of time partially specified by at, where at starts the after interval and the ending point of after is not known.

![Figure 2. Temporal existence of the different parts of an event before, during, and after an occurrence of the event.](image-url)
Figure 2 schematises the tense of event constitutes at the specification level. The relative point of time when the truth value of an event head is known, is the same as the evoking time. The relative time interval when the truth value of a dynamic rule is known, is at the evoking time. The relative time interval when the truth value of a condition is known, is before and at the evoking time. The relative time interval when the truth value of a conclusion is known, is after the evoking time.

Note that the notion of time is not introduced as an explicit property of concepts and rules as in [9 and 10]. In this work, an explanatory notion of time implicit in event specifications is sufficient to be able to handle the temporal aspects in schema comparison. The purpose is to enable analysis of temporal semantics of event constituents at the specification level rather than to collect historical data over their occurrences at the instanisation level.

The temporal semantics of conclusions is drastically different from dynamic rules and conditions, as illustrated above. It is not sufficient to compare an event with another as a whole. When two events are compared, the truth value of a condition is not based on the same system state (information base) as a conclusion nor event head. The truth value of the rules in the different event constituents is known at different points of time. The truth values of conditions and conclusions are known in a sequence and at distinct points of time. When the former is assigned a truth value the latter is unknown, and vice versa. The truth value of a dynamic rule is known only at the event occurrence time. The problem of temporal dependency arising from the conflicting temporal semantics should be considered. The different parts has to be compared independently in a well defined context.

5 Conclusions

Two hard problems arising in comparison of specifications of dynamic components have been identified and analysed in this work. Following the problem specification, requirements for comparison of dynamic aspects of component schemas become visible. The problems of implicit properties and temporal dependency of dynamic schema structures can be managed when the event is divided into smaller constituents for which the temporal semantics is specified and a notion of temporal context established. Following that line of argument, it is recommendable that the event constituents should be analysed rather than the whole of the compared events, yet there is no need to introduce explicit notion of time to component schemas. An event meta-model should also be related to UML [4] as a response to the recent standardisation efforts.

An attempt to compare the event constituents rather than the whole of the compared events gives rise to a third kind of a problem, namely a problem of refers of isolation. The unbound variables contained in event constituent specifications can not be substituted when comparing two constituents as such. Intuitively, the unbound variables have more semantics when related to other event constituents. The inherent, relative semantics of variables in isolation needs to be considered, when comparing constituents of two dynamic schema structures.
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Abstract

We propose a systematic domain-oriented approach to the development of component-based software (CBS) systems based on viewpoints. In this research we focus on design and implementation of pre-built components and frameworks constructed from these components. Both the components and the frameworks are viewed as black boxes where the software developer should have no knowledge of their internal structure.
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1 Background and Motivation

Business, government and the software development community have all recognized the inadequacy of current software development techniques as the demand for more complex applications continues to grow without bound. Business and government have become aware of this problem through their inability to hire enough qualified software-personnel, while software developers have discovered they must increase their productivity in order to meet the increased software development demands of their respective organizations.

This crisis, along with other factors, including the appearance of technologies [12] such as the Internet, the World-Wide Web (Web), CORBA, the Distributed Component Object Model (DCOM), and JavaBeans, has caused a re-examination of the concept of constructing software components rather than rewriting each new application from "scratch". This approach, often called component-based software development, has been discussed in the literature since 1968, and has been pursued for many years, most recently by the object-oriented development (OOD) community.

Leading software developers believe that OOD has failed to deliver on promised productivity gains through component reuse [16]. However, components and frameworks encompass more than object technology, and initial experience with this broader group of software components [12], has provided strong evidence that we may finally realize the productivity gains originally expected from OOD.

2 Previous Work

Our research team has spent most of the last decade examining how to define and assemble components into operational software systems, while minimizing the handcrafting inherent to programming. Specifically, we have been developing theories, methods, and tools to support this process and then testing them on real-life examples.

This research program encompasses theory and methods in object-oriented design and programming, frameworks, design patterns, transformations and viewpoints. A framework is a set of components and rules for
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collaboration [20] among the components. Frameworks can be viewed as mini-architectures or sub-assemblies often representing the kernel of an application for a specific domain. Frameworks or components can be plugged together at specific connection points to create a broader application. In certain contexts these points are called “hot spots.” Black box frameworks have the same properties and advantages as black box components. However, many current frameworks [10, 20] require some knowledge of internal structure in order to plug them into applications. The theoretical notions include the abstract design view [14], and the corresponding “views-a” operation [4, 9, 8], both conceived by our research group. The views-a concept is a new object-oriented paradigm similar to inheritance (is-a), and containment (holds-a) that clearly defines the semantics for interfaces. We believe that views-a provides a model for the software “glue” that adapts and combines components. The methods are based on transforming the abstract views-a operation into the concrete representation of object-oriented design patterns and the tools to support this process. Finally, we have been experimenting with transforming the object-oriented models into available components such as SQL and multimedia databases, and legacy software systems [7, 6].

We have applied the lessons learned from this research to the construction of several network-centric software systems including the application services for a community network, and a Web-based education environment. These applications were designed using the theories, techniques and tools described previously, and were assembled from pre-built components. During these projects, we also identified and built components that are not available from a supplier. These specific components were built in a style that allowed composition with other pre-built software components [5].

3 A Viewpoint-Based Development Approach for CBS

Our research objective is the creation of a complete domain-oriented development approach for component-based systems based on viewpoints. We have several years of experience building component-based software systems [5] in specific domains and creating and extending several related abstractions [14, 4, 7, 6]. This background has provided us with insights into the analysis, design and implementation of this type of software. We are specifically interested in using pre-built components to create black box frameworks in a more methodical fashion.

The use of pre-built components in software development has generated a substantial interest [15, 16, 17, 19, 12, 11, 20]. However, current methods are based on ad-hoc techniques, and at best adopt general descriptions such as the component-based system reference model [11] developed at the Software Engineering Institute. Reported research has focused on the description of systems and associated problems, but there has been little investigation of a design and implementation process.

A model for the specification, design and implementation process for component-based software that we propose might be viewed as consisting of five steps.

1. Determine the perspectives or viewpoints of an application - viewpoint analysis and consistency is applied to component-based software design.

2. Determine the kernel or framework of an application using unification of viewpoints - unification and domain specific languages are used to determine black box frameworks, and the points at which components can be glued to frameworks.

3. Glue the components and frameworks together to create a complete application - the glue semantics is characterized through the views-a operation. Pre-built components are connected to frameworks by using this glue model.

4. Map the glue into design patterns - the views-a semantics is used to guide the selection of appropriate design patterns. Object-oriented descriptions of the applications are produced.

5. Transform the resulting object-oriented design into “real” components - the interface and functionality of some components from an object-oriented perspective is described and the corresponding transformations are developed.
We have partially tested each of these steps by describing aspects of several applications. Thus, we believe this process is feasible, and will make significant contributions to software engineering, as described in the next few paragraphs.

In the first step, we determine how to describe and use viewpoints and create methods for checking consistency among viewpoints as illustrated in [22]. A "viewpoint" is a view of a system from a suitable perspective where we focus on a specific set of concerns. We could view a distribution system from a user or supplier perspective, or from the business rules that have been implemented. In contrast, we could also view a software system from a structural, functional or sequencing perspective. In the first case, we are examining the system from the functionality presented to the external world, while in the second case, we are examining the different relationships of the same aspect of the system.

The two types of viewpoints are called inter- and intra-viewpoint representations respectively. A key consideration of viewpoints is that multiple viewpoints must present the same system consistently. We choose to describe a viewpoint in terms of an object-oriented model, because of the rich constructs provided by this form of design language.

The concepts associated with viewpoints are still evolving. For example, the Unified Modeling Language (UML) [13] uses intra-viewpoints, while the Open Distributed Processing (ODP) Standard [21] uses inter-viewpoints. However, neither UML nor ODP address consistency among viewpoints, a concept that is critical, if viewpoints are to be useful in design. Since viewpoint analysis and requirements analysis are similar, we expect to be able to use concepts and methods from the latter to assist with understanding and developing viewpoints.

We unify the object-oriented viewpoints in the second step in order to determine the corresponding object-oriented framework. Unification can be informally considered as finding the intersection of the viewpoints. The unification of viewpoints requires that all of them be expressed in a common vocabulary, and ideally that the concepts are mutually orthogonal. Because a common vocabulary is not possible across all applications, the vocabulary must be developed as a domain specific language in the context of an application domain. Current methods for producing frameworks provide little systematic guidance as they rely on the experience of the software developer. Elementary versions of the process unification have only been recently described [1], and this process requires substantial extensions and experience.

The resulting object-oriented framework or core of the system will be augmented in step 3 to produce the various applications that formed the original viewpoints. Informally, we can visualize and adduction that is glued to the framework, as the difference between the framework and each viewpoint. The Abstract Design View and the accompanying views-a operation have appeared extensively in the literature [14, 4], and can be used as the model for the glue. Using this abstraction to model glue allows the software developer to visualize the assembly operation more clearly. Normally, the glue would be buried in a complex programming structure that would obscure its real purpose.

The views-a operation has well-defined properties or semantics [4]. We characterize the relationship between viewer and viewed objects based on a set of primitive semantic properties. For each of the primitive properties considered we provide an informal description. A rigorous definition of such properties, which can be seen as a formal model for gluing object-oriented components, is provided in [4, 9, 8]. The views-a properties include the ones shown in the following table:

<table>
<thead>
<tr>
<th>Views-a Property</th>
<th>Property Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Identity</td>
<td>viewed and viewer have different identities</td>
</tr>
<tr>
<td>2. Cardinality</td>
<td>the cardinality of the relationship</td>
</tr>
<tr>
<td>3. Creation/Deletion</td>
<td>dynamic aspects about the relationship</td>
</tr>
<tr>
<td>4. Singularity/Multiplicity</td>
<td>single/multiple viewers</td>
</tr>
<tr>
<td>5. Vertical Consistency</td>
<td>consistency between viewers</td>
</tr>
<tr>
<td>6. Horizontal Consistency</td>
<td>consistency between the viewed and viewer</td>
</tr>
<tr>
<td>7. Visibility</td>
<td>viewed objects do not know its viewers</td>
</tr>
</tbody>
</table>

In Figure 1 we illustrate how this relationship was formalized. It shows the diagram where two object class theories VR (the viewer) and VD (the viewed) and one relationship theory V (views-a) are interconnected by morphisms to derive the composite theory C. C is interpreted as the colimit of theories R, D, and V. Informally, the colimit is the mechanism that puts together (or combine) the two classes and the views-a relationship. In this
context, the formal model for the views-a operation can be seen as a model for the glue that puts components together. The set of properties which interpret the views relationship, relating viewer (V R) and viewed (V D) objects are defined in this formal setting [9].

The views-a operation can be implemented in terms of one of the standard object-oriented design patterns. In step 4 we choose the appropriate design pattern by comparing a collection of design patterns with the views-a properties required in a specific design. The result of this process is an object-oriented design model for the entire set of applications. We have informally demonstrated the mapping of the views-a operation into different design patterns, but a more structured approach is required before the technique is truly usable by a software designer.

Once the model is defined, we will combine object-oriented components with the framework model in an instantiation process to produce a concrete object-oriented application. However, available components are often not object-oriented, and so in step 5 we must specify the interface and functionality of these components in an object-oriented format for inclusion in the framework, and transform our object model into the style of commercial components that are available. The transformation approach allows the designer to use the rich modeling language of the object-oriented world for design, while mapping into the components currently available. We have some experience transforming object-oriented designs manually and using transformation systems such as DRACO [18, 19], but we need to extend our transformation approach in a more systematic manner.

Once the object model is described and mapped into available components, we will have also identified missing components. However, their design will be clearly defined by the process just described, and so implementation of these components can proceed. We have applied this process to some components in isolation, but need to verify the process within the context of complete system designs.

We believe that some of the steps in our proposed approach to component-based design can be used even when the software developer uses ad-hoc methods. We have found through experimentation, that using some of the steps to analyze a design in progress clarifies many of the design decisions, and often leads to an improved software system.

Our research group plans to examine specific application domains in order to define the steps in the design and implementation process more clearly. We will concentrate on network-centric applications such as the community network, and Web-based education systems, in order to define the domain-specific language, and to test the design concepts. Once we have a number of examples, we plan to generalize the lessons learned to a design approach for applications using component-based software.

4 Case Studies

In this section we briefly describe some case studies where we have applied our viewpoint-based approach to CBS. A first case study deals with the NACHOS file system. In this case [7, 6], there are two viewpoints (also called here subjects): one for concurrency and one for large extensible files (see Figure 3). As we have only one application (and not a domain) we did not have unification of viewpoints. The kernel of this application was the original NACHOS file system design and, as a black box framework, it would be extended to deal with the two
viewpoints. The views-a operation was used to glue the two viewpoints and the black box framework together to create a complete application. This operation is represented by the arrows in Figure 3. The glue (or the views-a operations) was transformed into a design pattern (Figure 2). The views-a semantics was used to guide the selection of this appropriate design pattern. In this case, property 3 is the most important one. Horizontal and vertical consistencies (5,6) were not required. Notice that all views-a operations led to the same design pattern. The resulting object-oriented design was manually transformed into the “real” components. For details, see [7] and [6].

![Diagram](image_url)

**Figure 2: Design model for views-a operator**

A second case study deals with a process life-cycle application. In this case [3], the viewpoints are given in Figure 4. The kernel of this application was obtained by informally unifying the viewpoints. In this case we have produced a domain-oriented design solution. The points at which the components can be glued to frameworks are presented in Figure 5. The views-a operation was used to glue the black box framework (kernel) and the components together to create a complete application. The views-a operation related to the views of a process program is presented in Figure 6. The glue (formally modeled by the views-a relationship) presented in Figure 6 was transformed into the design pattern shown in Figure 7. In this case, properties 5 and 6 (vertical and horizontal consistency) are the most important ones. Property 4 is also required. The views-a semantics (given by properties) was also used to guide the selection of all the other design patterns related to the other views-a relationships in Figure 5. The resulting object-oriented design was also manually transformed into the “real” components.

A third case study led to a domain-oriented CBS design solution for a Web-based education software system based on viewpoints [2]. The steps of the our approach were also followed and the the views-a operation, as a model for glue, was transformed, depending on its properties in a variety of design patterns.

5 Conclusions

The proposed approach is been refined as we experiment with other case studies. Unification, consistency, and transformation are issues we are working on in a formal level in order to provide a more systematic description of this approach.
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1 Introduction

We consider component-based development process to be positioned on the middleware platform (like OMG CORBA) supporting heterogeneous interoperable information resource environment (HIRE). As a component, an information resource in HIRE is a replaceable unit of development which encapsulates design decisions and which can be composed with other components as part of larger units. Components include not only implementations, but also more abstract development artifacts such as type specifications, application context specifications, generic and customizable units.

The idea of interoperability through the common software bus greatly improves an information systems development infrastructure. Evolution of the systems through integration of independently evolving heterogeneous subcomponents becomes much easier: distribution and technical heterogeneity of components do not impose any problem. Construction of a system as a collection of interoperable components simplifies its re-engineering and incremental migration to the new application and technological requirements.

Broad industrial scale of the interoperation technologies creates a strong demand for component-based information systems development based on the provided middleware. New information systems development methods are required to take advantage of the new capabilities.

It is clear that correct compositions of software and data components should be semantically interoperable in the context of a specific application (application contexts of the components should be coherent and their composition should be consistent within the context of the intended application). To close the gap that exists between the technical (CORBA) and semantical ability to interoperate, in the SYNTHESIS project we introduced a notion of semantic interoperating reasoning (SIR) [9] as a collection of basic models and methods supporting the required level of semantic interoperability and finally leading to component-based information systems development.

Current industrial trends in component-based development (e.g., DCOM ActiveX and SunSoft JavaBeans solutions) can be characterized as overemphasizing low level specifications (actually, conventional programming techniques) hidden by visualization tools. Due to the lack of semantics, identification of components relevant to the requirements and their composition becomes pure programmer’s intuitive decision. This may work in local libraries with rather limited numbers of pre-existing components. For HIRE having broad scale such approach is not applicable. Even more important is that intuitive using of incomplete specifications leads to unsafeness of component-based development (e.g., due to unsafe reuse of pre-existing modules [7]).

Standardization consortia (like OMG) follow these unscaleable and unsafe trends applying ad hoc solutions. UML is just one example of recent ad hoc solutions by OMG [5]. Positive side of UML is that Object Analysis and Design Methods are consolidating around UML diagrammatic representation with the serious moves to component-based software reuse solutions [6]. Enhancing of the existing synergy between CORBA and Java by defining a CORBA component model compatible with JavaBeans [4] will not improve

\[\text{\textsuperscript{1}}\text{The SYNTHESIS project developed at the Institute for Problems of Informatics of the Russian Academy of Sciences (IPI RAS) is partially supported by the INTAS grant 94-1817, the Russian Foundation for Basic Research grant 97-07-90369 and by the cooperating research between the Siemens Corporate R & D and IPI RAS}\]
the situation. Trading function for component-based development (a third party object that enables developers to find suitable components and servers in HIRE) should be based not on an IDL specifications of components (like in [16]) but on sufficiently complete specifications.

Developing of more well grounded strategy for the componentware infrastructure for survival in more durable perspective is required. Sound understanding of the essence of component-based development and reusability problem leading to proper component modeling, compositions and design in HIRE is required. We shall briefly refer to the decisions of the SYNTHESIS project that is focused on that at the Russian Academy of Sciences [9, 11, 12, 13, 14].

2 SYNTHESIS project approach

Investigations of the issues listed showed that the respective decisions are appropriate:

1. The required level of completeness of specifications for the component-based development.

   The problem of components is that they do not have sufficiently clean semantic specifications to rely on for their reuse. We distinguish between application semantics and object model semantics. The latter we represent in frame of a "canonical" semi-formal object model [10] used for uniform representations of various object and data model specifications in one paradigm. Application semantics of specifications we consider separately in frame of the ontological approach providing for specification of conceptual (terminological) context of the application domain.

   Component specifications should define contextual information of an application in form of ontologies as well as provide complete structural and behavioral information for the information system entities including complete specifications of type invariants, operations and workflows.

2. The required canonical modeling facilities to uniformly specify heterogeneous pre-existing components with the required completeness.

   Canonical modeling facilities should provide for complete abstract data type specifications - of an object and non-object kinds (including complete specification of operations and workflow types), subtyping (with rigorous semantics) and classification (metatyping based) hierarchies, support of the spectrum covering unstructured, semi-structured and structured data, treating type attributes as type definitions in their turn, a complete type specification algebra producing new type specifications from the existing ones, object calculus support with formulas leading to a possibility of creating collections of values of new types produced by a type specification algebra.

   To give the canonical model exact meaning, we construct a mapping of this object model into the formal one (we choose for that Abstract Machine Notation (AMN) of the B-Technology [1]).

3. The appropriate models to specify the information system requirements and result of analysis, relationship of these models to the canonical one.

   Modeling facilities for all phases of the component-based development (including ontological specifications) are those of the canonical component specification model.

4. The required modeling facilities for the component-based design (with reuse).

   The design is based on the canonical model facilities having rich possibilities for type specification compositions.

5. How standard object models (like IDL, ODL, CDL) should be correlated to the canonical model.

   There should exist an equivalent mapping of IDL, ODL and other standard specification languages into the canonical specification model.

6. What are suitable representational facilities for the models above (graphical, diagrammatic, etc.).

   Any standard representation facilities may be suitable (e.g., a UML subset with some extensions may be quite good): but the approach is different from conventional, it is the canonical model that has primary importance providing proper interpretation and meaning for graphical representation.
7. How to identify component capabilities that can provide a support of a specific application (specification of requirements).

Identification of component capabilities is based on the ontological relevance of component constituents to the constituents of the analysis model and on an ability of such component constituents to rigorously refine the respective constituents of the analysis model.

8. How to correctly decompose specifications of pre-existing components into smaller fragments (capabilities) potentially relevant for specific requirements.

The ability to decompose is based on properties of the type specification algebra of the canonical specification model.

9. How to correctly compose relevant component capabilities to get a refinement of a respective part of a specification of requirements.

The ability to compose is based on properties of the type specification algebra of the canonical specification model and on proper methods leading to rigorous formation of refinements of analysis model specifications.

The approach to type compositions is based on an idea of a common reduct (a reduct is a subspecification of a type) for types $T_1$, $T_2$ that is such reduct $R_{T_1}$ of $T_1$ that there exists a reduct $R_{T_2}$ of $T_2$ such that $R_{T_2}$ is a refinement of $R_{T_1}$. For reusability decision the most common reduct of two types (the analysis model type and the component model type) is the main target. Thus the largest component fragments potentially reusable for the respective reducts of the analysis model types can be identified. Type algebra is also based on this idea. More on that can be found in [13, 15].

10. What is the minimal set of required formal facilities and methods to justify different steps of the component-based design process.

The required formal facilities and respective design procedures should provide for justification of: (i) consistency of specifications of requirements and of component specifications, (ii) correctness of abstraction of original component specifications by the canonical ones, (iii) identification of truly relevant component capabilities for a given specification of requirements, (iv) correctness of capabilities compositions, (v) validity of refinement of a specification of requirements (or its part) by a composition of pre-existing capabilities.

11. How the required formal facilities should be related to the canonical and requirements modeling facilities above.

There should exist a mapping of the canonical modeling facilities to the formal ones.

The canonical modeling facilities possessing the features above were defined, principles of mapping of the canonical specifications to a formal notation were elaborated, methods of component-based design relying on the canonical model, its type algebra (making possible proper type specifications decomposition and compositions) and mapping to the formal notation have been developed, the process of the component-based design using graphical representation facilities for the developers has been developed, methods for abstracting of canonical component specifications from the original heterogeneous ones have been defined.

The component-base design process has been partially prototyped as the SYNTHESIS design tool. The prototype supports ontology integration, searching for relevant components, identifying reusable fragments of specifications of pre-existing components, resolving structural conflicts between specifications of requirements and pre-existing components and constructing compositions of the fragments to get a refinement of respective part of the specifications of requirements. GUI of the prototype includes graphical representation of application and components using the UML notation, graphical representation of fragments composition tree, special text forms to reach completeness of the specification of compositional types.
3 SYNTHESIS method prototype architecture

Figure 1 shows a general structure of the SYNTHESIS prototype supporting the design and implementation phases of the component-based development in HIRE.

We chose the ParadigmPlus [8] to support the Requirement Planning and Analysis phases (the SYNTHESIS tool is independent of this choice). The UML notation augmented with SYNTHESIS specific features, such as ontological specifications and predicative specifications of operations is used. Actually any standard representation facilities can be suitable (as the UML subset with some extensions) but the approach is different from conventional one, it is the canonical model that has primary importance providing proper interpretation and meaning for graphical representation.

Using the CDIF representation [3] taken out of the ParadigmPlus, the specifications of the analysis phase are loaded into the metamodel repository supported by the PSE ObjectStore.

For formal modeling the B Abstract Machine Notation is used [1] that together with B-Toolkit [2] provides for type specification consistency check, adequacy of component specifications [12], establishment of a refinement condition, generating and proving respective proof obligations.

![Figure 1: SYNTHESIS Prototype Structure](image)

SYNTHESIS prototype is implemented using Java 1.1 under Windows NT 4.0. The tool is oriented on work in a CORBA-like interoperable environment: the tool generates an IDL specifications and CORBA-based adapters code.

4 Conclusion

Component-based information systems development is a complicated technology that requires serious investigations and systematic approach. Ad hoc solutions on separate constituents of the technology do not lead to a suitable practice. The constituents of the technology are so highly interdependent that only a systematic approach for their elaboration can give proper results.

The SYNTHESIS project shows that the systematic approach for the component-based information system development is feasible. Many issues remain still to be investigated. Among them is an issue of making the methodology easy to use for an average developer.
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Abstract

To be effective, component-based development would need to use better ways to hide the complexity of the application systems from the developers. The abstraction levels offered by component technology such as CORBA are not adequate. This has motivated the use of application frameworks, which provide a higher level of abstraction. However, using application components that are too abstract would make it difficult to change the application system. In this paper we argue that some abstract concepts should not be a part of the underlying application framework. In order that we can still benefit from using them, we can implement them within the development environment instead. Based on this premise, we formulate four requirements for successful component-based development environments, and investigate how such environments can be built.

1 Introduction

Component-Based Information Systems Engineering aims to simplify the process of software development to a stage where applications will be combined in a LEGO(tm)-like fashion out of pre-defined and tested components [4]. We have certainly heard this idea before, we have heard it about subroutines, about abstract data types, about objects. What is new about components?

We believe there are two novel aspects: the focus on bridging different platforms to create heterogeneous distributed applications, and the realisation that re-using a single item is more difficult and less rewarding than re-using a set of items structured in an application framework.

Existing CBiSE work [4, 10] has focused on these two issues, which form the bottom two layers of Figure 1, the layer of technical infrastructure, and the layer of application frameworks. These two layers abstract to certain extent the complexities of contemporary information systems, hiding from developers issues of distributed cooperation protocols, for example.

![Diagram: Layers of concern in CBiSE]

Figure 1: Layers of concern in CBiSE
Is this enough to take us to the new promised land, where we will assemble software out of LEGO blocks?

In this paper we argue that two factors are standing in the way. Firstly, the complexity of application software is too great even at the level of application frameworks layer. Secondly, the abstractions provided by the bottom two layers are too rigid to cater for the current rate of business requirements change.

These two factors motivate our interest in the third layer, the layer of development environments. We discuss the implications of these two factors for the requirements of CBiSE environments, and look at whether we can construct such environments with the help of the existing techniques and architectures.

2 Evolving domain-oriented abstractions in CBiSE

Let us look at the level of abstractions offered by the bottom two layers in Figure 1. The first of them, the technical infrastructure layer, hides the technical issues of distributed processing in an application both at design level and at implementation level. This layer will be based on standards like CORBA. The abstraction provided by this layer allows us to think of an application system as a “swarm” of active domain-oriented components. The application frameworks then put some structure on this “swarm” and build up further levels of abstraction. These further abstraction levels aid the developers of a system in their reasoning about the system [10, 9]. In complex domains, an application framework can provide different abstraction structures for different aspects of the application such as behaviour and data.

Application frameworks, however, seldom cater for the differences in perspectives that are held by the different participants in the system development process. Designers, for example, are likely to have different perspective on the system than analysts, analysts from customers and users, there would even be differences between users at different organisational levels [11].

One way to handle the multiplicity of perspectives is to over-elaborate the application framework by building into it different perspectives and abstractions. This might work for a short period of time, but it is not a viable strategy in the long run because of the rate of change in contemporary organisations. It is not only responsibilities and processes that change, the paradigms we use to think about organisations change as well. In the past, for example, activities were assigned to workers through their job description. The “job description” concept has recently been replaced by the concept of a “role”. A “role” is more flexible, since one worker can play different roles at different times. Many organisations are now introducing the even more flexible concept of task teams, where responsibilities are dynamically allocated on the basis of goal-driven work plans.

Consequently, if a “job description” abstraction was implemented within an application framework a few years ago, it will by now be obsolete two times over. An application system built using this framework will “support” the organisation’s team-focused work allocation in quite an appalling manner. It will also be quite difficult to modify this application because the problem is in the underlying application framework.

Applications frameworks, therefore, should not contain over-elaborated and highly abstract concepts which have a short life expectancy and can become obsolete in near future. These abstractions should be defined and maintained within the development environments, which should be made easily changeable to cater for changing abstractions and new perspectives to the application system.

3 Requirements towards CBiSE environments

If we develop further the ideas from the previous section, an effective CBiSE environment should fulfil the following main requirements:

(i) It should provide a range of descriptions to cater for the different aspects of the information system, for the different stages of system development, and for the multiple perspectives of the participants in the development process. We can consider each description to be provided by a separate tool. The multiplicity of integrated tools forms the CBiSE environment.
(ii) Modifying a description which has become out of date, or replacing an entire description with a new one, should be easy. This might happen while the application is deployed and functional, so that such changes should not disturb the component-based application and should not require it to be re-structured. This can be achieved by a “plug and play” mode of integration between the different tools, and between each tool and the application system.

(iii) The “plug and play” mode of integration between different tools should be combined with automatic consistency maintenance and tight integration mechanism between different tools. The integration mechanism should also provide facilities, where some descriptions will automatically reflect the dynamic state of the running application. This will allow for monitoring and control of the functioning application system.

(iv) Each tool may define and maintain abstract concepts, which are helpful for developing and understanding the system, but which have been deemed too volatile to go in the application framework. Other tools may need to also refer to these concepts, therefore facilities for sharing these concepts between tools are needed.

4 Techniques and architectures for building CBiSE environments

There are many existing integration techniques and architectures. In this section we will look into how they can be used to build CBiSE environments, bearing in mind the requirements from the previous section.

At the highest level of abstraction, existing integration approaches can be divided into two main topologies: “network” and “star”. A node in each topology will correspond to a tool or to the application system in our model of CBiSE environments.

In the “network” topology, consistency and integration between any two nodes are implemented by the two nodes interacting directly, most often by exchanging messages. A clear example of this approach is the work on Viewpoints [1]. This network approach is quite suitable for environments where the working software document may be distributed, and where consistency rules may have to be relaxed to “tolerate” some inconsistencies between parts of the distributed document. Both these requirements are often true during early software lifecycle stages. However, the complexity of the “node to node” connection network can grow quite quickly, and this would result in a system where it would be difficult to trace the effects of any change at any one node of the system. Consequently, in its general form, this approach would not satisfy most of the requirements we have formulated for CBiSE environments.

The “star” topology can be seen as a special case of a “network” with one “central” node. This node holds all information to be shared in the system. All other nodes only communicate through this “central” node, thus forming a “star” pattern. This approach is often found in development environments which address later lifecycle stages. In these environments the central node is either a detailed software design document or the software itself. Because this topology is based on shared information which acts as a “model” of the MVC paradigm [2], it can not handle well the requirement for relaxed consistency rules.

Some architectures combine these two approaches. Such is the reference model proposed by the National Institute of Standards and Technology and European Computer Manufacturers Association (NIST/ECMA) reference model [8]. The model, shown on Figure 2, is nicknamed “the toaster model”, because different tools can be plugged into a framework, which provides common presentation and data integration services, and protocols for message exchange between the tools. The model combines a “star” data integration approach through a common data module, and a “network” control integration approach by node-to-node message protocol between the tools. Example of an environment that fits this model is the NATURE requirements capture environment [3].

Environments that are built using this model are potentially suitable for engineering component-based information systems. The model provides facilities for flexible integration of multiple tools, thus satisfying the first and the second requirement from Section 3. Complicated “network” message exchange patterns
between different tools can cause potential problems when replacing a tool. These problems can be addressed by either standardising the tool message interfaces, or by providing brokerage facilities within the message exchange services.

Satisfying the third requirement, however, will require changes in the model, because the model is oriented towards manipulating passive data documents, rather than towards controlling and monitoring active application systems. The repository and data integration services will have to be modified into services for managing an application composed of active components.

It is also not clear how the model can satisfy the fourth requirement of tools sharing abstractions which are not a part of the application system. The answer depends on the particular tool integration mechanism being used. Meyers [7] defines five tool integration mechanisms, of which two are particularly relevant to this problem: the 'view-oriented database' mechanism and the 'canonical representation' mechanism.

In the 'view-oriented database' mechanism, each tool defines its own view of a central database, which, in our case, will contain the active application system. Although the data in each view can be organised in a substantially different manner from the central data, tools do not keep any of the information locally, they compute the relevant values through the view mechanism from the common repository [3]. This mechanism is widely used by environments aimed at initial lifecycle stages. It lacks flexibility when adding a new type of abstraction or a tool, because this nearly always requires enhancements to the database schema [7]. When the central repository is the application system itself, changes in its schema are often not possible. For example, if we work with a debugger for applications written in C++, it would be impossible to change the way the debugging information is stored in the application so that we can introduce a new debugging view.

For this reason, environments used for late stages of the software lifecycle use the second approach, the "canonical representation" mechanism. In this mechanism, every tool or description interfaces to a central canonical data structure, which contains the software document or application. For example JBuilder, Inprise's Java Integrated Development Environment, uses three standard formats for each of its software projects: a project description file, HTML files and Java files. The environment claims 100% compatibility with any standard Java file, which means that Java applications developed with a different environment can be modified in JBuilder.

Each tool builds its own interpretation of the shared data, stores it when necessary, and presents this interpretation to the user. JBuilder offers two views for the HTML files, a rendered view and a source
code view. It also offers two views for Java files: a source code view and an interface design view. In JBuilder the conversion between a representation offered by a tool and the software document is relatively straightforward, for example it is comparatively easy to render the interface design view out of the Java source file.

'Canonical interface' systems such as JBuilder offer good flexibility when adding new descriptions or tools, since adding a new tool only requires knowledge of the canonical interface to the application repository. The problem with this approach arises from the fact that different tools can not share abstractions that are not in the central application repository (the fourth requirement), without loosing their "plug and play" flexibility (the second requirement).

In the next section we show one possible approach to addressing this issue. The approach combines the benefits of the 'view-oriented database' mechanism and the 'canonical interface' mechanism to satisfy our four requirements towards CBiSE environments.

5 The architecture of pluggable visual descriptions

The architecture of pluggable visual descriptions is described in detail elsewhere [5]. This section will give only a brief overview of the architecture and will offer some considerations as to how it might satisfy the four requirements to CBiSE environments. The main components of the architecture are shown on Figure 3.

Figure 3: The architecture of pluggable visual descriptions

The application system in this architecture is composed of active actor-like components, held in a central repository. The development environment consists of tools which provide different visual descriptions. The tools are linked to the repository through a canonical interface, which forms a "plug and play" bus.

The central repository is based on a "conceptually poor" application framework, because it contains only a minimal number of relatively stable concepts. These concepts are application-domain oriented and are likely to be at a fairly low level of abstraction. These concepts are the components out of which the application system is constructed. The commands for controlling these components form the canonical interface between the application repository and the tools.

Because the resultant application structure is likely to be too complex for some participants in the development process such as users or analysts, the tools can define and maintain their own abstractions to
use on their descriptions. These non-repository abstractions are shared between the tools by a mechanism in which the repository acts as a broker between the tools. This results in a distributed “conceptually rich” language implemented between the tools. Changes in this language do not require re-structuring of the application in the central repository nor changes in the central application framework.

The architecture allows for a number of different tools to be used to visualise and control an application system (requirement (i)). Because of the canonical “plug and play” interface to the application system, changes in a tool do not affect the operation of the system (requirement (ii)), although such changes may affect other tools. A high degree of integration is achieved by the tools acting as “views” to the active application system. Special mechanisms exist which broadcast all changes in the state of the application system. Tools which “care” can thus update their representations, and provide monitoring of the application functioning (requirement (iii)). Tools can share abstractions which are not in the application system through the “broker” mechanism (requirement (iv)).

The architecture was used to build ECHOES, a prototype environment where workflow applications can be constructed and modified by non-programmers. In ECHOES, a workflow application will be defined as a set of active components. The components will be instances of the comparatively stable concepts ‘activity’, ‘clerk’, ‘message’ and so on, which form a “conceptually poor” application framework. Volatile concepts such as ‘job description’ are not a part of the framework, and the fact that a clerk can perform a certain activity is specified by direct association between the two instances in the application.

Volatile concepts such as ‘job description’ can be quite useful when users or analysts work with the workflow application. For example, the user can specify that a clerk has a certain job description, and this will automatically make the clerk responsible for a set of activities. Later, when a new activity is introduced into the system we don’t need to enumerate all clerks that can do it, we can just make it a part of a job description. To avoid hard-coding ‘job description’ within the application framework, we have chosen to define the concept within one of the visual description tools, the tool which handles the organisation of the structure. This gives us the advantage of being able to change the user interface language by replacing the ‘job description’ concept with a ‘role’ or a ‘task team’ when this becomes necessary. This will involve only changing the tool and not the underlying workflow application system, thus fulfilling our fourth requirement.

The system is designed in such a way that other tools can still access a particular job description, and can show it on their views to the workflow application. As far as the other tools are concerned, they would retrieve the concept through their normal mechanisms for interacting with the application. The application will in this case act as a broker and will re-direct the request for the required information to the particular tool which implements ‘job description’. This mechanism implements a ‘conceptually rich’ language distributed between the tools forming the development environment.

The ECHOES prototype was implemented using Smalltalk VisualWorks and the generic drawing editor HotDraw. The dependency mechanism in Smalltalk was used to implement the canonical interface bus and the basic interaction mechanisms.

ECHOES was used to conduct several evaluation studies. Part of the studies included different types of changes in the tools of the environment. It was possible to modify tools in ECHOES without disturbing the workflow application. Another part of the evaluation studies included observing two non-programmers performing enhancements of two workflow applications. This part was also successful, and the subjects proved capable of modifying their workflow applications. They had no problems working with the multiplicity of visual descriptions provided in the ECHOES prototype. Details of the evaluation studies are reported elsewhere [5].

6 Limitations of the proposed approach

6.1 Limits of the independence between different tools

Having a canonical language along the “pluggability” interface bus should in theory ensure that any tools could be plugged into the system with ease, as long as they conform to this language.
However, just mixing tools is not the most effective approach to creating a CBiSE environment. The tools should be designed to work together. This means they should offer consistent interaction mechanisms such as 'dragging a symbol from a palette to a diagram represents a request for creating the relevant concept', and consistent representational conventions such as 'symbols stacked behind each other are related'. In addition, if two or more tools are to benefit from sharing a non-framework concept they should be designed to work together.

6.2 Limits of meta-enhanceability for a given application framework

The variety of concepts and paradigms used within the "conceptually rich" environment language is constrained by the semantics of the underlying "conceptually poor" application framework, since any concepts from the former have to be mapped to the latter. Therefore the level of abstraction in the framework should be carefully selected to enable a large variety of concepts to be represented by the tools of the environment. Indeed, using too high level of abstraction in the framework may introduce dependencies and rules that place unnecessary constraints on the tools. On the other hand, using too low level of abstraction will require more effort in implementing different tools.

It is also possible that the application framework will have to be upgraded after a comparatively long period of tool changes. Changes in the concepts and descriptions provided by tools are likely to cause deterioration of the integration support offered by the old application framework, and at a certain point the framework will have to be up-dated so that the integration support reaches the optimal level. An expanded version of this argument is contained elsewhere [6].

Testing the limits of changes in the concepts and descriptions provided by the tools, and the dependency between tools and underlying application framework represents an important issue, which should be a subject of further research effort.

7 Conclusion

Components encapsulate complexity and bring promises for rapid development of applications by assembling re-usable blocks. However, building effective environments to support this rapid development process is far from trivial, and requires re-conceptualising the existing environment architectures. There are many research questions to be answered in this area, which has until now remained on the periphery of CBiSE-related research.
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Abstract. We describe a generic software environment intended to assist the construction of applications by the composition of reusable components. Two classes of components (and their related systems) are clearly distinguished: operational components (or components in the 'classical', technological sense) and descriptive components, encapsulating meta-data about, amongst others, their operational counterparts. Components are viewed as actors in a communicating entities system. Communications capabilities and needs are abstracted as a set of layers, each layer denoting a delimited conventions set and satisfying or dictating functional requirements.

A case study describes how we are using - or intend to use - our models in real life applications. The selected case consists in the interconnection of two, otherwise incompatible, CASE tools.

1. Introduction

Every time our 'universal standardization' dreams are going away, we have to face that frustrating reality: software construction by components composition involves many heterogeneity-related issues: components technologies incompatibilities, frozen legacy applications, multiplicity of the interconnections and coding norms, not to mention the impediments raised by the various development 'culture gaps'. But maybe are we lucky in our misfortune: investigating the methods that could allow us to cope with that heterogeneity, could lead us to discover novel components design and/or selection rules favoring a better reusability.

In the next few pages, we roughly describe a software environment, allowing components to be assembled in a generic way by applying interoperability rules. Those rules assume a layered decomposition of inter-components communications. Furthermore, we evaluate the hypothesis suggesting that layered decompositions, of frequent use in data communications models (such as the ISO Open Systems Interconnection reference model [7]), are also applicable, at the cost of concepts generalizations, to the software components connectivity modeling.

Every communication implies the explicit or - more frequently - implicit sharing of a number of conventions between the communicating partners. By modeling that elementary principle and its associated rules, we expect to bring some useful components composition guidelines to the fore.

The software architecture described in this paper is currently tried out with the interconnection of various CASE tools. We will investigate our tentative experimentation plan.

2. Conceptual Background

2.1. Descriptive vs. Operational Components.
If it is quite usual, and natural, to conceptually isolate the active part of a component from its descriptive part - its 'meta-data' - we suggest here a more drastic approach, by granting the 'component' status to the meta-information as well.

---

* This work is founded by the European Community under ESPRIT Reactive Long Term Research 21.903 CREWS (Cooperative Requirements Engineering with Scenarios)
Components are divided in two classes: descriptive components (residing in a descriptive system) and operational components (residing in an operational system). Both systems are having their own ontology while interacting closely.

- **Operational** components are the actual actors, carrying out, by their conjugate actions, an expected 'run time' functionality. They are components in today's classical (technological) sense [12].

- **Descriptive** components encapsulate specifications. Those specifications are restricted to the communication-oriented framework described in the next paragraph. A descriptive component characterizes a communicating entity. A communicating entity is either an operational component or another individual intervening in the communication process while remaining somewhat 'out of control' in respect to our environment (Amongst others: operating systems services, legacy or otherwise existing applications, remote objects, hardware device, operating system services and, more generally, the communication environment.)

The descriptive/operational separation allows our models to capture information about all relevant communication actors. Meta-data being made accessible as individual components as well, could be stored locally or remotely in components catalogs or repositories. A componentized software configuration needs to be built and validated at the 'descriptive' level before being instantiated and activated at the operational level.

### 2.2. (Descriptive) Components Layering.

Descriptive components are organized as a set of layers, reflecting the communication structure of a communicating entity.

Each layer has a set of properties, of which we selected:

- **The Protocol.** In a much broader sense than in data transmissions, the protocol is defined here as a delimited set of conventions. It could be a programming interface, a classical communication protocol, a well-defined set of assumptions made about the environment, etc. A shared protocol is a necessary condition for a communication to take place. The protocols are only identified, localized in a taxonomy allowing specialization / generalization relationships. The model does not capture the precise protocol semantics.

- **Polarity.** Does the communicating partners, at a given layer, have an identical status (= neutral polarity) or are they 'asymmetrical'; like, for example, in client / server or master / slave relationships? Arbitrarily, the 'originating' actor is given a positive polarity, while the 'answering' one has a negative polarity.

- **Multiplicity** expressed as an interval $[m; M]$. That property synthesizes two sub-properties: (i) does this layer act as a requester $(m > 0)$ or as a provider $(m = 0$ or undefined) of the service identified by the protocol (ii) does this layer support multicasting $(M > 1$ or undefined), by being able to serve multiple requesters simultaneously.

Beyond those intra-layer properties, an inter-layer relationship expresses dependencies of the kind "Layer $x$ uses the services provided by Layer $y$ defining a directed acyclic graph, of which the classical 'protocol stack' is a particular case.

The properties we have described participate in the elaboration of a rules system, constituted of a set of functional requirements that each component layer will in turn satisfy or require. Ideally, all conditions necessary to achieve the components interoperations should be expressed, even the most implicit one, starting from the lower level aspects (operating system services, media access, processors, virtual machines...) up to the communication semantic aspects.

### 3. Case Study

#### 3.1. Problem Statement.

Let us introduce an experimentation plan where the actors are various CASE tools, and of which the central element is a graphical/textual editor allowing users to express specifications using the formal requirements engineering language Albert-II [2]. Our objective is to set up interconnections between that software application and an array of somewhat related tools, like specification animators, theorem provers, traceability tools, etc. Concretely, we are currently implementing a 'bridge' between the Albert Editor and the requirements
engineering environment Pro-Art [10]. Pro-Art is used in order to capture trace information throughout the Albert-II specification process.

We consider successive transitions starting from a straightforward static components assembling and ending with a more ambitious, almost automatic and optimized solution, following a 4-steps schema.

Let us first examine our problem given information by sketching the initial descriptive components. It is worth to mention that many simplifications have been introduced: for example, the user-interface is not modeled, protocols are too generic and most low-level services are oversimplified.

In order to describe the various layers, we use the graphical syntax of Figure 1.

![Figure 1 Graphical Syntax](image)

We are considering the central piece of software (the Albert editor) only with respect to its inter-applications connectivity. That connectivity was implemented by setting up a generic communication mechanism, offering a controlled access to all Albert editor’s relevant/useful methods, properties and events. We expect that no restrictive assumption be made in this interface definition concerning the potential software applications that could potentially use it.

As the editor did already represent a respectable amount of code, we were implicitly led to a technological solution considering that investment (C++, MFCs, Win32,...). We were also almost inevitably guided to implement a COM connectivity (Component Object Model: the foundation of Microsoft’s OLE and ActiveX [1]), materialized by COM-compliant interfaces (custom, ‘early bound’ interfaces and automation, ‘late bound’ interfaces). However, obviously, our models are independent from the components technology.

Our - now ‘open’ - editor could be represented, as the set of communication layers of Figure 2:

![Figure 2 - Albert-II Editor Descriptive Component](image)
The different communication levels, each dictating or satisfying a necessary interoperability condition, could be roughly described as follows (Table 1), starting from the most 'semantic' and ending with the most 'physical' level.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Description</th>
<th>Specified/described by</th>
</tr>
</thead>
<tbody>
<tr>
<td>Albert-II Interface Semantics</td>
<td>Albert-II language semantics (subset)</td>
<td>Intuitive and formal semantics; metamodel</td>
</tr>
<tr>
<td>Editor COM Interfaces</td>
<td>Albert Editor custom COM interfaces</td>
<td>IDL specification; Interface dynamic behavior formal or intuitive specification.</td>
</tr>
<tr>
<td>DCOM</td>
<td>Distributed Component Object Model operating environment</td>
<td>Microsoft documents</td>
</tr>
<tr>
<td>i386</td>
<td>Processor; data format, instructions set</td>
<td>Intel documents</td>
</tr>
</tbody>
</table>

Table 1 - Albert-II Editor Layers Description

To illustrate the properties values:
- A layer implements the Editor (COM) Interfaces 'protocol' with a negative polarity, meaning it acts as a 'server' for potential 'clients': it offers a COM interfaces implementation. The [0, -] indicates that no communication partner is required, but that an indefinite number of such partners could be 'served'.
- Another layer indicates that the software requires the presence of a DCOM environment. Here, it acts as a 'client' (positive polarity) and the service is required ([1, 1] multiplicity).

The PRO-ART software we intend to connect to the Albert-II language editor is described, from our communication point of view, as follows (Figure 3). Beyond their actual application-level semantics, Pro-Art services are exposed through a (proprietary) object-model protocol, using a classical TCP/IP transport.

![Figure 3 PRO-ART Descriptive Component](image)

3.2. Introducing Bridgelets: Protocol(s) Converter Components.

Interoperability between the PRO-ART software and the Albert editor is obtained by creating one or more (here: 2) intermediate components implementing the necessary communication adaptations, up to the higher levels of 'incompatibility' (here: semantic).

The first component - the PRO-ART/COM bridgelet (Figure 4) - is designed in order to offer a reusable front-end to PRO-ART, masking the complex proprietary object model protocol and hiding the TCP/IP low-level housekeeping as well. Note that this bridgelet has no semantic-level knowledge. It acts only as a 'syntactical' bridge, carrying out straightforward translations.
A second component - the *Albert* editor / PRO-ART bridgelet (Figure 5) - implements the actual high-level bridging. Noteworthy, the low-level software technology is here somewhat different: Java is used as implementation language, instead of a machine-dependant C++ compiled solution.

The overall configuration, satisfying all functional requirements could be described as follows (Figure 6).
3.3. Experimentation plan

Let us describe a 4-phases experimentation plan, reflecting a bottom-up process.

Starting from a purely operational architecture, we gradually enrich the descriptive system. A components composition framework is progressively constructed.

3.3.1. Phase 1. Specific, 'Manual' Components Composition.

During phase 1, existing applications and operational components are assembled statically at design time. The Albert editor is modified in order to act as a container for 'well-known' components. Those components are instantiated and interconnected by specific code.

3.3.2. Phase 2. Generic, 'Manual' Components Composition.

Phase 2 targets to establish a solid conceptual foundation for the next phases. The graphical, intuitive syntax of Figure 1 is extended and formalized:

- The descriptive and operational systems ontologies are currently modeled using the Telos notation [8]. Telos is a conceptual modeling language in the family of entity-relationship models, supporting unlimited classification levels (meta-classes) and treating attributes as full-fledged objects.
- The models inferential aspects and integrity constraints are tentatively expressed using Object-Z, an object-oriented extension to the specification language Z [3].

A simplified components composition framework is set up, allowing components configurations to be constructed and validated at the descriptive level. Simple configurations activation, with adequate operational components instantiations is supported.

3.3.3. Phase 3. Generic, Assisted Components Composition.

A Phase-3 framework is able to generate components configurations (semi-) automatically, on the basis of (i) requirements expressed by the user as a given set of descriptive components (ii) a formalized knowledge about the operating environment and available resources (that is, catalogs of locally or remotely available components). Criteria taken into account at this stage are only targeting basic components interoperability: communication necessary conditions, functional requirements have to be satisfied.

Regarding our case study, this means that, given an initial, incomplete configuration containing two descriptive components ('Albert Editor' and 'PRO-ART'), the framework has to infer a complete, valid configuration by fetching components satisfying all constraint, (for example the 'Albert/PRO-ART' and 'PRO-ART/COM' bridgelets, but other solutions could be found) in components catalogs.

An example of such configuration automation, somewhat restricted, is described by [4].

3.3.4. Phase 4. Generic, Assisted, Optimized Components Composition.

The Phase-3 framework could generate, for a given requirements set, several valid configurations (i.e. satisfying all constraints). During this fourth phase, we intend to integrate the ability to consider some non-functional requirements, in order to select not only a 'valid' configuration, but also the 'best' one. Interesting criterions would be, amongst others, connections cost, performance, security, etc.
4. Conclusions
We described a "components world", with a partial map like (Figure 7).

Figure 7
However, our map contains many white areas, of which we could mention:

- In order to break down the components specification into layers, we need an accurate set of criteria, like 'substitutability'. Nowadays, that decomposition lacks precision, particularly at the higher, semantic levels.
- Some fundamental dynamic aspects are not taken into account: initialization, activation, finalization, components sharing among multiple configurations, etc.
- Inter-layer relationships deserve a more precise modeling. By simply indicating that 'Layer A uses Layer B', the information loss is often unacceptable.
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Abstract

A basic problem of software development is how to derive executable software components from requirements, and how this process could be systematized. Current object-oriented CASE tools support various graphical notations for modeling an application from different perspectives. However, the level of built-in automation is relatively low as far as how to produce a final software product.

In this paper, we present a component-based architecture based on a formal object-oriented model which gives the pattern for obtaining software components. This software components set up the basis for a software prototype that is functionally equivalent to the conceptual model in an automated and reusable way.

1. Introduction

Nowadays OO methodologies like OMT[1], OOSE[2] or Booch[3] are widely used in industrial software production environments. Industry attempts to provide unified notations such as the UML[4] proposal which was developed to standardize the set of notations used by the most well-known existing methods. Even if the attempt is commendable, this approach has the implicit danger of providing users with an excessive set of models that have overlapping semantics without a methodological approach. Following this approach we have CASE tools such as Rational ROSE[5] or Paradigm Plus[6] which include code generation from the analysis models. However if we go into detail with this proposed code generation feature, we find that it is not at all clear how to produce a final software product which is functionally equivalent to the system description collected in the conceptual model. This is a common weak point of these approaches. Far from what is required, what we have after completing the conceptual model is nothing more than a template for the declaration of classes where no method is implemented and where no related architectural issues are taken into account.

In order to provide an operational solution to the related problem, we think that the idea of clearly separating the conceptual model level, centered in what the system is, and the execution model, intended to give an implementation in terms of how the system is to be implemented, constitutes a good starting point.

In this paper we present a component-based architecture based on a formal object-oriented model which gives the pattern for obtaining software components. This software components set up the basis for a software prototype that is functionally equivalent to the conceptual model in an automated and reusable way.

The starting point is the OO-Method proposal. OO-Method is an OO methodology that allow us to collect the relevant system properties. The main feature of OO-Method is that developers’ efforts are focused on the conceptual modeling step, where analysts capture system requirements. Once we have an appropriate system description, a formal OO specification is automatically obtained. This specification provides a well-structured framework that enables the building of an automatic code generation tool from a component-based perspective.

This document is organized as follows: section 2 present a short description of the main OO-Method features describing the diagrams used to capture the system properties in order to produce what we call a conceptual model. Subsequently, we will show which is the underlying semantic to represent this model in any target software development environment according to an abstract execution model. Section 3 describes the
component-based architecture to produce the software components that allow us to link the conceptual model with the abstract execution model. To illustrate this step, we use Java Beans[7] as a concrete component-based model. Finally section 4 presents the conclusions.

2. The OO-Method proposal

The OO-Method was created on the formal basis of OASIS, an OO formal specification language for Information Systems[8]. Basically, we can distinguish two components: the conceptual model and the execution model.

2.1. Conceptual Model

Conceptual modeling in OO-Method collects the Information System relevant properties using three complementary models:

- **Object Model**: a graphical model where system classes including attributes, services and relationships (aggregation and inheritance) are defined. Additionally, agent relationships are introduced to specify who can activate each class service (client/server relationship).

- **Dynamic Model**: another graphical model to specify valid object life cycles and interobjectual interaction. We use two kinds of diagrams:
  - *State Transition Diagrams* to describe correct behaviour by establishing valid object life cycles for every class. By valid life, we mean a right sequence of states that characterizes the correct behaviour of the objects.
  - *Object Interaction Diagram*: represents interobjectual interactions. In this diagram we define two basic interactions: triggers, which are object services that are activated in an automated way when a condition is satisfied, and global interactions, which are transactions involving services of different objects.

- **Functional Model**: is used to capture semantics attached to any change of an object state as a consequence of an event occurrence. We specify declaratively how every event changes the object state depending on the involved event arguments (if any) and the object's current state. We give a clear and simple strategy for dealing with the introduction of the necessary information. This is a contribution of this method that allows us to generate a complete OASIS specification in an automated way. More detailed information can be found in [9].

From these three models, a corresponding formal and OO OASIS specification is obtained using a well-defined translation strategy. The resultant OASIS specification acts as a complete high-level system repository.

2.2. Execution Model

Once all the relevant system information has been specified, we use an execution model to accurately state the implementation-dependent features associated to the selected object society machine representation.

In order to easily implement and animate the specified system, we predefine a way in which users interact with system objects. We introduce a new way of interaction, close to what we could label as an OO virtual reality, in the sense that an active object immerses in the object society as a member and interacts with the other society objects. To achieve this behaviour the system has to:

1. **identify the user** (an access control): logging the user into the system and providing an *object system view* determining the set of object attributes and services that it can see or activate.

2. **allow service activation**: finally, after the user is connected and has a clear object system view, the users can activate any available service in their worldview. Among these services, we will have system observations (object queries) or events or transactions served by other objects.

Any service activation has two steps: build the message and execute it (if possible).

In order to build the message the user has to provide information to:
1. **identify the object server:** The server object existence is an implicit condition for executing any service, unless we are dealing with a new event\(^1\).

2. **introduce event arguments:** asking for the arguments of the event being activated (if necessary).

Once the message is sent, the service execution is characterized by the occurrence of the following sequence of actions in the server object:

1. **check state transition:** verification in the object State Transition Diagram (STD) that a valid *transition* exists for the selected service in the current object state.

2. **precondition satisfaction:** the precondition associated to the service must hold

If 1 or 2 don't hold, an exception will arise and the message is ignored.

3. **valuation fulfillment:** the induced event modifications (specified in the Functional Model) take place in the involved object state.

4. **integrity constraint checking in the new state:** to assure that the service execution leads the object to a valid state, the integrity constraints (static and dynamic) are verified in the final state. If the constraint does not hold, an exception will arise and the previous change of state is ignored.

5. **trigger relationships test:** after a valid change of state, the set of condition-action rules that represents the internal system activity is verified. If any of them hold, the specified service will be triggered.

The previous steps guide the implementation of any program to assure the functional equivalence between the object system specification collected in the conceptual model and its reification in a programming environment.

3. **Component-based Architecture for the execution model**

The component-based architecture for execution model in OO-Method methodology is created using the familiar model-view-controller (MVC) paradigm\(^{10}\). In other words, we have a specific non-visual component which encapsulates the details of the data model, GUI visual components handle the presentation of information, and non-visual control components encapsulate the application logic according to the OASIS specification.

Our proposal is to define a logical three-tiered architecture that is MVC-compliant. We can obtain all the information we need to automatically create the software components in these tiers. We will carry this process extracting from OO-Method conceptual model diagrams each piece of information that is relevant for a specific component as it is shown in figure 1.

Java Beans component architecture provides the context to implement the major types of services for software components proposed in figure 1. To show this, we have to explain how is the process to implement these components in each tier using Java Beans.

---

\(^1\) Formally, a new event is a service of a metaobject that represents the class. The metaobject acts as object factory for creating individual class instances. This metaobject (one for each class) has the class population attribute as a main property, the next oid and the quoted new event.
3.1. Persistence Tier

This tier maps the model. It is composed by non-visual Java Bean component called Persistent_Mediator, a generally reusable object-oriented interface for conventional relational databases. This component implements the methods for saving, deleting and retrieving system domain objects that are stored in a RDBMS server as is explained in [11]. The Persistent_Mediator class has the following general structure:

```java
class Persistent_Mediator extends java.lang.Object{
    void delete();
    void save();
    void retrieve();
}
```

JDBC classes are used for proper interaction with the involved RDBMS servers in the implementation of these methods. Particularly, each class in the OO-Method object model diagram is mapped to a table in the relational database. The resulting table consists of a column for storing a unique object's ID and a column for each attribute declared in the class definition. We mapped simple types directly to the equivalent data type provided in the relational database and replaced object references with unique object IDs.

To retrieve objects from the database, the Persistent_Mediator component generates the appropriate SQL query and returns the data as a list of objects. Likewise, when storing objects in the database, the component creates an SQL update or insert statement.

3.2. Interface Tier

This second tier maps the view. It is composed by three GUI Java Beans components. These components handle the presentation of information which help to implement the interaction between the user and the application, following the underlying semantic of our object model. The figure 2 shows the basic Java Bean specification to these components.

```
<table>
<thead>
<tr>
<th>BeanInfo</th>
<th>Access_Control</th>
<th>System_View</th>
<th>Service_Activation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Properties</td>
<td>Old Password Classname</td>
<td>Class_list</td>
<td>Services_list</td>
</tr>
<tr>
<td>Events</td>
<td>SetOld() GetOld() SetPassword() GetPassword() SetClassname() GetClassname()</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SetClass_list() GetClass_list() SetServices_list() GetServices_list() SetArgument_list() GetArgument_list()</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
```

Figure 2: basic Java Bean specification for interface tier components
The BeanInfo class is used to describe these Beans. This class allows that the properties and events of a generic Bean can be determined through the introspection mechanism.

The Access Control component is defined as container Bean that allow users to be identified in the system as was explained in section 2.2. The BeanInfo class defines id, password and classname properties that provide the information required to this process. This class also defines the events to manipulate the setter/getter methods associates to the properties defined.

The System View component is defined as a customizable Bean from the base class java.awt.Frame. In this case, the BeanInfo class defines the class_list and services_list properties that are needed to create a specific system view. Particularly, the class_list will constitute the menu bar (classes the user is allowed to interact with), which will contain as a menu items the information provided by services_list property (services that the user can activate for each class). The events defined in the BeanInfo class allow to manipulate the content of these properties.

Finally, the Service Activation component is defined as a customizable Bean from the base class java.awt.Dialog. The BeanInfo class defines the argument_list property. This property contains the relevant service arguments for a specific service activation. The events to manipulate this property are described in the figure 2.

3.3. Application Tier

The last tier maps the controller. This tier is composed by non-visual control components (one for each domain class in the conceptual model). These components encapsulate the application logic which follow our underlying semantic of execution model structure. In concrete, the domain classes can model the behavior of the system using the state pattern which was described in [12]. According to this generic pattern, we can implement the state-dependent behavior when a service activation request is called by an agent class.

To illustrate this process, figure 3 contains a class diagram using UML for representing classes and relations, and Java for describing method definitions. The Service Activation class describes objects that are used to activate the services offered by domain classes. The Oasis class is an abstract class that really acts as a kind of placeholder. Because it is abstract, it is not possible to create class instances. Instead, when a abstract class method is referenced, the Oasis class simply delegates a request to one of the objects create from a subclass. Then, each subclass defines the appropriate behavior implementing the abstract methods for a specific server class.

![UML class diagram](image)

Figure 3: UML class diagram to model the state-dependent behavior in domain classes

To properly implement this pattern in our context, the OASIS class must be defined as a Java interface. This interface specifies the necessary services to support the execution model structure as was explained in the section 2.1. These methods must be implemented in each class that belong to the system domain. The following paragraph shows the OASIS interface structure:
import java.awt.*;
interface Oasis {
    void check_precondition (string event)
    void check_state_transition (string event)
    void check_integrity_constraint (string event)
    void check_trigger (string event)
}

Moreover, in order to ensure that the implementation of the domain classes has persistence facilities, each class is declared as an extension of Persistent_Mediator class. The following paragraph shows a generic class domain declaration:

import java.awt.*;
public class X extends Persistent_Mediator implements OASIS {...}

Every service activation request will call to the server class methods that implements the effect of the event on the object state. In concrete, checking the state transition correctness and method preconditions. If this checking process succeeds, the object change of state is carried out according to the functional model specification. We finish the service activation execution by verifying the integrity constraints and the trigger condition satisfaction in the new state. Finally, the update of the object change of state become valid through the services inherited from the Persistent_Mediator component in the selected persistent object system.

4. Conclusions

Over the past few years, constructing applications by assembling reusable software components has emerged as highly productive and widely accepted way to develop custom applications. We have presented a component-based architecture that allow developers to generate software components that can be dynamically combined together to create a software prototype from the conceptual model step. To achieve this goal, we use well-defined OO-Method methodological framework, which properly connect OO conceptual modeling and OO software development environments using a component-based model. The most relevant contributions of this paper are the following:

- an operational implementation where a concrete execution model is obtained from a process of conceptual model translation using a component-based architecture.

- a set of precise object-oriented components that can be reusable and where the use of a formal specification language as a high-level data dictionary is a basic characteristic.
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Abstract

In component-based development, the unit of design and implementation is the component, while the unit of operation in software configuration management (SCM) tools is the file. A case-study carried out in a major Norwegian component-based development project identified inconsistency problems and extra workload on the programmers due to the mismatch between the lower abstraction level of files in SCM and the higher abstraction level in other development activities. To help solve this mismatch problem, we propose a model for SCM that raises the abstraction level from files to components. This paper also describes a prototype tool that, by adding a layer to an existing SCM tool, uses the component as the unit for SCM. An evaluation of the model and the prototype is given in the context of the studied development project.

1 Introduction

Component-based development has recently gained increased popularity in the industry. The growing interest in component technology is also reflected in the research literature [1, 6]. Component models such as Microsoft’s COM and JavaSoft’s JavaBeans define components as the fundamental application building blocks. Components are built from collections of files and several components may share files.

Keeping track of changes to software and combining versions of software components to constitute valid applications are referred to as software configuration management (SCM) [14, 2, 4]. Although the idea of performing SCM on higher level units is well described in the literature [10, 13, 4], the authors have been unable to find work that addresses SCM in component-based development projects in particular. Through close contacts with several companies that exploit component technology, we have experienced that they still use conventional file-based tools to support the SCM processes. An identified problem is the mismatch between the lower abstraction level of files in SCM (defining versions and configurations, consistency checking and teamwork coordination) and the higher abstraction level in other development activities (design, implementation and documentation of application components). Creating and maintaining the necessary mapping between these two levels are both cumbersome and error-prone, and may be very complicated for large applications.

We have studied the problem of SCM over a period of three months in Nauticus, a component-based development project with over 250 components developed over a four year period by an average of 18 developers, at the foundation Det Norske Veritas (DNV) [3]. Nauticus will support DNV’s work on maritime classification, certification and verification in their about 300 offices in 100 countries.

In the Nauticus development environment, we defined a model for SCM where the component is the unit for version control, thus overcoming the abstraction level mismatch. We also built a prototype tool based on this model that provides updated component specific information, such as version history, dependencies and changes. We have anecdotal evidence for our claim that such a tool will help developers to better understand a system and improve cooperation and coordination among them.

The remainder of this paper is structured as follows. Section 2 describes the SCM in the Nauticus project. Section 3 presents our model for SCM in component-based development environments.
Section 4 describes the implementation of a prototype tool that supports this model. Section 5 covers the evaluation of the model and the tool. Section 6 describes related work. Section 7 concludes and sketches future work.

2 Configuration Management in Nauticus

The Nauticus applications are constructed with COM-components as building blocks, using C and C++ as the main implementation languages, and Visual Basic and Java as complementary languages. The SCM tool currently being used in the project is Microsoft's Visual SourceSafe [11], a check-in/check-out tool operating on a versioned file repository. In addition, internally developed scripts are used for build and change management.

A COM-component is built from a set of files. Some of these files may be shared with other components. The project experienced inconsistency problems because the developers used different versions of shared files in their development on the local workstations. The building of all components with one set of common files then failed. To help solve this problem, it was decided to build the entire system daily. The developers now use the source code of the latest build as basis for development.

Although the shared file inconsistency no longer is a major problem, another form of SCM related inconsistency exists, as illustrated in Figure 1. In that example, three co-relating components, A, B and C, form an application. A uses B and C, while B uses C. Since only one version of a component can exist in one configuration, the inconsistency occurs when A demands C in one version and B demands C in another version. With few components, this is reasonably straightforward to handle, but with over 250 components, as in Nauticus, detecting these version inconsistencies becomes very difficult. The version inconsistency is a particularly complex problem because the abstraction level mismatch makes it difficult to get status information about the components from the current SCM system. Developers reported that they used a significant amount of time to solve such inconsistency every day.

![Figure 1: Version inconsistency example](image)

3 A Model for SCM in Component-Based Environments

To help eliminate the problems addressed above, we introduce a model where the unit handled is the component. Section 3.1 describes the SCM activities that we expect will be performed in component-based environments. Section 3.2 describes a model for the repository of a corresponding SCM tool.

3.1 Activities

Based on our experience from the Nauticus project, we identify a set of SCM activities that are carried out in a component-based development environment, where the unit in SCM support still is the file. A subset of these activities can be automated in an SCM tool, thus raising the level of all the SCM activities to the component level. The activities are:

1. Identify components as units for SCM
2. Identify the interfaces and the dependencies to the components that implement them
3. Identify the dependencies from components to the files that implement them
4. Identify the compile- and run-time dependencies among components
5. Identify the development tools used to create components
6. Identify new versions of components and interfaces
7. Select components to create configurations
8. Handle change requests (e.g., requests for error correction and new functionality) and associated change actions
9. Check-in/check-out of components and configurations
10. System build (compilation and linking)

To perform the activities 1–4 and 6 in file-based SCM, the source files have to be analyzed. By automating these activities, the developer no longer has to deal with files in SCM. This automation will simplify the performance of activities 5 and 7–9, since the developers that perform them are able to operate on higher abstraction level units. System build, activity 10, is important in SCM and may benefit from this model, since all units of a system and dependencies among them are identified. A tool that automates or supports several activities of the model, is described in section 4.

3.2 Data Model

A data model for an SCM repository is expressed as a class diagram in UML notion in Figure 2. It shows the classes and references that are used to describe a system's structure, support change management and keep track of development tools.

![Class diagram in UML notation](Figure 2: Class diagram in UML notation)
The structuring and building units of a system are the classes Configuration, Component, File and Interface, which can form version and variant graphs (history) by inheriting the classes VersionItem and Variant.

A system's hierarchical structure is made of instances of the classes Configuration, Component and File using the reference parts inherited from the class PartOfSystem. The class Component holds the set of interfaces it implements and the set of files and components to which it has dependencies. The class Configuration is used to hold sets of structuring units that form configurations. A configuration may consist of other configurations, components and files.

A component may implement one or more interfaces (reference Interfaces) and one interface may be implemented in one or more components (reference ImplementedIn). The dependencies between components given by the call from one component to another over an interface are held by the references CallsOverInterface and UsedBy.

The class ChangeRequest holds all the incoming change requests. Change requests may result in one or more actions (class ChangeAction) that are to be carried out on one or more units in the system. The references ActionsOn and Actions hold the relation between change actions and system units.

To be able to recreate a specific version of a runnable unit in a system, it is important to have knowledge of which development tools used to develop the unit. The class DevelopmentTool holds the tool and the reference Tools holds the relation to the system unit.

4 Supporting Tool

This section describes the prototype of a supporting tool based on the model described above. The tool consists of three parts (Figure 3):

- Repositories
- Application logic for identification, versioning and change management
- User interface

The tool's repository is implemented with the class diagram in Figure 2 as schema. Instances of the class File hold references to the appropriate version of source files, which are stored in the project's versioned file repository.

![Figure 3: Implementation of supporting tool](Image)

The IDL-files are parsed to identify components, interfaces and dependencies from components to implemented interfaces (activity 1 and 2 from 3.1). The components' dependencies to source-files are found by parsing C/C++ files for #include-statements, starting with the header-file with the same name as the component (activity 3). Dependencies between components are identified by parsing a component’s C/C++ files for the use of interfaces implemented by other components. All components that implement the identified interfaces have a dependency to the parsed component (activity 4). Identification of the development tools used to create a system unit is not implemented (activity 5). All identified units and their dependencies are stored in the repository. Only COM-components implemented in C/C++ are identified by the tool.
When a system is updated, for example after a build, the identification process is repeated. The result is compared with the contents of the repository to identify new versions. The repository is updated to include the new versions (activity 6).

The graphical user interface (GUI) presents configurations, components, interfaces and files (Figure 4). The configuration selected in the configuration list-box is displayed as a tree-view of components. By browsing a component, information about the components history, interfaces, dependencies to other components, #include-graph and change actions can be viewed.

The GUI offers menu selections to initiate and update the repository. Configurations are created by entering the configuration's name and selecting the appropriate versions of components in the tree-view (activity 7).

The change requests and change actions are viewed, created and edited in a separate GUI for change management (activity 8). By manually navigating through the tree-view, one can detect the components that depend on a component being the subject of a change.

Check-in/check-out routines (activity 9), tools for system building (activity 10) and functionality for branching and merging are not implemented in the tool.

The tool is implemented in Java with Microsoft J++ 1.1 and Microsoft SDK 2.0, with Microsoft Visual SourceSafe as repository for the source files.

5 Evaluation

To identify problems of SCM in the Nauticus project, we interviewed developers and SCM coordinators, and observed the SCM process and a series of meetings in a quality improvement team. The file repository used in the Nauticus project was analyzed by the tool over a two week period. Accumulated data was used in demonstrations and discussions with the development team.

The given feedback was that the component developers very much appreciate the updated component specific information provided by the tool, information which is not accessible or difficult to access
(person dependent) with the file-based SCM tool used in Nauticus. The developers emphasised that this information would make it easier to understand and get overview of the system because of the abstraction level match between the SCM and the other development activities, and because of fewer units to deal with than in file-based SCM.

Developers in the project consider information about interfaces, such as which components that call over an interface and how the interfaces evolve, as important as information about components. The developers would like to have interface information presented in an own view in a tool. The information needed to construct this view is already present in the repository.

6 Related Work

Our tool uses MS Visual SourceSafe as repository because the Nauticus project used it to store files. More comprehensive SCM systems, such as ClearCase [9] could be used with our model. Our tool could exploit ClearCase’s features, such as post-check-in triggers to start identification of components and interfaces, hyper-links and configuration-records to hold dependencies, and ClearMake to identify dependencies among files. However, the functionality of ClearCase alone does not fully cover the need of an SCM tool based on our model. A separate tool, like ours, is necessary to identify and store information about components, interfaces and dependencies among them.

Jordan and Van De Vanter [7, 8] describe the use of an object oriented database for persistent storage and configuration management of system units. The database is used to replace files with the storage of units such as packages (e.g. Java Packages), classes and methods. Their work focuses on the storage of units, while our work focuses on the relations among units and presentation of component specific information.

Lin and Reiss [10] describe a model for SCM in terms of fine-grained modules, such as classes and functions in C/C++. The POEM prototype based on their model records and presents modules and dependencies among modules, similar to our work. The main difference to our work is that we focus on the industrial standard notion of a component, which is a more coarse-grained module.

Our tool identifies dependencies within and among components. Dependency graphs are also required in build management. Work on identifying dependency graphs of components at a higher level than files has been carried out in the context of build management. Sjöberg et al. [12] describe a tool for incremental linking and building where components may be any typed collection of code, typically modelled as modules in Pascal and Modula-2, and packages in Java.

Fosså and Sloman [5] describe a work on interactive configuration management on software components in distributed applications. Although the component abstraction level is the same as ours, their work focuses on interactive run-time reconfiguration of distributed applications.

7 Conclusions and Future Work

We have carried out a case-study in an industrial component-based development environment where we have identified a mismatch between the abstraction level of files in SCM and the abstraction level of components in other development activities. To raise the abstraction level in SCM from files to components, we defined a model for SCM in component-based development, which introduces components and their interfaces as the units in focus.

A prototype tool was developed, that extends a file-based SCM tool with a layer to support such “higher level” SCM. In order to carry out the SCM activities, the supporting tool automatically retrieves and maintains information about components, interfaces, files, dependencies and changes. This information is an important part of the documentation of large component-based systems and may be exploited in the communication and collaboration among the software engineers.

There are plans to implement the remainder of the model (check-in/check-out routines, management of variants, support for other implementation languages and interface view) and to conduct a follow-up study on the usage of the prototype tool or its successor.
Third-party binary, reusable components are used in many development projects. Such components ought to be presented and managed equally to components with source code accessible by the SCM tool. Future work also includes expanding the model to include build management and configuration management of derived binary files.

We believe that our identification of the need for SCM of components and our initial model are useful input to SCM vendors. Building an extra layer on top of existing tools may also be a viable approach for commercial SCM products.
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Abstract

The ISO IRDS family of standards are standards for repositories. Component based Information Software Engineering (ISE) needs to be able to store and locate components when necessary for reuse. The storing and cataloguing of components needs to be done in a repository based environment. Components without a repository are analogous to a library without a filing or cataloguing system for books. The lender needs to know how to locate books, they need to be placed in a shelf position on return so that other lenders can borrow (reuse) the books. This paper describes the required functionality of a repository as outlined in an international standard and explores current issues in repository research: extensibility, data interchange standards and the interoperability of heterogeneous tools. We conclude by describing our own work in this area.
Introduction

IRDS stands for Information Resource Dictionary System. Work has been ongoing for several years on the ISO IRDS standards and there is continuing support for them. They are in fact repository standards, although the 'R' in IRDS stands for resource and not repository. Recent work has stated that the development of repository standards is a critical step towards a new industry of data integration CASE tools [3] and that repositories would benefit from more research by the database community. [1]

The link between repositories, CASE tools and component based tools.

From the mid 1980s, coinciding with the move towards the standardisation of data dictionary systems, there was a rise in the availability of, and take up of, Computer Aided Software/System Engineering (CASE) tools. Large integrated CASE (I-CASE) tools were often referred to as tools which covered all, or a major part of, the software development life cycle and were usually the product of one vendor (for example IEF from Texas Instruments and Oracle*CASE from Oracle Corporation). Component CASE tools were usually referred as a collection of tools from different vendors and these tools would help in particular stages of the SDLC. The I-CASE tools had their own central repositories, for example, the Encyclopaedia in IEF and the Oracle*CASE Dictionary in Oracle*CASE. If component CASE tools need to work in an integrated environment it will be necessary to access a common repository of information in that environment. The situation is much the same for component based ISE. Components, whether developed by CASE tools or not, cannot operate on their own but will need to link into a central repository in order to exchange information between other components, to have their meta data stored in the repository for reuse, to store information on different versions of components, to control unique naming of objects and to be able to answer impact analysis questions.

The ISO IRDS standard outlines the functionality required for a repository. The definition of an IRDS in the framework document is: “An IRD is a shareable repository for a definition of the information resources relevant to all or part of an enterprise” [4]

The ISO IRDS Standard

The ISO IRDS standard document describes a repository as having all the basic facilities of a DBMS as well as other facilities necessary for the Information Resource Management requirements of a repository. Figure 1 lists those facilities described in the standard as general database management facilities and figure 2 lists the extra facilities specific to information resource management. The ISO framework standard states that “A large part of the task of information resource management is concerned with controlling the development, introduction and use of information processing systems”. [4] The facilities outlined for information resource management in the standard are intended to help with this task.

**GENERAL DATABASE MANAGEMENT FACILITIES**

<table>
<thead>
<tr>
<th>Enforcement of Constraints</th>
<th>It should be possible to specify constraints relating to domain integrity, cardinality constraints.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Access Control</td>
<td>Access should be limited to suitably authorised users.</td>
</tr>
<tr>
<td>Audit Trail</td>
<td>It should be possible to record to an IRD or an IRD definition.</td>
</tr>
<tr>
<td>Limits and Defaults</td>
<td>It should be possible to specify limits and defaults for specified attributes.</td>
</tr>
<tr>
<td>Database Integrity</td>
<td>Integrity of the data should be supported in a single or multi-user environment (if a multi-user environment is supported).</td>
</tr>
<tr>
<td>Query and Reporting Facilities</td>
<td>Should be able to query the IRD or IRD definition.</td>
</tr>
<tr>
<td>Remote Data Access</td>
<td>Users do not necessarily have to be at the same real system as the IRDs.</td>
</tr>
</tbody>
</table>

Figure 1
FACILITIES SPECIFIC TO INFORMATION RESOURCE MANAGEMENT

<table>
<thead>
<tr>
<th>Naming</th>
<th>A facility for the unique naming of objects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Status of Dictionary Content</td>
<td>The user should be able to distinguish between data which is no longer used (archived), data which is unstable and data which is stable.</td>
</tr>
<tr>
<td>Information System Life Cycle Management</td>
<td>The IRDS should be able to support the idea of phases in a Life Cycle. This is obviously useful for controlling the development and use of information systems.</td>
</tr>
<tr>
<td>Version Control</td>
<td>Users should be able to create and maintain versions of objects, or groups of objects and be able to use different versions of an object if required.</td>
</tr>
<tr>
<td>Partitioning</td>
<td>For convenience the IRD may be divided into partitions.</td>
</tr>
<tr>
<td>Copy Creation</td>
<td>Users should be able to make copies of an object or group of objects.</td>
</tr>
<tr>
<td>Impact Analysis</td>
<td>An IRDs should be able to answer queries concerned with impact analysis</td>
</tr>
</tbody>
</table>

Figure 2

Content of the Framework Standard

The framework standard is intended to be a general and broad document:

"The Framework identifies in general terms, the kinds of data together with the major processors and their associated interfaces and the broad nature of the services provided at each interface.” [4]

THE IRDS functionality is described as four data levels as shown in figure three. The four levels are called:

a) IRD Definition Schema Level
b) IRD Definition Level
c) IRD Level
d) Application Level

The IRD Definition Schema Level

The IRD Definition Schema Level prescribes the types of objects used to define dictionaries. It prescribes the types of the objects which have instances or occurrences on the level below.

The IRD Definition Level

Instances on the IRD Definition Level have been defined on the IRD Definition Schema Level and likewise the IRD Definition Level prescribes the types of the objects which have instances on the level below. There may be several IRD definitions at this level. For example there may be IRD definitions under development and also archived IRD definitions. (The wording in the standard when describing this level may become a little confusing as there are several terms i.e. IRD Definition Schema Level, IRD Definition Level, IRD Definitions, IRD Definition Schema and IRD Schema which all have different meanings?)

IRD Level

Again instances on the IRD level have been defined as types on the level above and some of the content of the IRD level will define types at the application level. This is the 'data dictionary' level and is in fact data about data at the application level.
Application Level

Real world data is recorded at this level. Data with instances at this level will have its type recorded in an IRD on the level above.

As can be seen the levels use the concept of types and instances, for example, the IRD Definition Schema Level prescribes the types of object about which data may be recorded on the level underneath - the IRD Definition level. The IRD Definition level in turn prescribes the types of object which may be stored in the level underneath. The 'level pairs' referred to in the standard are the pairs that make up this type and instance pair.

Levels and Level Pairs

```
IRD DEFINITION SCHEMA
   IRD Definition Level Pair
      Defines Types In The

IRD DEFINITION
   IRD Level Pair
      Define Types In The

IRD
   Application Level Pair
      Define Types In The

APPLICATION DATABASE
```

- e.g. Object Type (Entity)
- e.g. Record Type, Data Item
- e.g. Employee
- e.g. John Smith

Figure 3

It is only the first two level pairs which are the subject of the standard and there is no functionality prescribed for the application level pair. Although the standard points out that there will be other International Standards (for example database languages or Programming languages) which do provide functionality which would normally be associated with the application level pair.
Family of Standards

The other standard in the IRDS family of standards is the Services Interface standard (ISO/IEC IRDS Services Interface).[5] This became a full standard in 1993. The purpose of the Services Interface Standard is to describe the services on the IRD Level and the IRD Definition Level.

The framework standard defines the context within which the Services Interface standard is defined. The services interface describes the facilities provided at the two top level pairs - The IRD definition level and the IRD level. The facilities are supported by data which is recorded in 27 IRD Definition tables. The tables are described formally using standard SQL.

Objectives of the Research

The objectives of our research are to examine the Information Resource Management facilities of a repository to identify how they perform in practice and to identify any technical and non-technical problems. It is intended to use as a starting point each of the facilities specific to Information Resource Management mentioned in the standard and to use these as a framework to explain in more detail what is intended in the standard description and to comment on how useful these have proved in a working environment, and, any problems encountered.

When examining the IRDS facility of 'Information System Life Cycle management' the research will also examine the ways and means of integrating heterogeneous systems with the main repository - this is something which will be necessary with component based development. There are two ways in which this component integration can take place; the repository can be extended in order to map on data from other components or, a standard data interchange format can be used to exchange information. One of the differences stated between a repository and a data dictionary system is that repositories should be able to be extended so that other tools can be mapped directly on to them. Currently work is being done on IRDS content modules for export/import. There are some data interchange format standards extant which could be used to exchange data between tools. However, some feel that this should be an interim measure [2] and that data should be integrated through the repository. The research will also examine the availability and use of an extensibility feature in current products and the feasibility of exchanging data using a standard data interchange format.

Therefore, the main research question in our own work is:

What are the technological issues related to the use of repository based tools and what are the perceived benefits of using these tools? The ISO IRDS standard is being used as a theoretical framework to examine the performance and operation of repositories within the existing technology in the industry. Case studies are being undertaken in organisations currently using repository based tools. Questions are being asked on the functionality of repositories as well as the wider issues of standard interchange formats between tools and repository extensibility. Qualitative research methods are being used. The data analysis part of the research is not yet complete and therefore it is not yet possible to discuss any results. However the research keeps to the forefront that the aim of software development and use is to produce quality software, on time and within budget and considers how the use of a shareable, extendible repository with standard component interchange formats can contribute towards this.

Further Issues in repository research

Extensibility

Users should be able to extend the repository and customise it to their own needs. With ISO IRDS this would involve extending the schema at the IRD Definition Level.

Case data interchange format standards

The interoperability of heterogeneous case tools. Common interchange standards would enable CASE tools to exchange data using a common format. However this could in effect cut out going through the repository and
if CASE tools are going to work together in an integrated environment they need to communicate through a common repository data model.

**Issues not addressed in the current ISO standards**

Both the IRDS Framework Standard and the Services Interface Standard are firmly based on Relational Technology. Even though the standard claims that it makes no assumptions about an implementation environment, and assumes no specific run-time or compile-time interfaces, it is obvious from the way the structure and services are outlined that it is based on the Relational Model. The standard also states that a database services processor could be used to run the repository, although this is not a requirement. Therefore the data structures do suffer from the limitations of the Relational Model. Work is currently being carried out on Object-Oriented extensions to the model described in the Services Interface Standard, but as yet a revised standard is not available. Work is being done on a CORBA IDL binding for the IRDS Services Interface (ISO/IEC 10728).

The IRDS repository as described in the standard is a passive/storage repository not a runtime repository. Therefore it will suffer from the same problems as passive data dictionaries and will have to have strict procedures enforced by the organisation to ensure that the repository and the application data structures are kept in line. A run-time repository will have a huge performance overhead and the implementation of a distributed run-time repository will be a non-trivial task.

Although our work uses the ISO standard as a theoretical framework it is hoped that the results of the case studies will provide general as well as specific contributions on the use of repository technology and its support for CASE tools and component based Information Systems Engineering.
REFERENCES


STANDARDS DOCUMENTS
