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Abstract—Message-level and word-level polarity classification are two popular tasks in Twitter sentiment analysis. They have been commonly addressed by training supervised models from labelled data. The main limitation of these models is the high cost of data annotation. Transferring existing labels from a related problem domain is one possible solution for this problem. In this paper, we propose a simple model for transferring sentiment labels from words to tweets and vice versa by representing both tweets and words using feature vectors residing in the same feature space. Tweets are represented by standard NLP features such as unigrams and part-of-speech tags. Words are represented by averaging the vectors of the tweets in which they occur. We evaluate our approach in two transfer learning problems: 1) training a tweet-level polarity classifier from a polarity lexicon, and 2) inducing a polarity lexicon from a collection of polarity-annotated tweets. Our results show that the proposed approach can successfully classify words and tweets after transfer.

I. INTRODUCTION

Twitter\(^1\) is a widely-used microblogging service in which users post short messages, or tweets, limited to 140 characters to express their opinions and thoughts. Automatic analysis of sentiment in tweets has potential applications in a wide range of fields such as business, sports, and politics. However, the brevity of tweets and the range of informal expressions frequently used in them, including slang words, hashtags, and emoticons, make sentiment analysis of tweets a difficult task.

There are two sentiment analysis tasks for tweets that have received substantial attention:

1) **Message-level polarity classification** (MPC) [1], which is the task of classifying tweets into sentiment categories such as positive and negative.

2) **Polarity lexicon induction** (PLI) [2], which is the task of classifying words from a corpus of tweets into sentiment categories.

These two tasks have been successfully tackled using supervised machine learning algorithms by representing the target tweets or words as vectors of features and using hand-crafted sentiment labels for training. A major limitation of supervised approaches is that the annotation of words or tweets based on polarity classes is a time-consuming and labor-intensive task.

Transfer learning refers to the process of improving the learning of a predictive function for a target domain \(\mathcal{D}_T\) using knowledge obtained from a related source domain \(\mathcal{D}_S\) [3]. Inspired by this principle, we present a tweet centroid model for transferring sentiment knowledge from the word domain \(\mathcal{D}_W\) to the message domain \(\mathcal{D}_M\) and vice versa.

In our model, we represent tweets and words by feature vectors of the same dimensionality. Tweets are represented using standard natural language processing (NLP) features such as unigrams and part-of-speech (POS) tags, and words are represented by the centroids of the tweet vectors in which they occur. A noteworthy aspect of this approach is its simplicity; yet, despite its simplicity, it yields promising classification performance, as we show in Section IV.

The tweet centroid model (TCM) allows classifiers trained from one of the two above domains to be deployed on data from the other one because both tweets and words can be labelled according to the same sentiment categories, e.g., positive and negative (\(\mathcal{Y}_W = \mathcal{Y}_M\)). Therefore, a word-level classifier trained from a polarity lexicon and a corpus of unlabelled tweets can be used for classifying the sentiment of tweets (MPC). Likewise, we can train a message-level classifier from a corpus of sentiment-annotated tweets and use it for classifying words into sentiment classes (PLI). Hence, this transfer learning approach is useful in scenarios where either MPC or PLI needs to be solved but it is easier to obtain annotated data from the other domain.

The model is based on the hypothesis that there is a sentiment interdependence relation between words and tweets. This relation, which was first observed in [4] in the case of larger text documents, is defined by the following two statements:

1) The polarity of a tweet is determined by the polarity of the words it contains.

2) The polarity of a word is determined by the polarity of the tweets in which it occurs.

This article is organised as follows. In Section II, we provide a review of related work. The proposed transfer learning approach is described in Section III. In Section IV, we present the experiments we conducted to evaluate the proposed approach and discuss results. The main findings and conclusions are discussed in Section V.

II. RELATED WORK

Previous work on transfer learning for sentiment analysis focuses on adapting document-level sentiment classifiers trained on labelled reviews from a source domain, e.g., movie reviews, to a target domain where a different vocabulary is used, e.g., kitchen appliances [5].

\(^1\)http://www.twitter.com
A recursive neural tensor network for learning the sentiment of pieces of texts of different granularities, such as words, phrases, and sentences, was proposed in [6]. The network was trained on a sentiment annotated treebank\(^2\) of parsed sentences for learning compositional vectors of words and phrases. This method is difficult to apply to Twitter data because of the lack of Twitter-specific sentiment treebanks and robust PCFG constituency parsers for Twitter [7].

There is a family of models that incorporate lexical knowledge provided by opinion lexicons for training document-level sentiment classifiers. In [4], words and documents are jointly represented by a bipartite graph of labelled and unlabelled nodes. The sentiment labels of words and documents are propagated to the unlabelled nodes using regularised least squares. In [8], the term-document matrix associated with a corpus of documents is factorised into three matrices specifying cluster labels for words and documents using a constrained non-negative tri-factorisation technique. Sentiment-annotated words and documents are introduced into the model as optimisation constraints. A generative naive Bayes model based on a polarity lexicon, which is then refined using sentiment-annotated documents, is proposed in [9].

Regarding the MPC task for tweets, state-of-the-art solutions are based on supervised models such as logistic regression models and support vector machines trained from hand-annotated polarity corpora. Some of the features used for describing the tweets are: n-grams, POS tags, Brown clusters [10], and features derived from polarity lexicons [11], [11]. Satisfactory results have also been reported using convolutional neural networks and word embeddings [12], [13].

Distant supervision is a popular strategy for addressing the label sparsity problem of supervised models in MPC. In these methods, raw tweets gathered from the Twitter API\(^3\) are automatically labelled into positive and negative classes using strong sentiment signals such as positive and negative emoticons, e.g., :). :-( [14]-[16], or emotional hashtags [11], e.g., #joy, #sadness. The signals are normally discarded from the content for feature extraction. However, these approaches are ill-suited to domains such as politics where emoticons or emotional hashtags are rarely used to express positive and negative opinions.

Another approach for tackling MPC in Twitter is proposed in [17]. This approach is based on distant supervision and lexical prior knowledge. The authors build a graph that has users, tweets, words, hashtags, and emoticons as its nodes. A subset of these nodes is labelled by prior sentiment knowledge provided by a polarity lexicon, the known polarity of emoticons, and a message-level classifier trained with emoticons. These sentiment labels are propagated throughout the graph using random walks.

A common approach for addressing the PLI task is to calculate a word-level sentiment score based on how frequently a word occurs in positive and negative messages. This measure, referred to as PMI semantic orientation, is calculated as the difference between the point-wise-mutual information (PMI) of a word occurring in positive and negative messages [18].

The message-level sentiment labels can be obtained through distant supervision [1], or using a self-training approach. In the latter case, a message-level classifier trained from a small corpus of hand-annotated tweets is used to classify a large collection of unlabelled messages from which the word-level sentiment scores are computed [19].

Another approach is to induce the lexicon by representing Twitter words from a corpus of tweets as vectors that are used together with a small group of labelled words for training a word-level polarity classifier. The resulting classifier is then deployed on the remaining unlabelled words for performing the induction. In [20], PMI-based semantic orientation was used together with other associations between words and emoticon-annotated tweets for building the classifier’s feature space. Other types of word-level features, used in [2], [21], are low-dimensional dense word embeddings.

The results in these papers indicate that the sentiment-interdependence relation between words and messages can be helpful in the MPC and PLI tasks. Sentiment-annotated words can be used as prior knowledge for MPC, and the message-level sentiment distribution of words can be used for PLI. In this paper we propose a unified representation that allows the bidirectional transfer of sentiment classifiers between words and tweets. The main benefit of our approach is that it only requires labelled data in one of the two domains (words or messages) for transferring sentiment knowledge into the other one.

III. TWEET-CENTROIDS FOR TRANSFER LEARNING

In this section, we formalise the MPC and PLI problems and define the tweet centroid model (TCM) for sentiment transfer learning between words and messages. Following the notation proposed in [3], a domain \(D\) consists of two components: a feature space \(\mathcal{X}\) and a probability distribution \(P(\mathcal{X})\), where \(\mathcal{X} = \{x_1, \ldots, x_n\} \in \mathcal{X}\) and each \(x_i\) is a numeric feature. Given a particular domain \(D\), a task \(T\) consists of a label space \(\mathcal{Y}\) and a predictive function \(f\) that can be learned from training data consisting of pairs \(\{x, y\}\) where \(x \in \mathcal{X}\) and \(y \in \mathcal{Y}\). The function \(f\) can be used for predicting the corresponding label \(f(x)\) of a new instance \(x\).

In the Twitter sentiment analysis context, a tweet or message \(m\) is formed by a sequence of words. A tweet is represented by a \(k\)-dimensional vector \(\vec{x}\) residing in a feature space \(\mathcal{X}_M\) that belongs to the message domain \(D_M\). Different NLP features can be used to form \(\mathcal{X}_M\). In this paper, we consider three type of features that have proven to be useful for sentiment analysis of tweets [1]:

1) Word unigrams (UNI): a vector space model based on unigram frequency counts.
2) Brown clusters (BWN): a vector space model based on counting the frequency of word clusters trained with the Brown clustering algorithm [10]. This algorithm

\(^2\)http://nlp.stanford.edu/sentiment/treebank.html
\(^3\)https://dev.twitter.com/streaming/overview
produces hierarchical clusters of words by maximising the mutual information of bigrams.

3) Part-of-speech tags (POS): a vector space model based on counting the frequency of each POS tag in the message.

The message-level sentiment label space $\mathcal{Y}_M$ corresponds to the different sentiment categories that can be expressed in a tweet, e.g., positive, negative, and neutral. For simplicity, we will only consider the two-class (positive and negative) case. Because sentiment is a subjective judgment, the ground-truth sentiment category of a tweet must be determined by a human evaluator.

Given a corpus of sentiment-annotated tweets $\mathcal{C}_L$, a message-level polarity classifier $f_M$ can be trained using standard supervised learning methods and then be used for the MPC task. Annotated corpora are commonly not available for creating domain-specific sentiment classifiers due to the high costs involved in the annotation process. On the other hand, a large corpus of unlabelled public tweets $\mathcal{C}_U$ can be freely obtained from the Twitter API. Tweets restricted to a specific language, geographical region, or set of key words can also be collected for creating domain-specific collections.

Words can be annotated according to the same sentiment categories as messages ($\mathcal{Y}_W = \mathcal{Y}_M$) to indicate their prior sentiment. Examples of positive words are happy and great, and examples of negative ones are sad and miserable. Again, the ground-truth sentiment of a word is a subjective judgment determined by a human. We refer to a list of words annotated by sentiment as a polarity lexicon $L$.

Distributional models [22] are used for representing lexical items such as words according to the context in which they occur. They are based on the hypothesis that words occurring in similar contexts tend to have similar meaning [23]. The tweet centroid model we apply in this paper is a distributional representation proposed in [24] that exploits the short nature of tweets by treating them as the whole contexts of words. This is done by representing words as the centroids of the tweets in which they occur within a corpus of tweets.

Let $V$ be the vocabulary formed by the distinct words found in a corpus of unlabelled tweets $\mathcal{C}_U$, where the tweets from $\mathcal{C}_U$ are represented by the feature space $\mathcal{X}_M$ described above. For each word $w$, we define the word-tweet set $M(w)$ as the set of tweets in which $w$ is observed:

$$M(w) = \{ m : w \in m \} \quad (1)$$

We define the tweet centroid word vector $\overrightarrow{w}$ as the centroid of all tweet vectors in which $w$ is used. In other words, $\overrightarrow{w}$ is a $k$-dimensional vector in which each dimension $w_j$ is calculated as follows:

$$w_j = \sum_{t \in M(w)} x_j^{(t)} |M(w)| \quad (2)$$

Another interpretation of the tweet centroid model is that words are treated as the expected tweet in which they might occur. The word-level vectors can be used to form a word domain $D_W$ with the same feature space as the one used for representing the messages ($\overrightarrow{w} \in \mathcal{X}$) in the message domain $D_M$. Taking the words from the vocabulary that match a given polarity lexicon ($V \cap L$), a word-level polarity classifier $f_W$ can be trained and used for classifying the remaining unlabelled words, thus solving the PLI task [24].

Transfer learning requires the source and the target tasks to be related to each other. We hypothesise that there is a strong relationship between MPC and PLI because the sentiment of a tweet is associated with the sentiment of the words it contains and the sentiment of a word is associated with the sentiment of the tweets that use it.

Assuming that this hypothesis is true, we can apply the tweet centroid model for addressing MPC and PLI by taking labels from the respective other domain. Considering that both tweets and words reside in the same feature space, given a collection of unlabelled tweets $\mathcal{C}_U$, we can classify the sentiment of messages using a word-level classifier $f_W$ trained with tweet centroids labelled by a polarity lexicon $L$.

It is important to note that the number of labelled words for training $f_W$ is limited to the number of words from $L$ occurring in $\mathcal{C}_U$. Most of existing hand-annotated polarity lexicons are formed by less than 10,000 words [25]. This means that our method is not capable of exploiting large collections of unlabelled tweets for producing training datasets larger than the size of $L$. We propose a modification of our method for increasing the number labelled instances it produces. The modification is based on partitioning the word-tweet sets. The word-tweet set $M(w)$ for each word from the lexicon ($w \in L$) is partitioned into smaller disjoint subsets $M(w)_1, \ldots, M(w)_r$ of a fixed size determined by a parameter $p$. We calculate one tweet centroid vector $\overrightarrow{w}$ for each partition labelled according to $L$. As is shown in Section IV-B, this modification leads to substantial improvements when transferring sentiment knowledge from words to tweets.

The reverse transfer of sentiment knowledge is also possible. Given a message-level polarity classifier $f_M$ trained from a corpus of sentiment annotated tweets $\mathcal{C}_L$, a polarity lexicon can be induced by applying $f_M$ to the words from $\mathcal{C}_L$, simply by representing the words with the tweet centroid approach. Alternatively, considering that sentiment-annotated corpora are usually small and word-level distributional representations capture richer semantic information when calculated from large document corpora, it is also possible to perform the induction by applying $f_M$ to word vectors calculated from a larger corpus of unlabelled tweets $\mathcal{C}_U$.

Our transfer learning approach is novel in the sense that both the source domain and target domain are represented with the same feature space ($\mathcal{X}_M = \mathcal{X}_W$). In most previous transfer learning models for text classification the features spaces of the two domains are different [3].

It is important to clarify that the message domain $D_M$ and the word domain $D_W$ do not have the same probability distribution. The probability distribution of the tweet domain, $P(X_m)$, is formed by sparse features such as unigrams and Brown clusters, whereas the distribution of the word domain, $P(x_w)$, is formed by averaging vectors from the tweet domain.
which yields dense vectors with lower variance. Moreover, the conditional distributions of the two sentiment classification tasks are not the same either. \( P(Y_w|X_w) \) encodes the relation between the prior polarity of a word and its distributional representation, whereas \( P(Y_m|X_m) \) represents the relation between the polarity of a message and its sparse feature vector. Hence, normally, \( P(Y_w|X_w) \neq P(Y_m|X_m) \). The two domains are clearly different, and transfer learning is required.

IV. EXPERIMENTS

In this section, we conduct an experimental evaluation of the proposed approach. The evaluation is divided into three parts. First, we empirically study the interdependence relation between tweets and words. Second, we evaluate how to transfer sentiment labels from words to tweets. Finally, we evaluate how to induce a polarity lexicon from sentiment-annotated tweets.

A. The word-tweet sentiment-interdependence relation

We start by studying the sentiment-interdependence relation between documents and words in Twitter: the sentiment of documents determines the sentiment of words, while the polarity of words determines the sentiment of tweets.

We describe positive and negative tweets based on the polarity of their words, and likewise, describe positive and negative words from a given polarity lexicon according to the polarity of the tweets in which they occur. We expect to observe clear differences between elements of different polarities based on these descriptions. The annotated data we use for this is taken from the SemEval\(^4\) corpus of sentiment annotated tweets and the AFINN lexicon [26] of positive and negative words.

The SemEval [27] corpus is formed by 5232 positive tweets and 2067 negative tweets annotated by human evaluators using the crowdsourcing platform Amazon Mechanical Turk\(^5\). Each tweet is annotated by five Mechanical Turk workers and the final label is determined based on the majority of the labels.

The AFINN lexicon is formed by 1176 positive words and 2204 negative words, annotated by Finn Årup Nielsen\(^6\), and includes informal words commonly found in Twitter such as slang, obscene words, acronyms and Web jargon. AFINN does not include any emoticons.

We describe each tweet from SemEval by a message-level polarity variable calculated as the difference between the number of positive and negative words from the AFINN lexicon found in the message. This variable is normalised by the total number of words in the tweet. The tweets that do not have words from the lexicon are discarded, resulting in 1638 negative and 4193 positive tweets. The median of this variable for negative and positive tweets is \(-0.04\) and \(0.05\), respectively. The polarity of positive and negative categories is also compared using a Wilcoxon rank sum test obtaining a p-value less than \(2.2\times10^{-16}\). This shows that there is statistical evidence that negative tweets are more likely to be formed by negative words than positive ones, and likewise positive tweets are more likely to contain positive words than negative ones. These results support the first part of the proposed tweet-word sentiment-interdependence relation: the sentiment of a tweet is determined by the polarity of its words.

We also describe each word from the AFINN lexicon by a word-level polarity variable calculated as the difference between the number of positive and negative tweets that contain it. This variable is normalised by the total number of tweets in which the word is used. To reduce the noise induced by infrequent words, we discard words occurring in fewer than three tweets, resulting in 259 positive and 250 negative words. The median of the word-level polarity for positive and negative classes is 0.76 and \(-0.33\), respectively. We compare this variable for both sentiment classes using a Wilcoxon rank sum test and the resulting p-value is again less than \(2.2\times10^{-16}\). This indicates that there is also statistical evidence that positive and negative words occur more frequently in tweets with the same polarity than in tweets with the opposite one. These results support the second part of the tweet-word sentiment-interdependence relation: the sentiment of a word is determined by the sentiment of tweets in which it occurs.

The distribution of the message-level and word-level polarity variables for each corresponding sentiment category is shown in the violin plots in Figure 1.

Fig. 1. Violin plots of the polarity of tweets and words.

From the plot we can observe that the interquartile range of the tweet-level polarity lies below zero for the negative class and above zero for the positive one, suggesting that tweets of different sentiment classes have different distributions when considering the sentiment of their words. Regarding the words we can again observe that the interquartile ranges lie below and above zero for negative and positive words respectively. Note that the gap between the positive and negative interquartile range is larger than the corresponding gap in the case of tweets. We believe that this is because there is more information available for describing words according to the polarity of the tweets in which they occur than for describing tweets according to the polarity of their words. In one case, the sentiment labels of the tweets in which opinion words occur are fully given by the sentiment-annotated corpus. In the other case, we only have the polarity of the words from a tweet that

\(^4\)http://www.cs.york.ac.uk/semeval-2013/task2/
\(^5\)http://www.mturk.com
\(^6\)http://neuro.imm.dtu.dk/wiki/AFINN
match the lexicon but do not have sentiment information for the other words in the tweet.

B. From opinion words to sentiment tweets

In this subsection, we evaluate the transfer of sentiment labels from words to tweets for solving MPC. We train a word-level classifier $f_W$ on tweet centroids calculated from a collection of unlabelled tweets $C_U$, where these centroids are labelled according to a polarity lexicon $L$. We also study the effect of partitioning the word-tweet sets to increase the number of training instances obtained with our tweet centroid method.

The collection of unlabelled tweets is taken from the Edinburgh corpus [28], which is a general purpose collection of 97 million unlabelled tweets in multiple languages collected with the Twitter streaming API between November 11th 2009 and February 1st 2010. Tweets written in languages different from English are discarded, resulting in a corpus of around 50 million English tweets. We use AFINN as the polarity lexicon for the centroid labels.

The features used for representing the tweets and the words from $C_U$ are: unigrams, POS tags, and Brown clusters. The tweets are lowercased, and user mentions and URLs are replaced by special tokens. The tokenisation of the tweets, the calculation of the POS tags, and the Brown clusters are taken from the TweetNLP library.

We only consider word vectors of words that are included in the lexicon, and we also discard words occurring in fewer than ten tweets to avoid learning spurious relationships from infrequent words. The classifier is trained using an $L_2$-regularised logistic regression taken from LIBLINEAR, with the regularisation parameter $C$ set to 1.0. We compare our model with classifiers trained using two distant supervision methods for obtaining training instances from unlabelled corpora: the emoticon-annotation approach (EAA) and the lexicon-annotation approach (LAA).

In EAA we use the following positive and negative emoticons for labelling tweets from the source collection: ‘:D’, ‘:-D’, ‘:-)’, ‘::|’, ‘:|’ for positive tweets and ‘:-(', ‘:-[’, ‘:(', ‘:-[’, ‘;(|’ for negative tweets. Tweets without emoticons and tweets containing both positive and negative emoticons are discarded. The emoticons are removed from the content after labelling.

In LAA the tweets from $C_U$ are labelled using the AFINN lexicon. The tweets with at least one positive word and no negative word are labelled positive, and analogously, tweets with at least one negative word and no positive word are labelled negative.

It is important to recall that the training examples produced with the three methods reside in the same feature space. We study different configurations of TCM. The first configuration is the original version of TCM, in which we obtain one instance per word. The other configurations correspond to partitioned versions of TCM, in which the tweet-word sets of each word from the lexicon are partitioned into disjoints subsets of size $p$. The centroids are calculated from the partitions, and hence, multiple training instances are produced for words occurring in more than $p$ tweets. The partitioning is implemented by enumerating the tweets in each word-tweet set and creating consecutive sublists of size $p$. The last partition of the set will be smaller than $p$ if there is a remainder when dividing the size of the set by the value of $p$.

The evaluation of the classifiers is carried out on three manually annotated collections of tweets represented by the same features as the tweets from the corresponding partition: SemEval, 6HumanCoded, and Sanders. As was described in the previous subsection, the SemEval corpus is formed by 5232 positive and 2067 negative hand-annotated tweets. The 6HumanCoded dataset is a collection of tweets scored according to positive and negative numeric scores by six human evaluators. The ratings are averaged and we use the difference of these scores to create polarity classes and discard messages where this difference is zero. The resulting dataset has 1340 positive and 949 negative tweets. The Sanders dataset consists of 570 positive and 654 negative tweets evaluated by a single human annotator.

We study the average performance obtained by classifiers trained on labelled instances generated by different configurations of TCM, EAA, and LAA, using ten independent subsamples of 2 million tweets from the Edinburgh corpus as the source data. The average number of positive and negative instances obtained by each model from the ten subsamples is shown in Table I.

We can see from the table that LAA produces the largest training dataset and that the original version of TCM produces the smallest one. Regarding the partitioned version of TCM, we observe that the lower the value of $p$, the larger the number of instances produced.

From the ten training sets, we compare the average area under the ROC curve (AUC) obtained on the three target collections of tweets for TCM and the two baselines EAA and LAA using a paired Wilcoxon signed-rank test with the significance value set to 0.05. AUC is a useful metric for comparing the performance of classifiers because it is independent of any specific value for the decision threshold. The comparisons are

<table>
<thead>
<tr>
<th></th>
<th>Avg. Positive (%)</th>
<th>Avg. Negative (%)</th>
<th>Avg. Total (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EAA</td>
<td>130.641 (6.5%)</td>
<td>21.537 (1.1%)</td>
<td>152.179 (7.6%)</td>
</tr>
<tr>
<td>LAA</td>
<td>681.531 (34.4%)</td>
<td>294.177 (14.7%)</td>
<td>975.708 (48.8%)</td>
</tr>
<tr>
<td>TCM (p=5)</td>
<td>15.7 (0.05%)</td>
<td>95.1 (0.08%)</td>
<td>110.8 (0.5%)</td>
</tr>
<tr>
<td>TCM (p=10)</td>
<td>276.696 (13.8%)</td>
<td>149.980 (7.5%)</td>
<td>426.674 (21.3%)</td>
</tr>
<tr>
<td>TCM (p=20)</td>
<td>138.996 (6.9%)</td>
<td>75.890 (3.8%)</td>
<td>214.886 (10.7%)</td>
</tr>
<tr>
<td>TCM (p=50)</td>
<td>69.341 (3.5%)</td>
<td>38.044 (1.9%)</td>
<td>107.385 (5.4%)</td>
</tr>
<tr>
<td>TCM (p=100)</td>
<td>32.231 (1.6%)</td>
<td>17.950 (0.9%)</td>
<td>50.181 (2.5%)</td>
</tr>
<tr>
<td></td>
<td>14.338 (0.7%)</td>
<td>8357 (0.4%)</td>
<td>22.695 (1.1%)</td>
</tr>
</tbody>
</table>

TABLE I
AVERAGE NUMBER OF POSITIVE AND NEGATIVE INSTANCES GENERATED BY DIFFERENT MODELS FROM 10 COLLECTIONS OF 2 MILLION TWEETS.
done for the three target collections of tweets and the results are given in Table II. The statistical significance tests of each configuration of TCM with respect to EAA and LAA are indicated by a sequence of two symbols. Improvements are denoted by a plus (+), degradations by a minus (−), and cases where no statistically significant difference is observed by an equals (=). The baselines are also compared amongst each other.

Regarding the baselines, we observe that LAA is better than EAA in 6HumanCoded and SemEval but worse in Sanders. The original version of TCM is statistically significantly worse than the two baselines. We believe that this is because non-partitioned TCM generates too few training instances (Table I). In contrast, the partitioned TCM achieves statistically significantly improvements over the two baselines in the three datasets when \( p \) equals 10 and 20. We also observe a degradation in performance when the value of \( p \) is decreased further (\( p=5 \)). This suggests a trade-off in the value of \( p \). If \( p \) is too large, TCM will generate too few training instances, and conversely, if \( p \) is too small, the instances will be calculated by averaging very few tweets, and the resulting distributional word vectors will lack contextual information.

Regarding the performance on the different datasets, we observe a lower performance for Sanders in 6HumanCoded compared to SemEval but worse in Sanders. The original version of TCM is statistically significantly worse than the two baselines. We believe that this is because non-partitioned TCM generates too few training instances (Table I). In contrast, the partitioned TCM achieves statistically significantly improvements over the two baselines in the three datasets when \( p \) equals 10 and 20. We also observe a degradation in performance when the value of \( p \) is decreased further (\( p=5 \)). This suggests a trade-off in the value of \( p \). If \( p \) is too large, TCM will generate too few training instances, and conversely, if \( p \) is too small, the instances will be calculated by averaging very few tweets, and the resulting distributional word vectors will lack contextual information.

Regarding the performance on the different datasets, we observe a lower performance for Sanders in 6HumanCoded compared to SemEval but worse in Sanders. The original version of TCM is statistically significantly worse than the two baselines. We believe that this is because non-partitioned TCM generates too few training instances (Table I). In contrast, the partitioned TCM achieves statistically significantly improvements over the two baselines in the three datasets when \( p \) equals 10 and 20. We also observe a degradation in performance when the value of \( p \) is decreased further (\( p=5 \)). This suggests a trade-off in the value of \( p \). If \( p \) is too large, TCM will generate too few training instances, and conversely, if \( p \) is too small, the instances will be calculated by averaging very few tweets, and the resulting distributional word vectors will lack contextual information.

Regarding the performance on the different datasets, we observe a lower performance for Sanders in 6HumanCoded compared to SemEval but worse in Sanders. The original version of TCM is statistically significantly worse than the two baselines. We believe that this is because non-partitioned TCM generates too few training instances (Table I). In contrast, the partitioned TCM achieves statistically significantly improvements over the two baselines in the three datasets when \( p \) equals 10 and 20. We also observe a degradation in performance when the value of \( p \) is decreased further (\( p=5 \)). This suggests a trade-off in the value of \( p \). If \( p \) is too large, TCM will generate too few training instances, and conversely, if \( p \) is too small, the instances will be calculated by averaging very few tweets, and the resulting distributional word vectors will lack contextual information.

Regarding the performance on the different datasets, we observe a lower performance for Sanders in 6HumanCoded compared to SemEval but worse in Sanders. The original version of TCM is statistically significantly worse than the two baselines. We believe that this is because non-partitioned TCM generates too few training instances (Table I). In contrast, the partitioned TCM achieves statistically significantly improvements over the two baselines in the three datasets when \( p \) equals 10 and 20. We also observe a degradation in performance when the value of \( p \) is decreased further (\( p=5 \)). This suggests a trade-off in the value of \( p \). If \( p \) is too large, TCM will generate too few training instances, and conversely, if \( p \) is too small, the instances will be calculated by averaging very few tweets, and the resulting distributional word vectors will lack contextual information.

Regarding the performance on the different datasets, we observe a lower performance for Sanders in 6HumanCoded compared to SemEval but worse in Sanders. The original version of TCM is statistically significantly worse than the two baselines. We believe that this is because non-partitioned TCM generates too few training instances (Table I). In contrast, the partitioned TCM achieves statistically significantly improvements over the two baselines in the three datasets when \( p \) equals 10 and 20. We also observe a degradation in performance when the value of \( p \) is decreased further (\( p=5 \)). This suggests a trade-off in the value of \( p \). If \( p \) is too large, TCM will generate too few training instances, and conversely, if \( p \) is too small, the instances will be calculated by averaging very few tweets, and the resulting distributional word vectors will lack contextual information.
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The AUC values for the intersection of words classified by both PMI-SO and TCM are displayed in Table IV. From the table we can observe that TCM outperforms PMI-SO for solving PLI when trained on any of the three collections of sentiment annotated tweets. This is a noteworthy result, considering that PMI-SO is a widely-used approach for lexicon induction. We can also observe that classifiers trained from 6HumanCoded and SemEval achieve satisfactory results on the AFINN words, and we observe a substantially lower performance for the classifier trained from Sanders.

These results suggest that the performance of the tweet centroid model for transferring sentiment knowledge from tweets to words can vary substantially depending on the quality of the corpus of sentiment-annotated tweets. We observe that corpora in which the labels are obtained by averaging the judgments of multiple annotators such as 6HumanCoded and SemEval are preferable to corpora annotated by one single individual such as Sanders. The size of the corpus could also be a relevant factor, considering that Sanders is the smallest collection. It is worth mentioning that when an appropriate source corpus is used, the word-level performance obtained after transfer can be even better than for the reverse transfer learning task.

The probabilistic output of the logistic regression model applied to tweet centroids can be used to explore the sentiment intensities or semantic orientations of Twitter words. We calculate the log odds ratio of the positive and negative probabilities returned by the logistic regression model \( \log_2 \left( \frac{P_{\text{pos}}}{P_{\text{neg}}} \right) \) for all the words found in the corpus of unlabelled tweets (here we also include words that are not part of AFINN). In this way, we obtain a sentiment score for each word in which the polarity and the intensity of a word are determined by the sign and the absolute value of the score, respectively.

In Figure 2, we use word clouds to visualise the sentiment intensities of positive and negative words classified with the message-level classifier trained from the SemEval dataset.

The left-side word cloud corresponds to positive words in which the log odds are greater than zero \( \log_2 \left( \frac{P_{\text{pos}}}{P_{\text{neg}}} \right) > 0 \) and the size of each word is proportional to its score. Analogously, in the right-side word cloud we show negative words in which the score is less than zero and the size of the words is proportional to the score multiplied by -1. We observe from the figure that the word-level sentiment intensities transferred from message-level sentiment knowledge are plausible.

**V. CONCLUSIONS**

In this article, we have presented a transfer learning model for transferring sentiment knowledge between words and tweets by representing both tweets and words with the same features and deploying classifiers trained from one domain on data from the other one. We studied the word-tweet sentiment interdependence relation on which the proposed tweet centroid model is based, showing that the sentiment of tweets is strongly related to the sentiment of their words and that the sentiment of a word is strongly related to the sentiment of the tweets in which it occurs.

We observed that the partitioned version of the tweet centroid model allows for accurate classification of the sentiment of tweets using a word-level classifier trained from a corpus of unlabelled tweets and a polarity lexicon of words. The partitioned tweet centroid model (with an appropriate partition size) outperformed the classification performance of the popular emoticon-based method for data labelling and also produced better results than a classifier trained from tweets labelled based on the polarity of their words (LAA). The partitioned tweet centroid model can be used for training message-level classifiers when no tweets annotated by sentiment are available and for domains in which emoticons are not frequently used. Considering that opinion lexicons are usually easier to obtain than corpora of sentiment-annotated tweets, the tweet centroid model can save significant labelling efforts when solving the message-level polarity classification problem.

Our results also show the feasibility of the reverse transfer process, where a polarity lexicon is induced by a message-level polarity classifier. We found that TCM produces more accurate lexicons than the well-known PMI-SO measure. The quality of the induced lexicon depends on the reliability of the sentiment-annotated Twitter data. An important aspect of TCM for lexicon induction is that the word centroids can be calculated from any collection of unlabelled tweets. Hence, the method can be used for creating domain-specific opinion lexicons by collecting tweets associated with the target domain.

A noteworthy aspect of the tweet centroid model is its flexibility: it can be used with any kinds of features for representing tweets. For example, paragraph vector-embeddings [30], which have shown to be powerful representations for sentences, could be trained from large corpora of unlabelled tweets and included in the message-level feature space.

11 The source code of the model is available for download at http://www.cs.waikato.ac.nz/ml/sa/ds.html#ptcm.
The model is also sufficiently flexible to be used with any type of sentiment label for tweets or words. For future work, we will study the transferability of other sentiment information such as subjectivity or neutrality, numerical scores indicating sentiment strength, and multi-label emotions.
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