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Abstract

This paper examines the relationships between human and computing entities. It
develops the biological ethical imperalive towards survival into a study of the forms
nherent in human beings and implied in computer systems. The theory of paradozes is
used to show that a computer system cannot in general make a self-referential decision.
Based upon this philosophical analysis it is argued that human and machine forms of
survival are fundamentally different. Further research into the consequences of this
fundamental difference is needed to ensure the diversity necessary for human survival.
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Introduction

While it is frequently stated in developed societies that computers are an invaluable influence
on the society which uses them, there are other societies in which the computer has had no or very
little influence. Similar sentiments have been expressed over millenia about various technological
developments from writing to the latest advances in medicine.

Computers are undoubtedly an important aspect of modern technology. They are often at-
tributed with similar characteristics to the humans who create, use and interact with them. They
are even treated as sentient artefacts. This ascription of a potentially sentient nature suggests that,
like other sentient heings. they could well be recognised as developing a “sense of survival” when
the technology to do this has been developed.

These potential developments could have an extraortlinary influence on the survival of humanity.
Using arguments founded on well-known philosophical principles, it is shown that the nature of
computer system behaviour is fundamentally different from that of humans. This difference leads
to a different form of inherent survival mechnism which could lead to both major problems for
people as well as to unforeseen benelfits.

IT and the Moral Imperative
The arithmelical machine produces effects which approach nearver to thought than all
the actions of animals. But it does nothing which would enable us to attribute will to

i, as to the animals.
B Pascal, Pensées No 340

This thought of Pascal provides the motive for much of the technical and logical developments of
modern Information Technology. It introduces, however, the notion of human will; it is this aspect
of the thought and its implications in the light of modern technology which motivate the theoretical
investigations described here. The natural will attributed to all animate species is considered to be
the moral imperative to survival. This will to survive has been recognised biologically in Darwin’s
principle of natural selection as requiring diversity to produce ‘better’ survivors. This paper extends
this principle to show its application in humans who produce cultural diversity as a survival strategy.

In searching for new markets, the software industry seeks to increase international use of appli-
cations; the need to understand the implications of the limitations and differences can no longer be
ignored. It has become an increasingly complex and multi-faceted activity with strong tendencies
towards monopoly.

These tendencies are inconsistent with our commitment to promote the diversity of human cul-
tures. The need to understand the implications of diversity arises because software solutions have
become available for and have been applied to an ever wider range of human problems experienced
in so-called western society. Much human interaction is now supported by software; the software
industry has as a result influenced and altered human relations. Much of this influence has arisen
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from the research and development activities of western societies whose common cultural perspec-
tives tend to mask important human differences in how, and over what, human interactions take

place.

Philosophical Foundations

The intersection of these concerns highlights the pressing problems within computer science
considered in this paper. Is there a sound theoretical foundation on which to build a framework
for considering the relationships between people, irrespective of culture, and computing entities?

Two possible frameworks suggest themselves — computing theory and post-modern philosophy
per se. Since computing theory may not be applicable to human behaviour and can be accommo-
dated within post-modern philosophy, the latter is the chosen foundation for this discussion.

A well-established tactic would be to identify a basis for determining a priori the truth of
statements which could be applied about computer systems and people. Such a priori truths are
held to be truth by virtue of their meaning and thus (analytically) true in all possible worlds by
virtue of their meaning. Zalta'? shows that there are logical and analytical truths that are not
necessary and that there are falsehoods which are possible. The combination of logic and a priori
truth of Zalta’s findings does not therefore appear to support ‘truth’ in this form as a suitable
candidate framework.

Brouwer, however, argues® that mathematical understanding can be generated from the concepts
of the perception of difference and any choice of representation of differences by sequences of
sounds or marks. The particular set of sounds and marks that are used to represent mathematical
understandings will vary from one cultural group to another. He also showed that there is no one
special set of sounds and marks and that any agreed set will suffice.

Subsequently Brouwer showed that while both syllogism and contradiction are acceptable as a
basis for a mathematical system, the Law of the Excluded Middle is not tenable. He argues that
this principle reduces to the question of whether unsolvable mathematical problems exist — stating
also that “there is not a shred of proof that there exist no unsolvable mathematical problems”.
Perhaps the most interesting notion in Brouwer’s work is his contention that “In mathematics it
is uncertain whether the whole of logic is admissible and it is uncertain whether the problem of its
admissibility is decidable™,

Brouwer’s notion is prescient of Turing’s later statement? of the Halting Problem — given a
Turing machine in an arbitrary configuration with arbitrary input, will the machine eventually
halt or will it go into an infinite loop. While there are solutions to particular cases of this problem,
there is no general solution - it is one example of a classically unsolvable mathematical problem as
defined by Brouwer.

The relation between these two kinds of problems is that Brouwer was concerned with decid-
ability, while Turing was concerned with failure to terminate. A necessary preliminary argument
to the thesis of this paper is a proof that the ability to decide and the ability to terminate are
equivalent in nature. The nature of Paradoxes of Self-Reference (as, for example, discussed by
Priest”), which are intrinsically undecidable, is the starting point for this demonstration.

Russell’s well-known Paradox may be defined axiomatically as — “Find the set consisting of all
elements not contained in any set”™. This may be expressed operationally as a search for a set
according to given rules — but without a specific goal (since the searcher does not know what is the

set to be found).

Consider the Halting Problem (as stated above) as a potential paradox of self-reference. If the
Turing machine may be in an arbitrary configuration and given an arbitrary input then the problem
could be expressed as “Given a copy of itsell as input can a Turing machine always decide whether
it will halt?” In practice this particular form of the problem is the one used to show that in general
the machine will fail to halt®. This statement for the purposes of proof (together with the proof)
indicates that it is indeed an operational definition of a paradox of self-reference.

The Halting Problem, however, is of the nature of a dual of Russell’s Paradox. The axiomatic
form of paradox has a set of rules but no goal, whereas this operational dual has a goal but no
adequate rules which would allow the goal to be reached. This may be expressed in the form of
the following table
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Paradox Form Goal Rules
Operational Yes Inconsistent
Axiomatic No Yes

in which the inconsistency of the operational rules may result from ambiguity or over-definition. In
both cases sufficiency is necessary. We believe that this insight may be an important contribution to
the understanding of paradox because the table identifies ways in which paradoxes may be created.

If both forms of expressing a paradox of self-reference are considered in operational terms, then
both express the idea of a search for something which fails to terminate. The ability to decide and
the ability to terminate are therefore, for paradoxes of self-reference, equivalent in nature. This
is the first cornerstone of this paper — that decidability and ability to terminate are equivalent in
respect of interaction between two entities.

The second cornerstone of the argument is concerned with the nature of interaction between ac-
tive entities. Wittgenstein'! argues that languages are tools for creating and relating to experience.
This view contrasts with earlier views in which language ‘represented’ or “fitted the world’. On the
Wittgensteinian view Davidson' argues that words get their meaning from association with other
words in particular contexts. Even within one culture people have diverse histories and diverse
responses to those histories so that their appreciation of the meanings which they individually
associate with words is likely to differ.

The existence of diversity between humans must not preclude the existence of human interaction.
In order for such interaction to take place it is necessary that the entities (people) interacting have a
means of communicating with each other. While the exact mechanism of such communication is not
important, it can only proceed by transmitting sounds/marks/gestures, etc (denoted generically
in the following as an utterance) from one to the other in a way which can be attended to by the
recipient of such an utterance.

The essential pre-conditions for useful interaction are :-

a. The utterance must be perceivable by the recipient. This means that there must be a common
medium for communication to take place. .

b. Any structure imposed on the sequence lorming the utterance may be described by a set of
rules for such a structure, an instance of which would be recognisable by utterer and recipient.

c. The meaning ascribed by the utterer to the utterance must relate to a concept which is
meaningful both to the utterer and the recipient and hence have a ‘shared’ meaning for both
participants.

Unfortunately, in order for these three requirements to be met there is need for prior agreement
in each case. Such prior agreement can, of course, only be achieved by prior communication on
the basis of shared experience between the participants involved. While this may seem to presage
an infinite recursion in definition terms, the notion that there has to be some shared experience,
however little, for communication to take place at all is the key to the solution. Note that this
infinite recursion is another application of the operational view of paradoxes of self-reference —
that they fail to terminate!

Interaction between Entities

The development of higher human concepts, other than basic physical shared experience, rests
upon the ability to develop more complicated ways of communicating based upon those primitive
shared experiences. Behaviour which can be viewed as a mechanism which permits the definition
of concepts so that such a definition can be passed from an utterer to recipients is postulated here.

The availability of computer systems as active agents, which appear to be able to communicate
with each other in a way similar to humans, has led to the hoped for possibility that at some future
time they could be used as intelligent participants in human thinking activity!®, interacting with
their human counterparts just as people interact.

In order to explore the possibilities of interactions between humans, between computers and
between a human and a computer, it will be assumed initially that a computer system is an entity
which can be given such human-like behaviour.



Survival of the Species vs Survival of the Individual 4

To be able to interact in these kinds of way, both humans and computer systems must behave
in a manner which reflects the general notion of a shared concept. In order to share such concepts,
the entities must generate a means of describing an arbitrary concept. Since the concept to be
described is arbitrary it is useful to employ the concept of such description — a meta-definition in
fact — as the subject of an interaction. Using such a meta-definition in this discussion ensures that
further communication required for learning will always be possible.

In discussing such an interaction it is essential to ignore the particular (human or computer)
nature of the communicating entities and, equally, to ignore the nature of any medium which may
be needed to effect practical communication between entities. The argument which follows focusses,
therefore, on behaviour which has observable outcomes.

Recalling the initial premise that human and computer interactions may be considered equiva-

lent, it is possible to write
H—z— H=0C —z— ('

where  H represents a communicating human,
€' represents a communicating computer system

and — & — represents the communication of by the entity on the left to
the entity on the right, although interaction may be in both directions.

If computer systems are indeed to be considered equivalent to humans in this form of interaction,
then the possible behaviour of the computer system in relation to during the interaction must be
equivalent to the behaviour of the two humans during the interaction. In other words

B(':(;I.‘] = HH{J,'}

where B denotes the behaviour of the subscripted entity (eg (') in relation to
the parenthesised concept (cg a).

Since the interaction on the right of the communication equivalence given is solely between
computer systems, it is necessary Lo conduct an experiment designed to show if the interaction is
indeed equivalent and. if not, gain some insight into the nature of any difference revealed.

Given that the experimenter needs to make decisions about the behaviour of a computer system,
it is reasonable to test the hypothesis in an equivalent modified form, as

H—2— C=H —z— H

Since the equivalence between H and (' is hypothesised, it does not matter in this context whether
a human or computer is involved in any particular interaction and the above is equivalent to the
original statement.

Thesis Given
(1) Two humans (H and H') and a computer system ('),

(2) The concept of a meta-definition unknown to the computer system (C') and one (H') of the
two humans,

(3) The concept of a meta-definition known to the other human (H),
(4) The concept to be communicated is the meta-definition concept.

then the behaviour of the computer system after having been given the meta-definition by inter-
action with the human who knows it is not equivalent to the behaviour of either human after an
equivalent human-human interaction.
This may be formally expressed as
H_ww- = HH["‘HH” = (.'prr' z h';rre S BH("H::)‘J - JH_:,,-{‘
for which
H!."“md} € B(”pre}

and
HH [ l’md} E B(('.pre )

where  B(E) is the set of all possible behaviours of E,
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and I is the meta-definition concept information.

there is an interaction
H;n'u = BH("{md) = (-."pre
which is terminated by H for which

B(Hpos:) = B(h!;are)

and
B(("posl) = B(C"prej U {B.’!(f’md)}

Justification

Since the recipient of the meta-definition in the experiment suggested by this theorem is a
computer system, the only way in which a proof may be obtained is by conducting a subsequent
interaction between the same computer system and the same human participant which will enable
the human participant to conclude that the behaviour of the computer system in respect of the
meta-definition passed to it is the same as would be the human’s own behaviour.

This second interaction may be characterised as
C —7— H

where the burden of prool is now to consider what the nature of the concept to be passed must
be in order to be conclusive evidence to the human participant in the interaction. Note that no
other human participant is possible in this second interaction as the question to be decided has
now become, “Is the behaviour of the computer system now identical to my behaviour in respect
of the concept of a meta-definition?” which is only decidable by the original human participant
since it necessarily refers to behaviour which is generated internally.

Human behaviour in interacting with others in respect of some behaviour learnt may take one
of three forms :—

a. Reporting the behaviour learnt.
b. Applying the behaviour learnt.
c. Generating a description of (ie teaching) how the behaviour was learnt.

Bach of these three is a potential candidate interaction for the purposes of justifying the thesis.
Cousider them individually :

a. €' — By(lma) — H is not an acceptable behaviour by the computer system as justification,
because it merely requires the ability to copy the original interaction, acting as a sort of mirror.
The termination point of this interaction is pre-defined by the original message.

b. ¢ — X — H where X = Apply( By (1,4)).Y for some Y is not acceptable as justification
either, since it is a purely mechanistic process implied in the original description received. The
termination point of this interaction is also implied by the termination of the application of the
defined behaviour.

c. (' — 7 — H where 7 = Be(Generate). By (1,q) which produces a description of how to
generate the description By (/,,.4) is. however, an acceptable interaction for the purposes of
Justification since it requires the ability in the computer system to constructively use the acquired
meta-definition and also the ability itself to decide when to terminate the interaction Z.

The key component of interaction in ¢ above is the need for the computer system to decide when
to terminate the interaction. Such a decision requires the ability to refer to its own behaviour —
which is a paradox of self-reference! This form of paradox has been shown to be equivalent in nature
to the Halting Problem. The inability of the computer to terminate this interaction therefore means
that its behaviour cannot be identical to that of its human cou nterpart.

The original premise that a computer system could be made to behave like a human being with
respect to this problem is therefore shewn to be false. This finding, incidentally, also raises serious
doubts about the veracity of the Turing Test.
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The Nature of the Difference

Russell’s Paradox manifests itself in a conversation context in the guise of the inability for two
participants to know that the concept which has been the topic of some conversation interaction is
known identically by both participants. While the participants may have indicated that they are
prepared to state concurrence, this may be more of the nature of a stipulation in respect of future
conversation which may need to use such a stipulation as the basis for further discussion.

This stipulation is a mechanism by which human participants in a conversation can unilaterally
indicate that they comprehend something by moving outside the context given. Hence, so far
as they are concerned agreement has been reached. The reasons for such stipulation are of no
concern al present, since the other participant has no way of confirming that the concept which is
internalised in the other person’s head is identical to that which (s)he has internalised. It is exactly
this uncertainty which perturbs the exactness of concepts passed from one person to another and
provides random variation for the generation of new ideas, assisting in providing the diversity
between individuals necessary for the survival of the human species.

Since computers are incapable of determining the conditions for their own termination, termi-
nation of any interaction must be imposed from outside (ie by some human programmer). The
necessary imposition of agreement upon a computer system contrasts markedly with the view of
human agreement. Imposition in this way implies that a computer system is necessarily rooted in
analytical world *data’; the computer necessarily embodies an analytical model of interaction. The
need for this model of reality for a computer system suggests that a computer system is ‘designed’
not for diversity and sell-survival in the sense attributable to humans, but to design diversity out
and impose on those with which it interacts, actions/restrictions to ensure a single perception of
survival, irrespective of the survival of others (whether other computers or other humans). Since
a machine encapsulates a single analytical truth, it is designed for the survival of the individual
entity only.

By its very nature, therefore, a computer system will impose a statement rather than come to
agreement with its human counterpart. The inability to negotiate agreement implies either human
acceptance of the statement or ignoring the computer system entirely. Accepting the statement is
accepting an imposed idea. This will tend to reduce the human to conformance and weaken the
diversity essential to the survival of the species.

Conclusion

There is a fundamental limitation on the interactive behaviour of a computer system in relation
to a human being. This limitation arises because of the inability of a computer system (a Turing
machine) to decide when to terminate an arbitrary interaction. The insight gained by examining
this limitation of computer behaviour suggests that the nature and directions of research into
application portability, human-machine interaction and artificial intelligence subject to this limit
need to be rethought.
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