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Abstract
Topographic effects, the modification of seismic shaking by irregular topographies compared to flat ground, have been extensively studied. Very few studies, however, have investigated the effects of the stratigraphy and nonlinear response of the underlying geology on topographic amplification. Furthermore, most experimental studies have been performed in the field, where it is often difficult to establish an ideal flat-ground reference station, as well as to characterize the soil properties and their spatial variability in sufficient detail. Dafni [1] recently tested the seismic response of step-like slopes in a series of centrifuge experiments, where the incident motion, reference station and material properties were characterized in detail. In this study, we investigated the influence of the container boundary on topographic effects observed in the centrifuge experiments by performing numerical simulations with and without the container boundary. Our analysis suggested that the rigid-body rocking motion of the centrifuge container likely increased the experimental topographic spectral ratios, contributing to the discrepancy between the simulated and observed spectral ratios. We also found that although the laminar box lateral boundaries caused spurious reflections, they didn’t qualitatively affect the ground surface amplification pattern compared to numerical predictions of the same configuration without boundaries. At the same time, and most importantly, however, we found that the baseplate –by trapping waves scattered and diffracted by the slope– amplified the ground motion at the crest up to one order of magnitude compared to numerical predictions of the response in absence of the baseplate. Our results show that topographic effects can be significantly affected by the underlying soil stratigraphy; and allude to the potentially significant role of this phenomenon in elevating seismic risk in regions with strong topographic relief. The findings of this study also suggest that future studies will benefit from clear understanding and careful considerations of capabilities and limitations of different investigation methods and that the numerical modeling and the lab testing (or the field testing) methods should complement each other. 
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1. Introduction

The modification of seismic ground motion by ground surface features such as hills, ridges, cliffs, and canyons, known as topographic effects, is a well documented phenomenon [2–6]. Observations from past earthquakes have systematically shown that steep slopes or complicated topographies accentuate earthquake damage compared to flat ground. Examples such as the PGA = 1.82g ground motion recording on the Tarzana hilltop during the 1994 Northridge Earthquake [7], the Pacoima Dam (PGA = 1.12g) recording during the 1971 San Fernando earthquake [5], and the recent extraordinary ground motion (PGA = 2.74g) recorded at the Japanese Seismic Network K-Net station MYG004 during the 2011 Tohoku Earthquake [8], are only a few of many records that have been linked to topographic effects.

Field studies have confirmed the observational evidence that surface topography significantly affects the amplitude and frequency content of surface ground motion [4, 9, 12]. These studies, however, have been based almost exclusively on ground motions from small or distant events, and weren’t accompanied by detailed models of subsurface stratigraphy and dynamic soil properties that one could use to simulate the field observations.

Topographic effects have been extensively studied using techniques such as closed form analytical solutions, finite differences, finite elements and boundary elements [3, 5, 6, 11, 13–22]. More recently, large-scale numerical simulations have been used to study realistic geometries of larger features, for which researchers used high resolution digital elevation maps to extract the three-dimensional geometry [22, 24].

Despite the qualitative agreement between simulations and observations, however, theoretical predictions largely underestimate observations of topographic amplification compared to field data, by a factor of 10 or more in some cases [11]. This discrepancy has been attributed, at least in part, to idealizations made in published studies, such as the assumption that topographic features lie on homogeneous, elastic soils, and that monochromatic pulses can capture the topographic amplification observed during earthquakes [21].
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Recently, a series of studies have highlighted the important role that shallow material heterogeneities may be playing on the observed amplification of ground motions on elevated sites \cite{25-29}. Results from these studies, however, may not be representative of topographic effects induced during large earthquakes, which frequently trigger nonlinear response of the shallow geologic layers: recorded topographic amplification factors from well-documented case studies are available primarily for weak and moderate events \cite{29-33}, while most published numerical predictions are valid for linear viscoelastic media.

To investigate the extent to which subsurface geology characteristics affect topographic effects, Dafni \cite{1} recently conducted a series of centrifuge experiments. The experimental data can be found in Dafni and Wartman \cite{34}. The experiments involved simple slope features of various geometries subjected to ground motion suites that ranged from weak to strong – adequate to cause nonlinear effects, but not strong enough to cause slope stability failure; and frequency contents from monochromatic to broadband.

In this study, we used results from Dafni \cite{1} to understand whether centrifuge experiments capture the expected characteristics of the topographic effects, and specifically, whether wave reflections caused by the centrifuge laminar box boundaries were strong enough to qualitatively alter the amplification pattern compared to simulated results without the container boundary. Using finite element simulations validated by a subset of centrifuge observations, we studied changes in the ground surface response near the peak that were induced by removing the lateral and vertical constraints (the laminar box and aluminum base plate) in our numerical model, while keeping the geometry of the topographic feature constant. Results and interpretation thereof in the context of field observations of topographic effects.

The scope of our study was twofold: (i) to highlight the advantages and limitations of centrifuge experiments in simulating topographic effects, and in doing so, to guide the design and interpretation of future experimental studies on 2D and 3D site effects; (ii) to provide a detailed description of a numerical model of free-field nonlinear topographic effects that we, and other researchers, can use to expand our understanding for this class of problems.

2. Validation: Numerical simulation of centrifuge experiments

Dafni \cite{1} conducted model test experiments at 27g and 55g acceleration at the centrifuge facility of the University of California, Davis. The models were prepared with dry Nevada sand in the flexible shear beam container of the facility (FSB-2), which comprises an aluminum base plate and five metal rings. The rings are separated by 12 mm thick soft neoprene rubber layers that provide lateral flexibility. Technical specifications of the centrifuge, shaking table (base plate) and containers at the U.C. Davis experimental facility can be found in Kutter et al. \cite{35}.

2.1. Geometry, boundary conditions and material calibration

We simulated the centrifuge experiments using the finite element (FE) code DYNAFLOW\textsuperscript{TM} \cite{36}. Of the three single slope configurations (20°, 25° and 30°) tested by Dafni \cite{1} we next present numerical predictions for the 30° single slope. Since topographic amplification is proportional to the feature steepness, and slope instability of granular media increases as the natural slope approaches the material friction angle, the 30° slope was selected as the ‘worst case’ scenario configuration among all single slopes tested. We also simulated the flat ground model of Dafni \cite{1} that we used as reference site for flat ground response (Figure 1). The finite element meshes of the two models are shown in Figure 2.
We used plane strain elements (2D) to simulate the centrifuge box and the soil, and calibrated the mass and stiffness of the 2D numerical model of the container to match the corresponding properties of the three-dimensional (real) container. The linear elastic properties that were selected for the metal rings are described in detail in Kutter et al. [35], and the equivalent material properties of the 2D container are listed in Table 1.

The neoprene foam rubber that connects the rings was modeled as viscoelastic material. Using the experimental data published by Snowdon [37], we estimated the shear modulus ($G$) and damping ($\zeta$) of neoprene rubber at the ambient temperature of the experimental facility as $G = 0.25 \text{MPa}$ and $\zeta = 6\%$, respectively. Snowdon [37] also showed that the damping has a mild frequency dependency (i.e., the critical damping ratio reaches ten percent at $f = 600\text{Hz}$, or $f = 11\text{Hz}$ in the prototype scale of this study). The Rayleigh damping parameters, $\alpha$ and $\beta$, that we selected to simulate the energy dissipation of the neoprene rubber as measured by Snowdon [37] are listed in Table 1.

<table>
<thead>
<tr>
<th>Layer</th>
<th>E [MPa]</th>
<th>$\rho$ [Mg/m$^3$]</th>
<th>$\alpha$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ring 1</td>
<td>70000</td>
<td>0.35</td>
<td>1.92</td>
<td>0</td>
</tr>
<tr>
<td>Ring 2</td>
<td>70000</td>
<td>0.35</td>
<td>2.19</td>
<td>0</td>
</tr>
<tr>
<td>Ring 3</td>
<td>70000</td>
<td>0.35</td>
<td>2.19</td>
<td>0</td>
</tr>
<tr>
<td>Ring 4</td>
<td>70000</td>
<td>0.35</td>
<td>4.14</td>
<td>0</td>
</tr>
<tr>
<td>Ring 5</td>
<td>70000</td>
<td>0.35</td>
<td>5.24</td>
<td>0</td>
</tr>
<tr>
<td>Rubber 1</td>
<td>2</td>
<td>0.499</td>
<td>2.0</td>
<td>9</td>
</tr>
<tr>
<td>Rubber 2−5</td>
<td>1.5</td>
<td>0.499</td>
<td>2.0</td>
<td>9</td>
</tr>
</tbody>
</table>

* The mass densities of the container rings are not of the actual material, but of the equivalent 2D model.

We rigidly linked the horizontal degrees of freedom of the ring elements, so that the left and right container sides move horizontally in sync; the implicit assumption here is that the axial deformation of the rings during shaking is negligible.

We simulated the dry Nevada sand using the pressure dependent multi-yield (PDMY) plasticity model by Prevost [36,38]. The model is implemented in DYNAFLOWTM, and employs a purely kinematic hardening rule with nested round-cornered Mohr-Coulomb yield surfaces, an associated flow rule for the deviatoric strains, and a non-associated flow rule for the volumetric plastic strains. The PDMY model has two options for modeling the monotonic shear stress-strain backbone curve: (a) the modified hyperbolic model by Kondner [39], and (b) Hayashi’s model [40], a generalization of the Kondner’s model. Lastly, the model employs Masing’s hysteresis rule [41] for unloading-reloading cycles.

To simulate the response of dry sand using the PDMY model, the only relevant parameters are the initial (elastic) modulus ($G$), the friction angle ($\phi$) that governs the ultimate strength, and the backbone curve (or integral of the shear modulus degradation curve). The pressure-dependency of the shear modulus was idealized by the power law of Equation (1), where $G_0$ is the elastic shear modulus at the reference hydrostatic pressure $p_{ref}$:

$$G = G_0 \left( \frac{p}{p_{ref}} \right)^\alpha$$  

Figure 3 shows the shear wave velocity ($V_s$) profile of dry Nevada sand with relative density $D_r = 100\%$ measured by Stevens et al. [42] in a previous centrifuge experimental study that used the same container. We used the Stevens et al. [42] measurements for the initial calibration of Equation (1), which we subsequently re-calibrated using ground motion data recorded by Dafni [11] during the flat ground model shaking tests. It turned out that the final velocity profile we used for the simulation differs by 14%, compared with the original profile by Stevens et al. [42]. The difference could be due to the different batch of the sand, or different person preparing the model. Another possibility is that the measurement by Stevens et al. (1999) is done by measuring the air hammer signals before the shaking begins, whereas our calibration is done after shaking the model at low amplitude, which could cause a very dense sand to dilate slightly.

![Figure 3: Shear wave velocity profile of dry Nevada sand with relative density of 100% measured by Stevens et al. [42]. The black dashed line shows fitted power law used in the design phase of the centrifuge experiments; the black solid line shows the final velocity profile after calibration using the result from flat ground model.](image)

We used plane strain elements (2D) to simulate the centrifuge box and the soil, and calibrated the mass and stiffness of the 2D numerical model of the container to match the corresponding properties of the three-dimensional (real) container.
where $\gamma$ in our case is the shear strain ($\gamma$) normalized with respect to the reference strain $\gamma_r$, $\tau_f = G/G_{\max}$, $\tau_f$ and $G_{\max}$ are the soil shear strength and maximum shear modulus respectively, $y$ is the shear stress $\tau$ normalized with respect to the shear strength, $y = \tau/\tau_f$, and $\alpha$, $n_D$ and $n_U$ are three model parameters. Hayashi's model combines two standard hyperbolic models as shown in Equation (4), and reduces to the standard hyperbolic form when $n_D = n_U = 1$. Such a versatile formulation was necessary to allow simultaneous matching of the soil's shear modulus ($G_{\max}$) at (low strains), and ultimate shear strength ($\tau_f$) at (high strains).

For the model calibration, we used $G_0$ and $n$ from the $V_s$ data shown in Figure 2 and assumed a friction angle of $\phi = 42^\circ$ for the dry Nevada sand with $D_t = 100\%$ to estimate $\tau_f$. We then calibrated the parameters ($\alpha$, $n_D$, $n_U$) for Equations (2) and (3), such that the modulus reduction curve ($G/G_{\max}$) of the model is in a good agreement with the existing model by Darendeli, while ensuring that the modulus reduction curve is consistent with the estimated $\tau_f$. Figure 2 shows the modulus reduction and the damping curves of the calibrated model, in comparison with the model by Darendeli. The PDMY model itself does not dissipate any energy unless the material stress reaches the first yield surface. Therefore, the hysteretic damping is zero when the strain is very small (i.e. $y < 10^{-3}\%$) in Figure 2. However, such lack of small-strain damping causes spurious low-amplitude oscillation. In practice, this issue is often avoided by incorporating some other type of damping, and the Rayleigh damping is perhaps the most popular choice in the engineering community due to the simplicity of its formulation. The global Rayleigh damping matrix was not implemented in DYNAFLOWTM, and therefore we instead utilized the algorithmic damping inherent to the Newmark-$\beta$ method to suppress the spurious oscillation, such that the global damping of the model is approximately equivalent to the stiffness-proportional (i.e. linearly increasing with frequency) damping with 10\% of damping ratio at $f = 10$Hz. The median damping in $f \leq 6$Hz is therefore 3\%, and later it will be shown that the simulated motions have negligible energy in $f > 6$Hz. Figure 4 also shows that our model has significantly higher damping ratio than Darendeli’s model when the strain is larger than 0.1\%. Such overprediction of the damping is a well-documented drawback of the Masing’s rule, and therefore it should be realized that the simulated response could be affected when the shear strain is large enough. The soil parameters that were used in the simulations described in the following sections are summarized in Table 2.

Lastly, we should mention here that we assumed perfect contact between the laminar box and the soil elements. There are a few different approaches with various levels of complexity for modelling the interface between the soil and the container. For example, several published studies ignored the container in their numerical models, assuming the periodic boundary condition, which is the ideal case the laminar box is designed to simulate. Or one could go to the opposite extreme by modeling the soil and container in full 3D, including the container-soil contact model. Of course, our approach, which we consider a good compromise between the reality and the simplicity, is still an approximation of a complex behavior, and therefore cannot simulate localized highly nonlinear effects, such as the local shear failure of the sand induced by the laminar box shaking due to the instant loss of confinement and subsequent container-soil pounding at the top ring’s displacement reversals. However, we were able to approximate this effect by using the PDMY constitutive soil model with zero tensile strength, which captured failure caused by lack of confining stress in the shallow layers of the soil-container interface, as will be shown in the following sections.

2.2. Simulated ground motions

The ground motions we selected from Dafni for our numerical simulations are listed in Table 3. They include three recorded (broadband) ground motions (BPTS315, JOS090 and TCU078E), each scaled at two different amplitudes; a frequency sweep (FREQ55NEW); and a sequence of Ricker wavelets (RICK55). The time histories and corresponding Fourier amplitude spectra, as recorded at the baseplate of the container, are plotted in Figure 5.

2.3. Validation of simulated ground motions

Results from the simulated experiments were next compared to recorded motions, which are here presented in prototype units
Table 2: Material parameters of the PDMY model calibrated for dry Nevada sand at relative density $D_r = 100\%$ and used in the simulations presented in this paper

<table>
<thead>
<tr>
<th>$p$ [Mg/m$^3$]</th>
<th>$\nu$</th>
<th>$\rho_0$ [MPa]</th>
<th>$\rho_0y$ [kPa]</th>
<th>$\rho$</th>
<th>$\phi$ [°]</th>
<th>$\Psi$ [°]</th>
<th>$\lambda_{pp}$</th>
<th>$\alpha$</th>
<th>$n_1$</th>
<th>$n_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.7</td>
<td>0.25</td>
<td>108</td>
<td>100</td>
<td>0.62</td>
<td>42</td>
<td>35</td>
<td>0.05</td>
<td>0.4</td>
<td>0.5</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Figure 5: Baseplate acceleration time histories and Fourier amplitude spectra, used as input motions for numerical simulations.

unless otherwise stated. We first compared recordings from the surface sensors A28-A29 located in the off-plane direction along the centerline (see Figure 5), it was important to examine whether the ground surface response was contaminated by boundary effects normal to the direction of shaking, because such a finding could challenge our assumption of plane strain conditions.

Ground motion variability was absent from the recordings in the off-plane direction, as shown in Figure 7, which compares simulated and recorded acceleration time histories of the flat model subjected to the BPTS315, JOS090, and RICK55 motions (for code names refer to Table 2). The corresponding Fourier amplitude spectra are shown in Figure 8. We then compared simulated to recorded motions along the vertical array of sensors at the centerline of the container (see sensors A29, A56, A55, A54 and A53 in Figure 10). Results for the 30° slope are shown in Figure 9. Overall, simulated and recorded ground motions showed good agreement in a wide range of frequencies for the most ground motions considered.

2.4. Nonlinear response of the soil model

The physical model we tested in the geotechnical centrifuge is expected to exhibit a significant nonlinear response, when it is subjected to strong shaking. Understanding the level of such nonlinear response is helpful for interpreting the experimental data and the result of numerical simulations. However, measuring directly the dynamic shear strain and stress of the soil in the centrifuge container is not feasible in general. We therefore obtained the shear stress-strain curves from the numerical model, along the centerline of the model at the locations of sensors A29, A56, A55, A54 and A53, as shown in Figure 10 for three selected ground motions: BPTS315 scaled by 0.5, RICK55-unscaled and TCU078E-unscaled. The simulated stress-strain curves suggest that the maximum shear strain is in the order of 0.1%, which can be considered moderate or moderately large. Figure 4 suggests $G/G_{max}$ ratio of 0.38 and the damping ratio of 0.15 at this strain level. Figure 10 also shows that the shear strain of 0.1 is reached for a few largest cycles (except for RICK55, for which the strain amplitude never reached 0.1%), and there are many cycles of shear strain with amplitude less than 0.03%, which corresponds to $G/G_{max}$ ratio of 0.6 and the damping ratio of 0.09.

2.5. Goodness-of-fit evaluation

To quantify the goodness-of-fit (GOF) of simulated motions to the recorded data, we chose the wavelet based method by Kristeková et al. [48], which defines the GOF criteria in terms of both time-frequency amplitude envelope and phase misfit of observations and simulations. Figure 11 shows an example of the said time-frequency GOF evaluation for the slope model, subjected to the motion BPTS315 scaled by 0.5, using the Python Obspy package [49].

Results from this simulation yielded a GOF envelope with peak value $EG = 7.47$, and phase GOF value $PG = 7.68$. The higher the GOF, the better the match between observations and simulations, with 10 indicating perfect fit between the two. According to Kristeková et al. [48], the EG and PG of this simulation lie in the GOF range between “GOOD” and “EX-
Figure 6: Sensor deployment plan for the centrifuge model with 30° slope. Dimensions are in millimeters.
Table 3: Ground motions selected for numerical simulations

<table>
<thead>
<tr>
<th>Label</th>
<th>Description</th>
<th>Prototype amplitude (g)</th>
<th>Amplitude scale</th>
<th>Moment magnitude</th>
<th>Distance, ( R_{up} ) (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPTS315</td>
<td>Superstition Hills–Parachute T S 315</td>
<td>0.25</td>
<td>0.5 and 1</td>
<td>6.5</td>
<td>1.0</td>
</tr>
<tr>
<td>JOS090</td>
<td>Landers–Joshua Tree 090</td>
<td>0.25</td>
<td>0.3 and 1</td>
<td>7.3</td>
<td>11.0</td>
</tr>
<tr>
<td>TCU078E</td>
<td>Chi Chi–TCU078E</td>
<td>0.1</td>
<td>0.7 and 1</td>
<td>7.6</td>
<td>8.2</td>
</tr>
<tr>
<td>FREQ55NEW</td>
<td>Frequency Sweep 1–7–1Hz</td>
<td>0.1</td>
<td>1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>RICK55</td>
<td>Ricker waves 1–2–4–6Hz</td>
<td>0.1</td>
<td>1</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

---

Figure 7: Validation of numerical model: Computed acceleration time histories from the 30° single slope model at the center of the surface compared with the centrifuge experiment results measured from sensors A28, A29 and A30.

Figure 8: Validation of numerical model: Fourier spectra of computed acceleration time histories from the 30° single slope model at the center of the surface compared with the centrifuge experiment results measured from sensors A28, A29 and A30.
Figure 9: Validation of numerical model: Arrays of horizontal acceleration time histories computed along the depth of the numerical model (solid line) from the 30° single slope model compared to the corresponding experiment results measured at sensors A29, A56, A55, A54 and A53 (dashed line).

Figure 10: Simulated stress-strain curves along the centerline of the model, at the locations of sensors A29, A56, A55, A54, and A53, for motions BPTS315 scaled by a factor of 0.5, RICK55-unscaled, and TCU078E-unscaled.
CELLENT”. Most simulations that we conducted were found to classify in the same category.

Figure 12 shows the envelope and phase misfit values as function of frequency, for all motions considered in this study. Despite some inevitable uncertainty, the misfit from different simulations are broadly consistent, and mostly fall within the GOF “EXCELLENT” category.

Despite some inevitable uncertainty, the misfit from different simulations are broadly consistent, and mostly fall within the GOF “EXCELLENT” category.

However, we used the flat ground model response as representative of the free-field ground motion instead of the flat sections of the sloped model (see stations A16, A18 or A20 for example in Figure 6), to avoid recordings possibly contaminated by reflections of surface waves caused by diffraction at the toe and crest of the sloped models.

As mentioned above, the premise of Equation (4) is that the stations that record \( a_{D}(t) \) and \( a_{f}(t) \) have the same soil profile and the same input motion. Satisfying the latter condition in centrifuge experiments, however, is not a trivial task. Specifically in this case, while the input (command) displacements of the flat ground and sloped tests were the same, the total (recorded) baseplate motions were different because of the differences in mass (and thus inertia feedback) of the two configurations. To correct the experimental topographic amplification factor for the baseplate motion difference, we used the theory of reciprocity as shown in Equation (5):

\[
SR(\omega) = \frac{A_{D}^{h}(\omega)}{A_{f}^{h}(\omega)} \times \frac{A_{BP,flat}^{h}(\omega)}{A_{BP,sloped}^{h}(\omega)} = \frac{A_{D}^{h}(\omega)}{A_{f}^{h}(\omega)} \tag{5}
\]

where \( A_{D}^{h}(\omega) \) is the corrected free-field reference ground motion, computed by convolving the recorded baseplate motion of the sloped model with the experimental 1D transfer function (surface over baseplate) of the flat ground model; \( BP \) stands for baseplate, \( flat \) for the flat ground model, and \( sloped \) for the sloped model. The median and 68% confidence interval of the correction term in equation (5) is shown in Figure 13, which indicates that—although the command motion of the two series of experiments was the same, as mentioned above—the difference in spectral amplitude of the recorded baseplate motions was as high as 50% for frequencies in the range \( f = 1.5 – 6 \text{Hz} \). We should mention here that Equation (5) is technically valid only for weak ground motions or linear elastic analyses, but its applicability can be extended to weakly nonlinear systems. In the simulated experiments on the other hand, we prescribed the exact same base plate motion for sloped and flat ground, so this correction was not necessary. Figure 14 compares the corrected experimental to the computed median topographic amplification factor at the crest (station A35).

Results showed that topographic amplification manifested at approximately the same frequencies in both cases, 3.5Hz and 6.5Hz. The first frequency peak, at \( f = 3.5 \text{Hz} \), is consistent with what Ashford et al. [17] defined as topographic frequency. Their study showed that for idealized single slope configurations such as the one tested here, the maximum topographic amplification occurs at frequency \( f = V_{S}/5h \), where \( h \) is the slope height. Currently, we do not have a clear explanation about the second peak at 6.5Hz. However, considering that many previous studies have not reported such second peak, relatively close to the first peak, it is possibly related to the complex wave interaction specific to the model considered in this study.

Although the simulations and experiments agreed well in terms of the frequencies of amplification, the agreement was less favorable for the corresponding absolute peak amplitudes, as shown in the same figure. The mismatch is likely due to inherent limitations of our numerical simulations and centrifuge
3. Boundary effects of the centrifuge container

Considering that numerical simulations of all sloped models (of which the 30° is shown here) were found to be in good agreement with the experimental data, we proceeded with the assumption that the computed spectral ratio (solid line in Figure [14]) was a realistic prediction of the empirical ratio that would have been measured, had the base plate motions of flat and sloped ground experiments been identical. With this premise, experimental errors. Examples in the former category include, but are not limited to, the assumption of linear or weakly nonlinear response in the spectral ratio correction that we employed on the experimental data; the contribution of three-dimensional effects and that was not accounted for in our numerical simulations; and the uncertainty in calibration of the constitutive soil model to capture the hysteretic damping. We also found that although the centrifuge test was intended to simulate shear wave incidence, the rocking of the soil-container system was substantial, which could have adversely affected the experimental crest-to-free field spectral ratio. We will be discussing this subject in detail later in the paper.

3.1. ‘Rigid-body’ rocking of the soil-container system

The dynamic shaker actuator of the centrifuge experimental facility is designed to prescribe pure sliding motion; rocking of the container-shaking table with respect to the reaction mass, a byproduct of the sliding motion, centrifugal motion of the box and non-symmetry of the soil specimen, is considered undesirable. Thus, while the experimental design is tailored to minimize the rocking motion (e.g. Kutter et al. [35]), some level of the coupled rocking motion is inevitable because of the practical difficulties associated with ensuring the pure sliding motion at the actuator level (i.e. achieving free sliding and zero relative vertical displacement above the base plate would be difficult).

This series of experiments was no exception; we quantified the rocking motion of the soil-container system using the recorded vertical accelerations (A45 and A59 in Figure [6]) on the base plate. Assuming that the dynamic (i.e. de-meaned)
vertical accelerations at those two accelerometers are purely caused by the baseplate rocking, the recorded accelerations of the two vertical accelerometers are expected to be equal and opposite, given that they are installed at equal distance from the center of the model, and the center of rotation is expected to be near the center line of the model. Unfortunately the sensor A59 malfunctioned after a small number of initial spins. Still, under the assumption of rigid-body rocking, the vertical accelerometers A07 and A09 recorded accelerations that were indeed equal and opposite, which strongly suggests that A59 and A45 would have recorded equal and opposite accelerations. We therefore estimated the container rocking acceleration, $\ddot{\theta}$, using A45 only, and assuming that the center of rotation lied approximately along the center line of the model:

$$\ddot{\theta}(t) \approx \ddot{u}_x(t)/\Delta x$$  \hspace{1cm} (6)

in which $\Delta x$ is the distance of sensor A45 from the center (and center of rotation) of the baseplate.

Further assuming that the center of rotation was stationary during the experiment, we estimated the contribution of the rigid-body rocking to the surface horizontal (tangential) acceleration as follows:

$$\ddot{u}_x^{Rocking}(t) = \ddot{\theta}(t)\Delta z$$ \hspace{1cm} (7)

in which $\Delta z$ is the distance of the surface from the center of rotation.

Figure 15 shows the Fourier amplitude spectra of $\ddot{u}_x^{Rocking}$, estimated on the base of the foregoing assumptions, and normalized by the baseplate motion. Interestingly, we found that the baseplate rocking had a pronounced peak at frequency, $f = 3\text{Hz}$, which is very close to the topographic frequency revealed by the experiments, $f = 3.5\text{Hz}$. Figure 15 in fact shows that the amplitude of the baseplate rocking spectrum at $f = 3\text{Hz}$—and thus the contribution of rocking to the horizontal motion recorded on the surface—was comparable to the amplitude of the baseplate horizontal motion itself, assuming here that the center of rotation was located on top of the baseplate.

The question that naturally arises next is, “To what extent did the container rocking affect the experimental topographic amplification ratio?” To answer this question, we removed the contribution of rigid-body rocking (as estimated above) from the observed horizontal acceleration at the crest, by subtracting the values of equation (7) from the recorded ground surface motion in the time domain. Figure 16 demonstrates the estimated effect of the container rocking to the crest-to-freefield spectral ratios: it compares the original spectral ratios before and after the rocking has been removed, and clearly shows that the container rocking increased the amplitude of the experimental spectral ratio at the crest by approximately 20% in frequencies $f = 3 - 4\text{Hz}$.

We should stress here, however, that the procedure described in this section to compute $\ddot{u}_x^{Rocking}$ is an approximation based on a series of educated assumptions, and thus Figure 16 should be used only as qualitative—and not quantitative evidence of the effects of rocking. After all, removing the rocking effects did not eliminate the discrepancy between the simulated and measured spectral ratio amplitude, which we still attribute to a number of simplifications of our numerical model described in Section 2 above.

### 3.2. Effects of the lateral boundaries

After studying the effects of container rocking on the measured topographic amplification, we examined the effects of the laminar box lateral boundaries. Flexible containers, like the one used in this study, minimize boundary reflections through a stack of rigid rings [50, 51]. Previous studies showed that for a 1D profile subjected to 1D motion, the stacked-ring container models similar to what was used in this study approximate a profile that extends laterally to infinity [50]: since the left and right sides of the model are constrained to move in sync, two models could be stitched in series without changing the problem, then three and so on. Consider now a 1D profile with a scatterer (e.g. a hill, a boulder, a tunnel) subjected to uniform
Figure 15: Contribution of container rocking to the horizontal acceleration at the surface. The median rocking spectral ratio is shown with the standard deviation of all considered ground motions. The surface-to-baseplate spectral ratio is the median of all considered motions.

Figure 16: Effect of the container rocking to the crest-to-freefield spectral ratio at the crest. Spectral ratios are the median of all considered motions.

base motion. While the input motion and soil profile are 1D, the wavefield in the vicinity of the scatterer comprises shear, compressional and surface waves, generated by scattering and diffraction and traveling in multiple directions. In turn, if the container boundaries are placed too close to the scatterer, this complex wavefield and the 1D boundary response would differ and this difference would cause spurious reflections. To avoid this artifact, the container sides should thus be placed adequately far from the scatterer, to allow the complex wavefield to dissipate, and the model response to converge to 1D, namely to a motion compatible with the laminar box boundary conditions. Too close and adequately far in this case are not defined in absolute terms: since attenuation is proportional to the number of wavelengths travelled, higher frequency waves attenuate faster than lower frequencies in the same medium, and thus the former require shorter absolute distances to attenuate than the latter.

The configuration tested in the centrifuge comprised a horizontally stratified soil (1D) with the surface geometry acting as a scatterer, and was subjected to approximately (due to container and baseplate rocking) uniform horizontal base motion (also see Dafni [1]). Based on the discussion above, the container sides would not yield spurious reflections if the scattered wavefield, caused by the topographic ground surface anomaly, were allowed adequate distance to attenuate. To give an order of magnitude sense, Bouckovalas and Papadimitriou [52] found that the free-field condition defined in terms of peak acceleration amplitude can be satisfied for distance from the crest anywhere between 2 to 8 times the slope height. The experimental design, however, entailed several conflicting constraints in this regard:

- The highest frequency (shortest wavelength) was bound by the actuator capacity (\(f_{\text{max}} = 5.5\, \text{Hz}\), in prototype scale with centrifugal acceleration of 55g, \(f_{\text{max}} = 300\, \text{Hz}\) in model scale);
- In turn, because topographic effects manifest for slope dimensions comparable to the dominant excitation wavelength [2, 3, 11, 17, 53], the actuator’s highest frequency also constrained the minimum slope dimension that would trigger topographic amplification effects;
- At the same time, the experiment was designed with dense sand (\(G_0 = 108\, \text{MPa}; D_r = 100\%\)) to prevent the slope stability failure during the test; thus, at \(f_{\text{max}}\) the shortest incident wavelength was \(\lambda_{\text{min}} = 45\, \text{m}\) (in prototype scale), whose effects would manifest for a slope of similar dimensions;
- The fixed container dimensions, however, could not accommodate the minimum distance between the toe and
crest of the slope and the boundaries, that were required to avoid spurious reflections.\[21\]

Given these constraints, the slope-to-boundary distance was inevitably compromised during the test, creating the conditions for spurious reflections of the scattered wavefield. We next examined how strong these reflections were and to what extent, if any, they affected the recorded topographic amplification patterns using the finite element model shown in Figure [17]. The material and slope geometry were identical to the centrifuge configuration described above, but the container box was in this case replaced by paraxial absorbing elements that minimize energy reflections \[54\]. In other words, the numerical model in Figure [17] is a slope on the surface of a Nevada sand layer overlying a practically rigid bedrock (here, the aluminum base plate). Boundary effects were revealed clearly when we examined the spatial distribution of peak (absolute maximum) acceleration on a model cross-section. Figure [18] compares the peak acceleration contours produced by the centrifuge experimental data, the full-container numerical simulations, and the extended free-field numerical simulations, for three different broadband ground motions of increasing intensity.

In the extended free-field simulations, the maximum amplification -while small- appeared in the vicinity of the crest, and the response gradually approached 1D conditions both behind the crest and away from the toe. The amount of amplification also appeared to increase with increasing motion intensity; specifically in the stronger of the three motions, the topographic amplification distribution strongly resembles the displacement field of a slope stability failure.

By contrast, the maximum amplification for both the centrifuge experimental data and the full-container numerical simulations, and regardless of the shaking intensity, was observed at the top left corner (see Figure [18]). Considering that the interface between soil and container—the interface of a granular medium and a metal surface– has practically no cohesion, the top corner of the model responds during load reversal as a vertical (90\(^\circ\)) slope, much more prone to localized amplification and slope stability failure than the 30\(^\circ\) slope; It is also possible that the pounding of the container rings may have accentuated the high shaking at the top left corner.

Note also that the peak acceleration contours of the centrifuge experimental data show a clear minimum at the mid-point of the model close to the base, and a radically increasing peak acceleration away from that point towards the bottom corner of the model. This effect, which did not appear in the full-container simulations, is additional evidence of the rigid body rocking of the centrifuge container, which contributed to the increased level of acceleration near the container boundaries and at the surface compared to our extended “free-field” simulations.

We next estimated the effects of the lateral boundaries on the measured crest-to-free field spectral ratio. Figure [19] compares the spectral ratio predicted by the model shown in Figure [17] to the spectral ratio from the simulated centrifuge model test (Figure [2]). Although the comparison of maximum acceleration contours shown in Figure [18] revealed significant lateral boundary effects, the crest-to-free field spectral ratios weren’t significantly affected by lateral boundary reflections. This finding suggests that despite the prominent boundary effects in the physical model experiments, reflections attenuated rapidly and its influence on the response of the central part of the model where the topographic feature was located was small.

3.3. Effects of the aluminum base plate

We last compared the experimental topographic amplification factor (corrected using equation (5)) to the numerical amplification factor of the free-field halfspace model, defined by equation [8]

\[ S_{R_{Crest}} = \frac{A_{B}^{Crest}(\omega)}{A_{B}^{eff}(\omega)} \]

where \(A_{B}^{Crest}(\omega)\) and \(A_{B}^{eff}(\omega)\) here describe the Fourier amplitude spectra of the response behind the crest and in the free-field, respectively, computed on the surface of the same model as shown in Figure [14] in contrast to equation (5), no correction was necessary in this case.

Figure [21] compares the two factors, and reveals fundamental differences between the numerical free-field halfspace model and the centrifuge experimental results: the former shows practically no topographic amplification in the entire frequency range 1-20Hz. Comparison between the free-field numerical models with and without baseplate (also in Figure [21]), both free of boundary reflections from the centrifuge box, shows that the topographic amplification of the 30\(^\circ\) slope (at 3~4Hz and 7~8Hz) most likely manifested as a consequence of energy reflections by the baseplate. In other words, the base plate in this 2D model trapped and amplified propagating waves— including the inclined reflected, converted and scattered from the surface slope— similarly to a 1D soil layer overlying bedrock. However, the traditional approach of normalizing the 2D response at the crest by the corresponding 1D surface motion does not remove
the additional 2D amplification caused by the stiff layer; the topographic amplification with rigid layer is thus higher than the one resulting from the same geometry on a halfspace.

4. Conclusions

We presented a study where numerical simulations were used to understand and extend a study of centrifuge experiments on topographic amplification. First, we used the experimental data to validate the numerical models. Then, we identified limitations of centrifuge experiments for this class of problems, pertaining to conflicting constraints of frequency input, material stiffness, slope size, and container dimensions. Unavoidable trade-offs in the experimental design led to compromises in the distance of the scatterer (the slope) from the boundaries, which likely yielded spurious reflections. Our analysis also suggested that the rigid-body rocking motion of the centrifuge container likely increased the experimental topographic spectral ratios, contributing to the discrepancy between the simulated and observed spectral ratios.

Despite the compromise made in designing the experiment and the influence of the container rocking, we found that the lateral boundary effect had a small impact on the crest-to-free field spectral ratio. Our study also showed that the baseplate (or a stiff underlying layer in a free-field configuration) was instrumental in trapping and amplifying the non-1D scattered waves, which manifested as spectral ratio peaks at 3–4Hz and 7–8Hz. In absence of the stiff baseplate, topographic amplification would have been much smaller.

Results of this study suggest that topographic effects are significantly affected by the underlying soil stratigraphy. Ground motion amplification on the crest in excess of 1D response was much more pronounced when we added a stiff layer several feet below, indicating that soil amplification is coupled with topographic effects. This finding, consistent with numerous previous studies, is contrary to procedures of European design codes and seismological models —where topographic effects are treated as path effects at best, and are thus superimposed (uncoupled) to 1D soil amplification factors. In this context, our study indicates that coupling of soil response and topographic effects is an important, poorly understood phenomenon that merits additional research, which should be accompanied by detailed geophysical investigations on elevated sites.

More importantly yet, our results demonstrate how combining centrifuge experimental data with numerical simulations can deepen our understanding of geotechnical earthquake engineering problems. Despite the limitations of the physical and numerical models presented in this study (e.g. PGA up to 0.6g, shear strain up to 0.1%, and the effect of container boundary), they were each invaluable in providing an extensive and essential validation dataset and parametric search space correspondingly. The validated numerical models further analyzed enabled us to disentangle the interfering reflected waves recorded in the centrifuge, and to demonstrate that flexible container tests can be successfully used to understand the effects of topography in strong ground motion. Overall, the findings of this study clearly demonstrate that future studies will benefit from clear understanding and careful considerations of capabilities and limitations of the investigation methods and that the numerical modeling and the lab testing (or the field testing) methods should complement each other.
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Figure 18: Snapshots of maximum acceleration contours from the centrifuge experiments and numerical simulations: The first row represents the result from BPTS315 recording scaled by a factor of 0.5, the second row is from RICK55, a train of narrow-band pulses, unscaled, and the third row is from TCU078E recording, unscaled.
Figure 19: Comparison of median spectral ratios at the crest relative to the free field. The difference between two curves represent the effect of lateral boundary on the median crest-to-free field spectral ratio.

Figure 20: Comparison of the median surface to baseplate spectral ratio for flat and slope model. The peak at 2Hz represents the fundamental mode of 1-D site response, which is almost unaffected by the topography effect.
Figure 21: Median spectral ratios at the crest relative to the free field: container boundary vs free-field boundary. Horizontal accelerations recorded at the crest with halfspace model show negligible topographic effects, indicating the topography effect observed during experiments are highly attributed to the presence of a nearly rigid baseplate.
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