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Abstract

A D-semigroup S is a semigroup equipped with an operation D satisfying laws
asserting that for a ∈ S, D(a) is the smallest e in some set of idempotents U ⊆ S for
which ea = a. D-semigroups correspond to left-reduced U -semiabundant semigroups.
The basic properties and many examples of D-semigroups are given. Also considered
are D-rings, whose multiplicative semigroup is a D-semigroup. Rickart ∗-rings provide
important examples, and the most general D-rings for which the elements of the form
D(a) constitute a lattice under the same meet and join operations as for Rickart ∗-rings
are described.

1 Introduction

First some notation. Recall that a band is a semigroup in which every element is idempotent,
so that x2 = x is a law. We use the term “semilattice” for both commutative bands and
posets on which the least upper bound of any two elements exists; context will indicate
which meaning is intended. The set of all idempotents on a semigroup S is denoted by
E(S), which is partially ordered if we define e ≤ f if and only if e = ef = fe, and we
call this the standard order on E(S) (and indeed on any subset of E(S)). The set of
central idempotents in the semigroup S is C(S) = {e ∈ E(S) | ea = ae for all a ∈ S}, a
subsemigroup of S which is a semilattice.

An involution on a semigroup or ring S is a unary operation ∗ for which, for all a, b ∈ S,
(a∗)∗ = a, (ab)∗ = b∗a∗, and in the ring case, (a + b)∗ = a∗ + b∗. Denote by E∗(S) the set
of all symmetric idempotents: those e ∈ E(S) for which e∗ = e.

If X is a set, R(X) denotes the semigroup of binary relations on X, P(X) the semigroup
of partial functions X → X, and T (X) the semigroup of transformations on X. For
ρ ∈ R(X), define dom(ρ) = {x ∈ X | (x, y) ∈ ρ for some y ∈ ρ} (the usual definition of
domain if ρ ∈ P(X)), and define ran(ρ) dually.

In a ring A, the circle composition operation ◦ is given by a ◦ b = a + b − ab for all
a, b ∈ A, and is associative.

We say the semigroup S is a D-semigroup if there exists some U ⊆ E(S) such that, for all
a ∈ S, there is a smallest e ∈ U (with respect to the standard order) with the property that
ea = a, and then we call this element D(a). It is clear that D(S) = {D(a) | a ∈ S} = U .

In a D-semigroup, the mapping a 7→ D(a) determines a unary operation D on S, and
the following is obvious.

Proposition 1.1 Let S be a D-semigroup with respect to U ⊆ E(S). Then S satisfies the
following laws: for all a, b ∈ S,
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1. D(a)a = a

2. D2(a) = D(a)

3. D(ab)D(a) = D(a)D(ab) = D(ab).

In fact these laws characterise D-semigroups.

Proposition 1.2 Suppose S is a unary semigroup satisfying the three laws listed in the
previous result. Then S is a D-semigroup with respect to D(S) = {D(a) | a ∈ S} ⊆ E(S).

Proof. From the first law, we obtain D(D(a))D(a) = D(a), so from the second, D(a)2 =
D(a). Hence D(S) = {D(s) | s ∈ S} ⊆ E(S). If ea = a for some e ∈ D(S), then
eD(a) = eD(ea) = D(e)D(ea) = D(ea) = D(a), and similarly D(a)e = D(a), so D(a) ≤ e.
So by the first law, D(a) is the smallest element e of D(S) for which ea = a. 2

With D viewed as an operation in this way, the class of D-semigroups is a finitely based
variety of unary semigroups. An important subvariety is defined by the additional law
D(a)D(b) = D(b)D(a), which is easily seen to be equivalent to assuming that D(S) is a
semilattice. These objects are called type SL γ-semigroups in [2] and left C-semigroups in
[19].

D-semigroups arise as one-sided versions of the U -semiabundant semigroups discussed
in [24]. These are first introduced in [23], where a connection with Rees matrix semigroups
is made. To define U -semiabundant semigroups, we must define the following generalised
Green’s relation on the semigroup S, in terms of U ⊆ E(S):

(x, y) ∈ R if for all e ∈ U , ex = x ⇔ ey = y.

Now R is an equivalence relation, and S is said to be left U -semiabundant if each R-class
contains at least one element of U .

If S is a semigroup, we say U ⊆ E(S) is left-reduced if for all e, f ∈ U , e = fe⇒ e = ef .
Suppose S is a left U -semiabundant semigroup and U is left-reduced. Then each R-class
contains a unique element of U , as follows from the arguments given in [24], easily adapted
to the one-sided case. If then e is the unique element of U in the R-class containing a,
then, as in Lemma 1.2 in [24], ea = a, and for all f ∈ U , fa = a ⇔ fe = e; but fe = e
implies ef = e, so e ≤ f . So e ∈ Ra is the smallest f ∈ U for which fa = a, and so S is a
D-semigroup with D(S) = U . Conversely, it is just as easy to see that a D-semigroup is a
left D(S)-semiabundant semigroup in which D(S) is left-reduced, and D(a) is the unique
element of D(S) in the R-class containing a. Summarising, we have the following.

Proposition 1.3 Let S be a semigroup, with U ⊆ E(S). Then S is a D-semigroup in which
D(S) = U if and only if S is a left U -semiabundant semigroup in which U is left-reduced.

The idea is easily dualised. An R-semigroup is a semigroup S for which there exists some
U ⊆ E(S) such that, for all a ∈ S, there is a smallest e ∈ U (with respect to the standard
order) with the property that ae = a. These are characterised by the obvious right-sided
variants of the laws given in Proposition 1.1. There is also a characterisation along the lines
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of Proposition 1.3, in terms of the notion of right U -semiabundant semigroups in which U
is right-reduced (ef = e implies fe = e for all e, f ∈ U), defined using a generalised Green’s
relation L which is a left-sided version of R given above.

In a D-semigroup S, D(S) is left-reduced though not necessarily right-reduced. If it is
both we say D(S) is reduced, and we also simply say that the D-semigroup S is reduced.
Similarly for an R-semigroup S in which R(S) is both left- and right-reduced.

A DR-semigroup is a semigroup which is both a D-semigroup and an R-semigroup
relative to the same set of idempotents U . These may be characterised equationally using
the union of the D-semigroup and R-semigroup laws, along with the following pair:

D(R(a)) = R(a), R(D(a)) = D(a) for all a ∈ S.

DR-semigroups are exactly reduced U -semiabundant semigroups in the sense of [24] in which
D,R are made into unary operations.

In [24], the U -semiabundant semigroup S is said to be U -semiadequate if ef = fe for all
e, f ∈ U . Obviously this property implies that S is reduced. Again, there are obvious one-
sided variants, giving rise to the notions of left and right U -semiadequate semigroups. In the
language of D-semigroups, this property is obviously expressible as D(a)D(b) = D(b)D(a),
which implies that D(S) is a semilattice, and we are back to the type SL γ-semigroups of
[2] and the left C-semigroups of [19]. Here, we shall call a D-semigroup D-semiadequate if
it satisfies the law D(a)D(b) = D(b)D(a).

Many examples and subclasses of D-semiadequate D-semigroups are considered in [19].
Some of the most important D-semiadequate DR-semigroups are those in which D(a) and
R(a) model notions of domain and range for certain types of generalised functions (hence
the use of “D” and “R” throughout this article). Thus if D(f) is defined to be the subset
of the diagonal relation (restriction of the identity map) on X to the domain of the partial
transformation f ∈ P(X) on X, then P(X) is a D-semiadequate DR-semigroup in which
D(P(X)) consists of all restrictions of the identity function; dually for range. These opera-
tions also make sense for the semigroup of binary relations on a set, on which the operation
D, as well as D and R together, have been studied in a computer science setting in [27].

The D-semiadequate semigroups embeddable in P(X) for some X can be specified by
one additional equation (namely, aD(b) = D(ab)a), thereby giving the variety of left re-
striction semigroups, considered by a great many authors and under many different names;
see [34] and [36] where the axiomatization was first shown to be complete, [19] and [26]
where this was re-discovered, as well as [12] and [13], where they arise as weakly left E-
ample semigroups. The axioms for those D-semiadequate DR-semigroups embeddable in
P(X) equipped with both domain and range operations were provided by [32], following a
correction to a result in [34].

Restriction semigroups are themselves generalisations of inverse semigroups in which
one defines D(a) = aa′ (and R(a) = a′a), where a′ is the inverse of a; the Vagner-Preston
Theorem ([29], [37], [38]), shows that D,R can in this case be interpreted as nothing but
domain and range operations for semigroups of injective partial functions. A categorical
version is considered in [5] in the setting of “restriction categories”. In the one-sided case,
a type of ‘one-sided inductive category” is developed in [13], and restriction semigroups
are characterised in terms of them. A version in which the domain elements constitute a
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Boolean algebra, with connections to the algebra of computer programs, is considered in
[21].

In the setting of associative rings, a (left-sided versions of a) closure ring as considered
in [11] is a ring A whose multiplicative semigroup is D-semiadequate, so that D(A) is a
semilattice under multiplication, but also such that D(A) is closed under the circle compo-
sition operation ◦ (given by a ◦ b = a+ b− ab). It follows that D(A) is a distributive lattice
in which meet is multiplication and join is ◦.

But there are also many natural examples of D-semigroups and DR-semigroups which are
not (left) U -semiadequate. One of the most natural arises from the multiplicative semigroup
of a certain type of associative ring. A (left) Rickart ∗-ring is a ring with involution in which
the left annihilator of every element is generated as a left ideal by a symmetric idempotent
element (often called a projection in this setting). The main motivating example is the ring
of all bounded linear operators on a Hilbert space, in which the involution of an element is
its adjoint. This notion was first introduced by Maeda in [25].

A basic fact about a Rickart ∗-ring A is that for every a ∈ A, there are projections
LP (a), RP (a) such that LP (a)·a = a and a·RP (a) = a, and moreover these are respectively
the smallest projections e, f for which ea = a = af , under the standard order on the set of
projections. (See for example the first two pages of [3].) This means that the multiplicative
semigroup of A is a DR-semigroup, and one which is not generally D-semiadequate. In the
Rickart ∗-ring L(H) of all bounded linear operators on the Hilbert space H, for any f ∈
L(H), D(f) = LP (f) is the (orthogonal) projection of f onto the orthogonal complement
of the null space of f (a reasonable analog of domain), and R(f) = RP (f) is the orthogonal
projection onto the image of f . We return to this example later.

Any left zero semigroup is a D-semigroup, in which one defines D(a) = a for all a ∈ S.
This is easily seen to satisfy the axioms, and D(S) = S. In fact D(S) is flat under the
standard partial order, and indeed a ∈ S is the only e ∈ D(S) = S for which ea = a, hence
the smallest. Clearly this example is not D-semiadequate, nor is it a DR-semigroup.

Generalising a definition from [19], we say the D-semigroup S is full if D(S) = E(S).
It is of interest to determine those semigroups that are full D-semigroups. A necessary
condition is that E(S) be left-reduced; in the two-sided case, it must be reduced.

Every left zero semigroup is full as a D-semigroup. Inverse semigroups are full DR-
semigroups. Indeed if in a regular semigroup S it happens that E(S) is reduced, then S is
inverse; see [16]. So in particular, a regular DR-semigroup is full if and only if it is inverse.
On the other hand, every left zero semigroup is a regular full D-semigroup which is not
reduced.

It also follows that none of T (X),P(X),R(X) is full if |X| > 1. For suppose {x, y} ⊆ X
with x 6= y. Then e = {(x, x), (y, x)} and f = {(x, y), (y, y)} are evidently idempotent in
P(X) ⊆ R(X), and satisfy ef = f, fe = e.

The remainder of this paper is structured as follows. First we consider some of the most
important special kinds of D-semigroups, defined by the congruence conditions which feature
in Lawson’s work on the D-semiadequate case in [24]. These are shown to arise in many
different ways. Attention then turns to D-semigroups having an involution operation under
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whichD(S) is closed. The notion of a ∗-full involuted D-semigroup (in whichD(S) = E∗(S))
is introduced. It is shown that although it is not full, R(X) is ∗-full (where ∗ is relational
converse). It is also shown that all DR-semigroups arise from such involuted D-semigroups.
Versions of the semigroup results for the case of rings are then considered: many of the
properties coincide or have simpler forms in the ring setting. In the D-semiadequate case,
further simplifications occur. One of the important properties of a Rickart ∗-ring A is that
D(A) constitutes a lattice (indeed an orthomodular one) under operations expressible in the
language of D-rings, and in the final section we determine the most general D-ring setting
in which D(A) is a lattice under these operations. Some subdirect product representations
are then given in the D-semiadequate case.

2 The congruence conditions and related properties

2.1 The left and right congruence conditions

We say the D-semigroup S satisfies the left congruence condition if D(ab) = D(aD(b)) for
all a, b. There is an obvious right congruence condition for R-semigroups. A DR-semigroup
satisfying both is said to satisfy the congruence condition. As in [24], the left congruence
condition is equivalent to R being a left congruence, and dually for the right congruence
condition with respect to L.

Because in any D-semigroup, D(aD(b))ab = D(aD(b))aD(b)b = aD(b)b = ab, we always
have D(ab) ≤ D(aD(b)). So the left congruence condition is equivalent to the apparently
weaker law D(aD(b)) ≤ D(ab).

The congruence conditions feature heavily in the D-semiadequate cases considered in the
literature. The D-semiadequate DR-semigroupR(X), in whichD(R(X)) is all subsets of the
diagonal relation, satisfies both congruence conditions, hence so does any DR-subsemigroup
of it (hence all inverse semigroups with D(a) = aa′ and R(a) = a′a for all a, and more
generally all two-sided restriction semigroups). The domain semirings considered in [27]
(where algebras of binary relations are modelled) satisfy the left congruence condition.
Further examples are given in [24], which concentrates mainly on D-semiadequate DR-
semigroups satisfying the congruence condition. Shortly we encounter non-D-semiadequate
examples that arise from the multiplicative semigroups of rings.

On the other hand, examples of D-semiadequate D-semigroups not satisfying the left
congruence condition are given in [19]. A non-D-semiadequate example is the rectangu-
lar band on the set X × X on which we define (a, b)(c, d) = (a, d) for all a, b, c, d ∈ X:
defining D((a, b)) = (a, a) and R((a, b)) = (b, b) gives a DR-semigroup not satisfying either
congruence condition.

DR-semigroups satisfying the congruence condition can be viewed as (small) categories,
as in [24]. Indeed it follows easily from Theorem 1.7 in [24] that there is a functor from
the category of DR-semigroups satisfying the congruence condition (having as arrows all
DR-semigroup homomorphisms) to the category of small categories and functors. In [24],
D-semiadequate DR-semigroups satisfying the congruence condition are called Ehresmann
semigroups, and are characterised in terms of certain types of ordered categories.
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2.2 D-abundant D-semigroups

Historically, the notion of a semiabundant semigroup, which is a semigroup S that is an
E(S)-semiabundant semigroup, preceded that of a general U -semiabundant semigroup.
Semiabundant semigroups were introduced by El-Qallali in [7], and are themselves gen-
eralisations of both regular semigroups and abundant semigroups, the latter first studied
by Fountain [9]. The original abundant semigroup notion is two-sided, but there are obvious
one-sided definitions, which we turn to next.

We say that a semigroup S is left-abundant if every R∗-class of S contains at least one
idempotent. Here R∗ is a generalised Green’s relation (equivalently) defined as follows:
(a, b) ∈ R∗ providing

for all x, y ∈ S1, xa = ya if and only if xb = yb.

(Here S1 is the semigroup S with an identity adjoined.) Evidently R∗ ⊆ R (where R is
defined relative to some U ⊆ E(S)). If e ∈ E(S), then (a, e) ∈ R∗ if and only if ea = a and
for all x, y ∈ S1, xa = ya implies xe = ye. The notion of right-abundant is defined using the
equivalence relation L∗, which is defined dually to R∗; and “abundant” = “left abundant
+ right abundant”.

As Theorem 1.5 of [24] shows (itself based on results in [10]) and [16], abundant semi-
groups satisfy R = R∗ and L = L∗ (where U = E(S)), and so are semiabundant, satisfying
the congruence condition (meaning that R is a left congruence and L a right congruence).
But they need not be D-semigroups.

In [1], an abundant semigroup is called amiable if there is a unique idempotent in every
L∗-class and every R∗-class. In Table 1 on page 4441 of [1], a 4-element amiable semigroup
S is given. By the previous comments this semigroup must be semiabundant, and because
E(S) is reduced (as is easily checked), it is a full DR-semigroup satisfying the congruence
conditions. Note that it is not D-semiadequate.

A generalisation beckons. We say the semigroup S with U ⊆ E(S) is left U -abundant if
everyR∗-class of S contains at least one idempotent in U ; define the terms right U -abundant
and U -abundant in the obvious ways. Because R∗ ⊆ R, it is immediate that if S is left
U -abundant, then it is left U -semiabundant. The next result then follows immediately.

Proposition 2.1 Let S be a semigroup with U ⊆ E(S) left-reduced. If S is left U -abundant,
then S is a D-semigroup with D(S) = U .

We call a D-semigroup as in this last result D-abundant. There are obvious definitions
for R-abundant and DR-abundant.

Proposition 2.2 Let S be a D-semigroup. The following are equivalent.

1. S is D-abundant.

2. For all x, y ∈ S1, xa = ya implies xD(a) = yD(a).

In this case, S satisfies the left congruence condition.
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Proof. (1) ⇒ (2) is immediate. Conversely, if (2) holds, then since D(a)a = a, it is
obvious that (a,D(a)) ∈ R∗, and so S is D-abundant.

Under these conditions, for all a, b ∈ S, becauseD(ab)ab = ab, it follows thatD(ab)aD(b) =
aD(b), so D(aD(b)) ≤ D(ab), establishing the left congruence condition. 2

The law in (2) of Proposition 2.2 is not necessary for the left congruence condition. For
example, if S = R(X), the D-semiadequate D-semigroup of binary relations on X, with
D(ρ) equal to the restriction of the diagonal to dom(ρ), (2) fails (as easy examples show).
In fact (2) holds on the sub-D-semigroup of injective partial functions in R(X).

The following proves useful.

Lemma 2.3 Let S be a D-abundant D-semigroup. Then for e ∈ E(S), eD(e) = D(e).

Proof. For e ∈ E(S), e = e2 = D(e)e, so eD(e) = D(e)D(e) = D(e) by Proposition 2.2.
2

Corollary 2.4 Let S be a D-abundant D-semigroup. Then every idempotent commuting
with all of D(S) is itself in D(S), so in particular C(S) ⊆ D(S).

Proof. If e ∈ E(S) commutes with all of D(S), then e = D(e)e = eD(e) = D(e) by
Lemma 2.3, so e ∈ D(S). 2

2.3 Strong D-semigroups

A D-semigroup S is strong if for all a ∈ S there exists b ∈ S for which ab = D(a). Evidently
this is true for inverse semigroups (let b = a′ for example) and implies regularity. An R-
semigroup is strong if for all a ∈ S there is b ∈ S such that ba = R(a), and a DR-semigroup
is strong if it is strong as both a D-semigroup and an R-semigroup. These properties were
explored in the D-semiadequate case in [19], and the following simplification of axioms
adapts easily from that case.

Proposition 2.5 Suppose the semigroup S equipped with the unary operation D satisfies
the following laws:

1. D(a)a = a;

2. D(ab) = D(ab)D(a);

3. for all a ∈ S there exists b ∈ S such that ab = D(a).

Then S is a strong D-semigroup.

Proof. Let a, b ∈ S. Then there exist a′, b′, c ∈ S such that aa′ = D(a), bb′ = D(b) and
abc = D(ab). Then D(a)D(ab) = D(a)abc = abc = D(ab). Also,

D(b) = D(D(b))D(b) = D(bb′)D(b) = D(bb′) = D(D(b)).

So all the D-semigroup laws are satisfied. 2

Next is a fact not observed in [19], even for the D-semiadequate case considered there.

7



Proposition 2.6 Every strong D-semigroup satisfies the left congruence condition.

Proof. Let b′ ∈ S be such that bb′ = D(b). Then D(aD(b)) = D(abb′) ≤ D(ab). 2

So every strong D-semigroup is regular and satisfies the left congruence condition. The
converse fails: the full transformation semigroup T (X) on the set X is a regular restriction
semigroup (indeed a monoid) in which D(a) = 1 for all a, which clearly satisfies the left
congruence condition, but this D-semigroup is not strong since most of its elements do not
have right inverses.

2.4 Connection with first projection quasi-orders

The relation � on R(X), defined by ρ � θ if and only if dom(ρ) ⊆ dom(θ), is a quasi-
order (a reflexive transitive relation) and, as shown by Schein, is otherwise axiomatized on
semigroups of binary relations by the two laws

• ρθ � ρ for all ρ, θ ∈ R(X) and

• if ρ1 � ρ2 then θρ1 � θρ2 for all ρ1, ρ2, θ ∈ R(X).

The same laws axiomatize semigroups of partial functions equipped with this quasi-order.
(See [30] or [33].) A quasi-order satisfying these two laws on an abstract semigroup is called
a first projection quasi-order.

If we define the binary relation � on the D-semigroup S by a� b if and only if D(a) ≤
D(b), it is clear that � is a quasi-order on S, satisfying ab� a for all a, b ∈ S (indeed this
condition is equivalent to the law D(ab) ≤ D(a) for D-semigroups).

Proposition 2.7 Let S be a D-semigroup with � defined as above on S. Then � is a first
projection quasi-order on S if and only if S satisfies the left congruence condition.

Proof. Let S be a D-semigroup. Suppose it satisfies the left congruence condition.
Defining a� b as indicated, if a1 � a2 then D(a1) ≤ D(a2), and so

D(bD(a2))bD(a1) = D(bD(a2))bD(a2)D(a1) = bD(a2)D(a1) = bD(a1),

and so D(ba1) = D(bD(a1)) ≤ D(bD(a2)) = D(ba2), so ba1 � ba2. So � is a first projection
quasi-order.

Conversely, suppose � is a first projection quasi-order on S. Then for a, b ∈ S,
D(D(b)) = D(b), so in particular, D(b) � b, and so aD(b) � ab, so that D(aD(b)) ≤ D(ab).
2

2.5 Congruences

A congruence on a D-semigroup is assumed to be compatible with D as well as with the
semigroup operation; likewise for R-semigroups and DR-semigroups. We next generalise
Proposition 4.2 of [19], itself a generalisation of a known result for inverse semigroups
relating congruences and traces.
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For S a D-semigroup, define the trace of the congruence θ on S to be its restriction
to D(S); since D(S) is a subalgebra, the trace of θ is a congruence on it. In general, if ρ
is a congruence on D(S), we say ρ is normal if it satisfies the following condition: for all
e, f ∈ D(S) and x ∈ S,

e ρ f ⇒ D(xe) ρ D(xf) and D(ex) ρ D(fx).

It is easy to see that the trace of any congruence on S is a normal congruence on D(S).
This use of the term “normal congruence” is consistent with its usage for left C-

semigroups as in [19], at least if the left congruence condition is assumed. In [19], the
definition given was: for all a, b, x ∈ S,

D(a) ρ D(b) ⇒ D(xa) ρ D(xb).

However, this condition is equivalent to the condition e ρ f ⇒ D(xe) ρ D(xf) if the left
congruence condition is assumed, and in the D-semiadequate case considered in [19], the
other half is immediate if the left congruence condition is assumed because D(ex) = eD(x),
and so e ρ f ⇒ D(ex) ρ D(fx).

Let S be a D-semigroup. For ρ a normal congruence on D(S), define

ρm = {(a, b) ∈ S × S | D(a) ρ D(b) and for all e ∈ D(S), D(ae) ρ D(be)}.

Theorem 2.8 Suppose S satisfies the left congruence condition. The relation ρm as just
defined is the largest congruence on S having trace ρ.

Proof. The proof follows similar lines to that of Proposition 4.2 in [19]. Thus, ρm is
evidently an equivalence relation on S, moreover one respecting D: for if a ρm b then
D(a) ρ D(b), so D(D(a)) ρ D(D(b)), and so because ρ is normal, for all e ∈ D(S) we have
D(D(a)e) ρ D(D(b)e), and so D(a) ρm D(b).

Suppose (a, b) ∈ ρm with x ∈ S. Then D(a) ρ D(b) and D(ae) ρ D(be) for all e ∈ D(S),
so by normality of ρ and the left congruence condition, D(xa) = D(xD(a)) ρ D(xD(b)) =
D(xb), and similarly, for all e ∈ D(S), D(xae) = D(xD(ae)) ρ D(xD(be)) = D(xbe), so by
definition, xa ρm xb. Also, for all e ∈ D(S), D(axe) = D(aD(xe)) ρ D(bD(xe)) = D(bxe),
and also D(ax) = D(aD(x)) ρ D(bD(x)) = D(bx). So ax ρm bx. So ρm is a D-semigroup
congruence.

We show ρm has trace ρ. If e ρ f then D(e) = e ρ f = D(f), and for all g ∈ D(S),
D(eg) ρ D(fg) by normality of ρ, so e ρm f . Conversely, if e, f ∈ D(S) are such that
e ρm f , then e = D(e) ρ D(f) = f .

Finally, we show ρm is the largest congruence with trace ρ. Suppose θ is another such,
with a θ b. Then D(a) θ D(b), so D(a) ρ D(b). Also, for all e ∈ D(R), ae θ be, so
D(ae) θ D(be), and so D(ae) ρ D(be). So a ρm b by definition. Hence θ ⊆ ρm. 2

In the special case that ρ = 4, the diagonal relation on D(S), ρm is the largest congru-
ence on S separating elements of D(S).
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2.6 Normality

The left congruence condition can be usefully weakened somewhat. We say the D-semigroup
S is (left) normal if for all a ∈ S and e ∈ D(S), D(ea) = D(eD(a)). (Note that this usage of
the word “normal” is unrelated to the one applying to congruences used above.) Evidently
the left congruence condition implies normality (we omit “left” if the context is clear). In
[20], this property was defined as eD(a) = D(ea), which is easily seen to be equivalent to
the current definition in the D-semiadequate case considered there, but is not in general
(since it implies that D(S) is closed under multiplication). Any direct product of monoids
with zero is a normal D-semiadequate D-semigroup if D((ai)) = (ei), where ei = 0 if ai = 0
and ei = 1 otherwise; generally such examples do not satisfy the left congruence condition.
The normality property will feature in our work on rings.

3 Involuted D-semigroups

Involutions on semigroups are common. Relational converse (given by (x, y) ∈ ρ∗ if and
only if (y, x) ∈ ρ) is an involution on R(X). The inverse operation on an inverse semigroup
is an involution. Transposition on the semigroup under multiplication of n × n matrices
over a ring is an involution.

A semigroup with involution is a semigroup S equipped with an involution, viewed as a
unary semigroup. The following is routine to verify.

Proposition 3.1 Let S be a D-semigroup which is also a semigroup with involution. Then
defining R(a) = D(a∗)∗ makes S an R-semigroup. This definition makes S a DR-semigroup
if and only if e∗ ∈ D(S) for all e ∈ D(S) (equivalently, D(D(a)∗) = D(a)∗ for all a ∈ S),
and then R(a) = D(a∗) for all a ∈ S.

Because of this last result, if S is a D-semigroup which is also a semigroup with involution
∗, we call it involuted if D(D(a)∗) = D(a)∗ for all a ∈ S. Every involuted D-semigroup is to
be thought of as a DR-semigroup as in Proposition 3.1. If an involuted D-semigroup satisfies
the left congruence condition then it satisfies both congruence conditions when viewed as a
DR-semigroup; similarly for normality.

If an involuted D-semigroup satisfies the generally stronger condition that D(a)∗ = D(a)
for all a ∈ S, we call it a symmetric involuted D-semigroup.

We say an involuted D-semigroup S is ∗-full if D(S) = E∗(S); of course such S will
be symmetric. Inverse semigroups are ∗-full involuted D-semigroups (and indeed are full
since E∗(S) = E(S)). The multiplicative D-semigroup of a Rickart ∗-ring is ∗-full, as noted
earlier; indeed this is a special case of the following useful fact.

Lemma 3.2 Every symmetric involuted D-abundant D-semigroup is ∗-full.

Proof. Let S be a symmetric involuted D-abundant D-semigroup. Of course D(S) ⊆
E∗(S) by symmetry. Conversely, let e ∈ E∗(S). Then D(e) = eD(e) by Lemma 2.3, so
D(e)∗ = D(e)∗e∗, and so D(e) = D(e)e = e, so e ∈ D(S). 2

The D-semiadequate D-semigroup R(X) on which D(ρ) is the restriction of the diag-
onal relation to dom(ρ) is symmetric involuted, hence is not D-abundant by the previous
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lemma, since D(R(X)) 6= E∗(R(X)). Those D-semigroups (and indeed DR-semigroups)
embeddable in R(X) admit no finite axiomatization; see Theorem 10.1 of [22]. However,
those ordered involuted semigroups embeddable in (R(X), ·, D,R,∗ ,⊆), where ∗ is relational
converse and ⊆ denotes set inclusion as usual, do admit a finite axiomatization; see [4].

Although not full, R(X) is ∗-full, as we next show. In [31], Schein describes arbitrary
idempotent relations on X: they are quasi-orders possibly missing certain pairs (x, x).

Lemma 3.3 For X non-empty, e ∈ E∗(R(X)) if and only if e is an equivalence relation
on dom(e).

Proof. Any equivalence relation on Y ⊆ X is symmetric and transitive, so e = e∗ and
e2 ⊆ e. Conversely, if (x, y) ∈ e then (y, x) ∈ e, so (x, x) ∈ e2 ⊆ e, and since (x, x), (x, y) ∈ e,
also (x, y) ∈ e2. So e2 = e.

Conversely, if e2 = e = e∗, then e is symmetric and transitive, and it follows easily that
e is an equivalence relation on dom(e). 2

Lemma 3.4 For e, f ∈ E∗(R(X)), e ≤ f if and only if each e-class in dom(e) is a union
of f -classes.

Proof. Suppose e ≤ f . So e = ef = fe. If x ∈ dom(e) then (x, x) ∈ e since e is an
equivalence relation on its domain. Hence there is y such that (x, y) ∈ e and (y, x) ∈ f .
So (x, y) ∈ f and so x ∈ dom(f). So dom(e) ⊆ dom(f). If (x, x) ∈ e and (x, y) ∈ f then
because e = ef , (x, y) ∈ e. So each e-class is a union of f -classes.

On the other hand, suppose e, f are symmetric and transitive, and every e-class is a
union of f -classes. If (x, y) ∈ e, then (y, y) ∈ f , so (x, y) ∈ ef , and so e ⊆ ef . Conversely
if (x, y) ∈ ef then (x, u) ∈ e and (u, y) ∈ f for some u, so as (u, u) ∈ e and the e-class
containing u is a union of f -classes, we have that (u, y) ∈ e, and so (x, y) ∈ e by transitivity,
and so ef ⊆ e. Hence e = ef = fe, and e ≤ f . 2

For ρ ∈ R(X), we define the kernel of ρ in the obvious way:

ker(ρ) = {(x, y) | (x, z) ∈ ρ if and only if (y, z) ∈ ρ, for all z ∈ X}.

Theorem 3.5 The involuted semigroup R(X) is ∗-full, with

D(ρ) = ker(ρ) ∩ (dom(ρ)× dom(ρ)).

Proof. If D(ρ) is defined as above, it is easy to see that D(ρ)ρ = ρ, for all ρ ∈ R(X).
Suppose ρ ∈ R(X), and that eρ = ρ with e ∈ E∗(R(X)). If x ∈ dom(ρ) then necessarily

x ∈ dom(e), and so (x, x) ∈ e. So dom(D(ρ)) ⊆ dom(e). If (x, y) ∈ e with x ∈ dom(D(ρ))
then ρ must be such that ρ(x) = ρ(y) 6= ∅ as x ∈ dom(D(ρ)), so y ∈ dom(D(ρ)) and of
course (x, y) ∈ D(ρ) by definition. So each D(ρ)-class in dom(D(ρ)) is a union of e-classes,
and so D(ρ) ≤ e by Lemma 3.4. 2

The ∗-full D-semigroup R(X) does not generally satisfy even normality, as the follow-
ing example shows. Let X = {a, b, c}, s = {(a, a), (b, b), (c, a), (c, b)}, with e the (total)
equivalence relation giving the partition {{a, b}, {c}} of X. Then

es = {a, b, c} × {a, b}, D(es) = {{a, b, c}},
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whereas D(s) = {{a}, {b}, {c}} and so eD(s) = e. So D(eD(s)) = D(e) = e 6= D(es).
A related D-semigroup structure on R(X) is obtained by letting D(R(X)) consist of

all equivalence relations on X, and then for a ∈ R(X), D(a) is the kernel of a as defined
above. This also gives a non-normal D-semigroup structure on R(X).

We next show that involuted D-semigroups are in a certain sense generic: all DR-
semigroups embed in involuted D-semigroups.

If S is a D-semigroup, then Sop is the R-semigroup which is the opposite semigroup
to S equipped with the obvious R-semigroup structure; similarly if S is a DR-semigroup,
then Sop is the opposite semigroup to S equipped with the obvious DR-semigroup structure
(obtained by interchanging D,R).

If S is a semigroup, define S ∗ S to be S × Sop equipped with involution as follows:
(s, t)∗ = (t, s) for all s, t ∈ S. If S is a DR-semigroup, then S ∗ S is a DR-semigroup
since it is a direct product of two DR-semigroups, and indeed is involuted because for any
(e, f) ∈ D(S ∗ S), D((e, f)∗) = D((f, e)) = (D(f), R(e)) = (f, e) = (e, f)∗. Moreover if S
has a zero element then S embeds in S ∗S as a subsemigroup, a copy being {(x, 0) | x ∈ S}.

Proposition 3.6 Let S be a D-semigroup (resp. DR-semigroup). If S0 = S ∪ {0} is the
usual extension of S by the inclusion of a zero element 0 not in S, then defining D(0) = 0
makes S0 a D-semigroup, in which D(S0) = D(S) ∪ {0} (and define R(0) = 0 in the
DR-semigroup case). Moreover S is a subalgebra (subsemigroup closed under D) of S0.

It is easy to check that under the above construction, the congruence conditions and
D-semiadequacy are passed from S to S0.

Proposition 3.7 Let S be a DR-semigroup. Then S embeds as a DR-semigroup in an
involuted D-semigroup T , which satisfies the congruence (resp. normal, D-semiadequate,
DR-abundant) conditions if S does.

Proof. Assume that S has a zero element 0 with D(0) = R(0) = 0, the general result
following from Proposition 3.6. S ∗S has as sub-DR-semigroup S1 = {(x, 0) | x ∈ S}, which
is easily seen to be isomorphic to S as a DR-semigroup.

That the congruence, D-semiadequate, normal and DR-abundant properties are inher-
ited follows because each of these properties is definable equationally. 2

The same construction allows us to reverse the process, and show that involuted D-
semigroups can themselves all be embedded in those of the form S ∗ S where S is a DR-
semigroup.

Corollary 3.8 Let S be an involuted D-semigroup. Then S embeds in the involuted D-
semigroup S ∗S (where S is viewed simply as a DR-semigroup), which satisfies the congru-
ence (resp. normal, D-semiadequate, DR-abundant) conditions if S does.

Proof. Again assume that S has a zero element 0, the general result following from
Proposition 3.6 (slightly modified to account for the presence of the involution). Define
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f : S → S ∗ S by setting f(a) = (a, a∗); then it is easily checked (and is presumably
well-known) that f is an involuted semigroup embedding. Moreover, for a ∈ S, D(f(a)) =
D((a, a∗)) = (D(a), R(a∗)) = (D(a), D(a)∗) = f(D(a)), so f is an involuted D-semigroup
embedding. It follows from the previous result that the left congruence condition, as well
as the normal and D-semiadequate properties, are passed from S to S ∗ S. 2

As in [8], a Baer ∗-semigroup is an involuted semigroup S together with a particular
choice of focal ideal K of S with the property that for every a ∈ S, the left ideal (a :
K) = {y ∈ S | ya ∈ K} is generated by a projection (a symmetric idempotent) a′. (In
fact this is a left-sided presentation of the notion considered in [8], obtained by reversing
all products.) Baer ∗-semigroups include as special cases the multiplicative ∗-semigroups
of Rickart ∗-rings, where one sets K = {0}. As noted in [8], a′′a = a. Since for all y ∈ S,
ya ∈ K if and only if y = ya′, it follows from a′a′ = a′ that a′a ∈ K, so a′ab ∈ K for all
b, so since also z(ab) ∈ K if and only if z(ab)′ = z, we obtain a′(ab)′ = a′, so a′ ≤ (ab)′,
and then it follows from one of the properties obeserved in [8] that (ab)′′ ≤ a′′. So setting
D(a) = a′′ for all a ∈ S, S becomes a (symmetric involuted) D-semigroup. This generalises
the previously observed fact for Rickart ∗-rings. Baer ∗-semigroups are not generally ∗-full.

4 D-rings

The example of Rickart ∗-rings shows that there are important D-semigroups arising as the
multiplicative semigroups of rings. In such cases, the ring structure can shed light on the D-
semigroup structure. A number of the properties of D-semigroups have alternative simpler
forms within the semigroups of rings, and often more can be said about the collection of
domain elements.

If A is a ring, we say it is a D-ring if it is multiplicatively a D-semigroup. All the defined
properties for D-semigroups are assumed to pass up to D-rings in the obvious way. D-rings
generalise the closure rings of [11], discussed earlier.

A D-ring which is an involuted ring for which the semigroup part is an involuted D-
semigroup is called an involuted D-ring. Similarly, a symmetric involuted D-ring A satisfies
D(a)∗ = D(a) for all a ∈ A. As for D-semigroups, an involuted D-ring is a DR-ring in
which R(a) = D(a∗)∗ for all a.

4.1 D-abundant D-rings

If D(0) = 0, the left congruence condition has an alternative form in rings.

Proposition 4.1 Let A be a D-ring. The following conditions are equivalent.

1. A satisfies the left congruence condition and D(0) = 0.

2. For all a, b ∈ A, if ab = 0 then aD(b) = 0.

Proof. (1) ⇒ (2). If ab = 0, then 0 = D(0) = D(ab) = D(aD(b)), so aD(b) = 0.
(2) ⇒ (1). D(0)0 = 0, so D(0) = D(0)D(0) = 0. As noted previously, for all a, b ∈ A,

D(ab) ≤ D(aD(b)), so D(aD(b))ab = ab = D(ab)ab, so (D(aD(b)) −D(ab))ab = 0, and so
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by (2), we may infer that (D(aD(b)) −D(ab))aD(b) = 0, and so aD(b) = D(ab)aD(b), so
D(aD(b)) ≤ D(ab). So the left congruence condition holds. 2

There is a converse of Proposition 2.2 in the ring case, at least when D(0) = 0.

Proposition 4.2 Suppose A is a D-ring. Then A is D-abundant if and only if it satisfies
the left congruence condition and D(0) = 0.

Proof. Let A satisfy the left congruence condition and D(0) = 0, with a ∈ A. If
xa = ya where x, y ∈ A, then (x− y)a = 0 so (x− y)D(a) = 0 by Proposition 4.1. and so
xD(a) = yD(a). If xa = a for some x ∈ A then (x −D(a))a = 0, so (x −D(a))D(a) = 0,
and so xD(a) = D(a). So by Proposition 2.2, A is D-abundant.

Conversely, if A is D-abundant then it satisfies the left congruence condition by Propo-
sition 2.2. By the same result, because 0 · 0 = 1 · 0 in the multiplicative semigroup A1,
0D(0) = 1D(0), that is, D(0) = 0. 2

Corollary 4.3 Suppose A is a D-ring. Then A is D-abundant if and only if ab = 0 implies
aD(b) = 0 for all a, b ∈ A.

There are obvious definitions for “R-abundant” and “DR-abundant”, and corresponding
variants of the above (and forthcoming) results.

The closure rings considered in [11] are D-semiadequate D-rings. Examples that are not
D-semiadequate are furnished by rings of operators. A (left) Rickart ring is a ring R in
which the left annihilator (0 : a) = {r ∈ R | ra = 0} of each a ∈ R is generated as a left
ideal by an idempotent (see [25]). Examples include all Baer rings. For many of the major
results, [3] is a convenient reference.

Theorem 4.4 Let A be a D-ring with identity. Then A is D-abundant if and only if A is
a Rickart ring in which (0 : a) = A(1−D(a)) for all a ∈ A.

Proof. Let e ∈ D(A). For x ∈ A, xe = 0 if and only if x(1 − e) = x, if and only if
x = y(1− e) for some y ∈ A as is easily seen. So (0 : e) = A(1− e).

Suppose A is D-abundant. For each a ∈ A, xa = 0 if and only if xD(a) = 0, if and only
if x(1−D(a)) = x− xD(a) = x. So (0 : a) = {x ∈ A | xa = 0} = (0 : D(a)) = A(1−D(a)).

Conversely, suppose A is a Rickart ring, with (0 : a) = A(1 − D(a)) for all a ∈ A. So
(0 : a) = (0 : D(a)) for all a ∈ A. So if xa = 0 for x, a ∈ A, then xD(a) = 0, so A is
D-abundant by Corollary 4.3. 2

An arbitrary Rickart ring A will not be a D-ring in any obvious way since in general
there are many candidates for the idempotent e that generates (0 : a), a ∈ A. This is
remedied by requiring that the idempotent be symmetric with respect to an involution,
yielding the notion of a Rickart ∗-ring, referred to in the Introduction.

There is a characterisation of D-abundant D-rings with identity that represents a gener-
alisation of the definition of Rickart ∗-rings. Let A be a ring with identity. We say E ⊆ E(A)
is complement-closed if 1 − e ∈ E whenever e ∈ E. Thus E(A) is complement-closed, and
so is E∗(A) if A is involuted.
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Proposition 4.5 Let A be a ring with identity, with U ⊆ E(A) complement-closed. The
following are equivalent.

1. A is a D-abundant D-ring in which D(A) = U .

2. U is left-reduced, and for all a ∈ A, there exists e ∈ U for which (0 : a) = Ae.

Proof. Suppose (1) holds. Then by Theorem 4.4, A is a Rickart ring in which for all
a ∈ A, (0 : a) = A(1−D(a)) = Ae for some e ∈ D(A) = U since e = 1−D(a) ∈ D(A). Of
course U is left-reduced. So (2) holds.

Conversely, suppose (2) holds. Then A is a Rickart ring. Pick a ∈ A, and suppose
(0 : a) = Ae where e ∈ U . Then e = e2 ∈ Ae, so ea = 0, and so e′a = a where
e′ = 1− e ∈ U . If fa = a for some f ∈ U then (1− f)a = 0, so 1− f ∈ (0 : a) = Ae, and so
1− f = (1− f)e. Hence f(1− e) = f − fe = 1− e, so because U is left-reduced, 1− e ≤ f .
Hence setting D(a) = 1 − e makes A a D-ring in which D(A) = U . So the Rickart ring A
satisfies (0 : a) = A((1−D(a)) for all a ∈ A as just shown. So A is D-abundant by Theorem
4.4. 2

Every Rickart ∗-ring A has an identity element which is a projection, since A = (0 : 0),
so A = Ae for some projection e, which is therefore a right identity. But for all a ∈ A,
a∗ = (ae)∗ = e∗a∗ = ea∗, so e is also a left identity (since every b ∈ A equals (b∗)∗), and
hence is an identity element; call it 1.

Corollary 4.6 Let A be an involuted ring with identity. The following are equivalent.

1. A is a D-abundant symmetric involuted D-ring.

2. A is a Rickart ∗-ring.

Proof. Assume (1). By Lemma 3.2, D(A) = E∗(A), which is trivially complement-closed
and so by Proposition 4.5, A is a a Rickart ∗-ring, proving (2).

Conversely, if (2) holds, then A with U = E∗(A) is obviously complement-closed, and
clearly satisfies condition (2) in Proposition 4.5, so A is a D-abundant D-ring, and evidently
symmetric involuted. 2

It follows that the class of Rickart ∗-rings is exactly the class of (reducts of) D-abundant
symmetric involuted D-rings with identity, and the correspondence is one-to-one. The latter
class is a variety of involuted D-rings, hence closed under the usual operators of taking
subalgebras, homomorphic images and direct products.

The D-ring point of view gives rise to an obvious generalisation of Rickart ∗-rings to
the case of rings without identity. For example, the ring of bounded linear operators on a
Hilbert space that have finite-dimensional images constitutes a sub-involuted D-ring of the
Rickart ∗-ring of all bounded linear operators, but has no identity element and so is not
itself a Rickart ∗-ring.

Similarly, there are natural examples without involution. The Rickart ∗-ring M3(R) of
3× 3 matrices with real entries (in which involution is transpose) contains as a sub-D-ring
A consisting of those matrices having third row all zeros. Note that, since D(a)∗ = D(a) for
all a ∈ M3(R), D(A) consists of the symmetric idempotents in A, and these have all zeros
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in the third column as well. It is straightforward to see that, with this D, A is a sub-D-ring
of M3(R). Clearly A is not a ∗-ring under transpose.

This line of argument generalises to the right annihilator of any element in a D-abundant
D-ring (such as a Rickart ∗-ring), which constitutes a sub-D-ring. In the case just considered,
one element of M3(R) having right annihilator A is the matrix with a “1” in the bottom
right position and which is zero elsewhere.) In general, the right annihilator of an element
in a Rickart ∗-ring is not closed under ∗.

All the examples just mentioned are at least D-abundant D-rings. It is therefore of
interest to generalise known facts about Rickart ∗-rings at least to D-abundant D-rings, or
perhaps even further. Indeed, Corollary 2.4 for D-abundant D-semigroups is a generalisation
of 3.8 in [3]. We obtain further such generalisations in what follows.

4.2 D-semiadequate D-rings

There are non-trivial examples of D-semiadequate DR-semigroups satisfying both congru-
ence conditions, such as R(X), with D(R(X)) defined to be the subsets of the diagonal
relation. But if the congruence conditions hold on a D-semiadequate DR-ring, it is of a
quite restricted form (at least if D(0) = R(0) = 0, so that it is DR-abundant).

A ring is said to be abelian if E(A) = C(A). By analogy, we say the D-ring A is D-
abelian if D(A) ⊆ C(A). Obviously, D-abelian D-rings are D-semiadequate. By Corollary
2.4, if the D-abundant D-ring A is D-abelian, then D(A) = C(A).

Evidently a D-abelian D-ring A is a DR-ring: R(a) = D(a) for all a ∈ A. (In [11],
this notion was considered in a more restricted way in the setting of closure rings: there, a
closure ring was said to be central if D(A) equals the set of all central idempotents of A.
Here, we only require containment.)

Theorem 4.7 Let A be a DR-abundant DR-ring. The following are equivalent.

1. A is D-semiadequate.

2. A is abelian.

3. D(a) = R(a) for all a ∈ A.

When any of these holds, A is full.

Proof. Assume (1). Let e ∈ E(A). From Lemma 2.3 and its right dual, D(e) = eD(e)
and R(e) = R(e)e, so

D(e)R(e) = D(e)R(e)e = R(e)D(e)e = R(e)e = R(e)

so R(e) ≤ D(e), and similarly D(e) ≤ R(e), so D(e) = R(e). Hence e = D(e)e = R(e)e =
R(e), so e ∈ D(A). So A is D-full. But by a result on page 10 of [18], a ring is abelian if
and only if all of its idempotents commute with each other. So (2) now follows. That (2)
implies (1) is immediate.

That (2) implies (3) is immediate. If (3) holds, let e ∈ E(A) and a ∈ A, and let
r = ea − eae. Then it is easily checked that r2 = 0, so rD(r) = 0, and so R(r)D(r) = 0,
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so D(r) = D(r)2 = 0 by assumption. Hence r = D(r)r = 0. So ea = eae. By symmetry,
ae = eae also. So ea = ae. So (2) holds. 2

Theorem 4.7 is a generalisation and extension of 8.10 and 8.12 in [3] (the former first
appearing in [18]).

4.3 Involuted D-rings

We briefly return to involuted D-rings in order to mention some easy extensions to rings
of earlier results for involuted D-semigroups. If A is a ring, define T = A ∗ A to be the
direct product of the ring A and its opposite ring, equipped with the same involution as
in the semigroup case discussed in Section 3. This makes T an involuted ring as well as a
D-semigroup. The involution operation on A ∗A is called the exchange involution; see [15]
for example.

We have the following easy variant of Proposition 3.7.

Proposition 4.8 Let A be a DR-ring. Then A embeds as a DR-ring in an involuted D-ring
T , which is D-abundant (resp. D-semiadequate) if A is.

The mapping f of Corollary 3.8 is easily seen to be an involuted ring homomorphism,
and we obtain the following.

Corollary 4.9 Let A be an involuted D-ring. Then A embeds in the involuted D-ring A∗A
(where A is viewed simply as a DR-ring), which is D-abundant (resp. D-semiadequate) if
A is.

4.4 Strong D-rings

Recall that a strong D-semigroup is one for which for all a ∈ S there exists b ∈ S such that
ab = D(a). We say a D-ring is strong if its multiplicative D-semigroup is strong. Strongness
trivially implies regularity, and by Proposition 2.6 also implies the left congruence condition,
although the converse was shown to fail for D-semigroups. For rings, the converse does hold
(at least when D(0) = 0). The next result is a generalisation of (most of) Theorem 4.5 in
[28]; see also Proposition 1.13 in [3].

Theorem 4.10 Let A be a D-ring. The following are equivalent.

1. A is strong.

2. A is regular and D-abundant.

Proof. (1) ⇒ (2). It remains to show D(0) = 0. But 0b = D(0) for some b ∈ A, so
D(0) = 0.

(2) ⇒ (1). For all a ∈ A, there is b ∈ A such that aba = a. So (ab−D(a))a = 0, and so
(ab−D(a))D(a) = 0 by Proposition 4.1. So a(bD(a)) = D(a), and so A is strong. 2
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4.5 Some matrix ring examples

Examination of some 2× 2 matrix rings illustrates a wide range of possible behaviours.
If A is a ring with identity, we say M ∈ Mn(A) is 0/1-diagonal if its only non-zero

entries are on the main diagonal and equal 1. For M ∈ Mn(A), define D(M) to be the
smallest 0/1-diagonal matrix for whichD(M)M = M , meaning the one with fewest non-zero
entries (which will be the smallest such matrix under the standard order on 0/1-diagonal
matrices). This exists: multiply together all 0/1-diagonal matrices F for which FM = M
and the result is D(M). We call this D-ring structure on Mn(A) 0/1-diagonal; clearly it is
D-semiadequate.

Proposition 4.11 If A is non-trivial, the 0/1-diagonal D-ring structure on Mn(A) is not
D-abundant.

Proof. If

M =
(

1 1
0 0

)
, N =

(
1 1
−1 −1

)
,

then MN = 0, while D(N) = I2, the identity matrix, and so M · D(N) = M 6= 0, so by
Corollary 4.3 the D-abundant condition is not satisfied. 2

The 0/1-diagonal D-ring structure on Mn(A) is symmetric involuted under transpose,
hence two-sided, with R(M) having an obvious definition in terms of the columns of M
rather than its rows.

Note that Mn(R) is isomorphic to the ring of (bounded) linear operators on the Hilbert
space Rn, hence is a Rickart ∗-ring (where involution is transpose), hence ∗-full and D-
abundant. It is of interest to determine those rings A and those values of n for which
Mn(A) is ∗-full (where the involution is transposition), and whether it is D-abundant.

If A is an integral domain and n = 2, E∗(M2(A)) will always at least include the set of
0/1-diagonal matrices over A:

0 =
(

0 0
0 0

)
, e1 =

(
1 0
0 0

)
, e2 =

(
0 0
0 1

)
and I2 =

(
1 0
0 1

)
.

The conditions on the symmetric matrix M =
(
a b
b c

)
∈ M2(A) that ensure it is idem-

potent are
a2 + b2 = a, ab+ bc = b, b2 + c2 = c.

If E∗(Mn(A)) is to contain any non-diagonal idempotents, then it must be possible for b to
be non-zero. In that case, the second equation gives a+ c = 1, and it is easy to see that the
first and third equations are equivalent to a(1 − a) = b2. For many choices of A (such as
the integers Z), this forces b = 0, a contradiction, and so for such A, E∗(M2(A)) consists
of the 0/1-diagonal matrices and we obtain the 0/1-diagonal D-ring structure on M2(A),
which is not D-abundant.

Over Z2, the equation a(1 − a) = b2 has no non-zero solutions for b, so M2(Z2) is
∗-full, and again we recover the 0/1-diagonal D-ring structure. But over Z3, we obtain
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non-zero solutions to a(1 − a) = b2, and it is easy enough to discover that E∗(M2(Z3)) =
{0, e1, e2, I2, f1, f2}, where

f1 =
(

2 2
2 2

)
, f2 =

(
2 1
1 2

)
.

None of e1, e2, f1, f2 is comparable under the standard order on E∗(M2(Z3)), and 0, 1 are

bottom and top elements respectively. If e ∈ E∗(M2(Z3)) and M =
(
a b
c d

)
∈ M2(Z3),

eM = M implies e = I2 if and only if M is non-singular, and eM = M for precisely one
other choice of e otherwise:

• for M = 0, e = 0;

• for M =
(
a b
0 0

)
where not both a, b are zero, e = e1;

• for M =
(

0 0
c d

)
where not both b, c are zero, e = e2;

• for M =
(
a b
a b

)
where not both a, b are zero, e = f1;

• for M =
(

a b
−a −b

)
where not both a, b are zero, e = f2.

It follows easily that M2(Z3) is a ∗-full D-ring with D(M) = 1 if M ∈ M2(Z3) is non-
singular, D(0) = 0, and otherwise D(M) is determined as above (noting that a singular
matrix must have one of the forms considered above).

Suppose MN = 0 for M,N ∈ M2(Z3). If M = 0 or N = 0, it is immediate that

M ·D(N) = 0. So suppose M,N 6= 0; then both must be singular. If N =
(
a b
a b

)
, so

that D(N) = f1, and M =
(
p q
r s

)
, it is easy enough to show that p+ q = r+ s = 0, and

so M · D(N) = 0. The various other cases may be similarly dealt with, establishing that
indeed M2(Z3) is D-abundant (but not D-semiadequate by Theorem 4.7).

Arguing along similar lines, one sees that

E∗(M2(Z5)) = {0, e1, e2, I2, g1, g2},

where

g1 =
(

3 3
3 3

)
, g2 =

(
3 2
2 3

)
,

that M2(Z5)) is ∗-full (in a very similar way to the Z3 case), but not D-abundant, since(
1 2
1 2

)(
0 1
0 2

)
= 0, yet D(

(
0 1
0 2

)
) = g2 and

(
1 2
1 2

)(
3 2
2 3

)
6= 0,

nor D-semiadequate since for example e1g1 6= g1e1.
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We conjecture that M2(F) is a ∗-full D-ring for any field F. By contrast, it is not hard
to show that E∗(M3(Z2)) consists of the eight 0/1-diagonal matrices, together with

f =

 1 1 1
1 1 1
1 1 1

 , g =

 0 1 1
1 0 1
1 1 0

 .

But letting e =

 1 0 0
0 1 0
0 0 0

 and M =

 1 1 1
1 1 1
0 0 0

, it is easy to verify that eM = fM ,

yet there is no non-zero element of E∗(M3(Z2)) below both e, f under the standard order,
so M3(Z2) is not ∗-full.

Returning to M2(A) but with A = Z4,

E∗(M2(Z4)) = {0, e1, e2, I2, f, g},

where f =
(

1 2
2 0

)
and g =

(
0 2
2 1

)
. If M =

(
2 2
0 0

)
, then e1M = fM = M , but no

smaller element h of E∗(M2(Z4)) satisfies hM = M , so M2(Z4) is not ∗-full. M2(Z4) can
however be made into a non-D-abundant symmetric involuted D-ring in which D(M2(Z4)) =
{0, e1, I2, g}.

5 Strong normality in D-rings

The normality property did not feature greatly in our work on D-semigroups, but does arise
naturally in the setting of D-rings.

5.1 Defining strong normality

If A is a D-ring with identity, we say it is complement-closed if D(A) is complement-
closed. The complement-closed D-rings with identity form a variety of D-rings with identity,
specified by the law D(1−D(a)) = 1−D(a). Every full D-ring with identity and every ∗-full
involuted D-ring with identity is complement-closed; in particular, every Rickart ∗-ring is
complement-closed, as are the D-rings described in the statement of Proposition 4.5. By
contrast, defining D(a) = 1 for all a ∈ A makes any non-trivial ring with identity A into a
D-ring which is not complement-closed.

We say the D-ring A is strongly normal if, for all a ∈ A and e ∈ D(A), D(a− ea)e = 0.

Proposition 5.1 The D-ring with identity A is complement-closed if and only if it is
strongly normal.

Proof. Suppose A is complement-closed. Then for e ∈ D(A) and a ∈ A,

D((1− e)a)(1− e) = D((1− e)a)D(1− e) = D((1− e)a),

so D(a− ea)e = D((1− e)a)e = 0.
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Conversely, suppose that for all a ∈ A and e ∈ D(A), D(a − ea)e = 0. Then for all
e ∈ D(A), setting a = 1 gives D(1− e)e = 0. So

1− e = D(1− e)(1− e) = D(1− e)−D(1− e)e = D(1− e),

and so A is complement-closed. 2

Strong normality therefore provides a convenient generalisation of the complement-
closed notion to D-rings without identity. It has a useful equivalent form.

We say the D-ring A is quasinormal if for all a ∈ A and e ∈ D(A), ea = 0⇒ eD(a) = 0.
Note that since D(0)0 = 0, by quasinormality, D(0)D(0) = 0, and so D(0) = 0.

The quasinormality condition has an equivalent equational form.

Proposition 5.2 The D-ring A is quasinormal if and only if it satisfies the law eD(a −
ea) = 0 for all a ∈ A and e ∈ D(A).

Proof. Suppose a ∈ A, e ∈ D(A). If A is quasinormal, then because e(a − ea) = 0, we
obtain eD(a− ea) = 0. Conversely if the law is satisfied and ea = 0 then 0 = eD(a− ea) =
eD(a), so A is quasinormal. 2

Proposition 5.3 If the D-ring A is normal and D(0) = 0 then it is quasinormal.

Proof. Suppose A is normal and D(0) = 0. If a ∈ A and e ∈ D(A) are such that ea = 0,
then 0 = D(0) = D(ea) = D(eD(a)), so eD(a) = 0. 2

Lemma 5.4 The D-ring A is strongly normal if and only if it is quasinormal and for all
e, f ∈ D(A), ef = 0 implies fe = 0. In that case, A is reduced in the sense introduced in
the Introduction for D-semigroups.

Proof. Suppose A is quasinormal and satisfies ef = 0 implies fe = 0 for all e, f ∈ D(A).
Then eD(a− ea) = 0, and so D(a− ea)e = 0.

Conversely, suppose A is strongly normal. If ef = 0 for some e, f ∈ D(A), then
0 = D(f − ef)e = D(f)e = fe. So eD(a − ea) = 0 since D(a − ea)e = 0, so A is
quasinormal by Proposition 5.2.

Finally, suppose A is strongly normal (hence quasinormal and satisfies ef = 0 implies
fe = 0 for all e, f ∈ D(A)). If ef = e for e, f ∈ D(A), then e(fe−e) = efe−e2 = e−e = 0,
so eD(fe− e) = 0, so D(fe− e)e = 0. Also, f(fe− e) = f2e− fe = 0, so fD(fe− e) = 0,
and so D(fe− e)f = 0. Hence

fe− e = D(fe− e)(fe− e) = D(fe− e)fe−D(fe− e)e = 0− 0 = 0,

and so e = fe, which shows that A is right-reduced, hence reduced. 2

If A is a symmetric involuted D-ring, then the implication ef = 0 ⇒ fe = 0 is obviously
satisfied for e, f ∈ D(A), so strong normality is equivalent to quasinormality.
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The quasinormality property is a proper generalisation of the D-abundant property in
rings, as the example of Mn(A) where A is a ring with identity, equipped with its 0/1-
diagonal D-ring structure, shows: this is strongly normal since D(Mn(A)) is complement-
closed, but is not D-abundant by Proposition 4.11. It also follows that the D-ring structure
on M2(Z4) given at the end of Section 4.5 is not D-abundant, since it cannot be strongly
normal (as M2(Z4) is not complement-closed).

Lemma 5.5 Let A be a strongly normal D-ring. Then D(A) is closed under differences,
in the sense that if e, f ∈ D(A) with f ≤ e, then e− f ∈ D(A).

Proof. For all e, f ∈ D(A), if f ≤ e then f = ef = fe, and D(e − fe)f = 0 by strong
normality. So

e− f = D(e− f)(e− f) = D(e− ef)e−D(e− fe)f = D(e− ef),

so D(A) is closed under differences. 2

We can now characterise strong normality in terms of normality, justifying the name.

Proposition 5.6 The D-ring A is strongly normal if and only if it is normal, satisfies
D(0) = 0, and ef = 0 ⇒ fe = 0 for all e, f ∈ D(A).

Proof. Suppose the D-ring A is strongly normal. Let a ∈ A and e ∈ D(A). Then,
as for the left congruence condition, it is easy to see that D(ea) ≤ D(eD(a)). So f =
D(eD(a))−D(ea) ∈ D(A) by closure under differences. Now it is straightforward to check
that fe = f and that f(ea) = 0, so fa = 0, and so fD(a) = 0 (note that A is quasinormal
by Lemma 5.4), so feD(a) = 0, and so fD(eD(a)) = 0, again by quasinormality, which
when multiplied out gives that D(eD(a)) −D(ea)D(eD(a)) = 0, and so by left-regularity,
D(eD(a)) ≤ D(ea) as required for normality. By quasinormality, D(0) = 0, and the last
property follows from Lemma 5.4.

Conversely, suppose A is normal and satisfies D(0) = 0, and ef = 0 implies fe = 0
for all e, f ∈ D(A). Then it is quasinormal by Proposition 5.3, hence strongly normal by
Lemma 5.4. 2

Hence a symmetric involuted D-ring is strongly normal if and only if it is normal and
satisfies D(0) = 0.

In fact general complement-closed D-rings (strongly normal D-rings with identity) ad-
mit a characterisation having a similar flavour to the Rickart ∗-ring definition (c.f. also
Proposition 4.5).

Proposition 5.7 Let A be a ring with identity, with U ⊆ E(A) complement-closed. Then
A is a complement-closed D-ring in which D(A) = U if and only if U is left-reduced and
for all a ∈ A there exists e ∈ U for which (0 : a) ∩ U = Ue.

Proof. Suppose A is a complement-closed D-ring, and let U = D(A). So for all a ∈ A
and f ∈ U , fa = 0 if and only if fD(a) = 0 for all f ∈ D(A) by quasinormality, if and
only if f(1 − D(a)) = f , if and only if f ∈ U(1 − D(a)). So (0 : a) ∩ U = Ue where
e = 1−D(a) ∈ U by complement-closure. Finally, U is left-reduced by Proposition 1.3.
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Conversely, suppose U is left-reduced and for all a ∈ A there exists e ∈ U for which
(0 : a) ∩ U = Ue. Then for e ∈ U , e ∈ Ue, so ea = 0, and so (1− e)a = a, with 1− e ∈ U .
If also fa = a for some f ∈ U then (1− f)a = 0, so (1− f) ∈ Ue, and so 1− f = (1− f)e,
from which it follows that f(1 − e) = 1 − e, and so since U is left-reduced, 1 − e ≤ f . So
setting D(a) = 1− e makes A a D-ring in which D(A) = U . 2

We next see that one of the most important properties of Rickart ∗-rings generalises
to complement-closed D-rings, indeed to strongly normal D-rings generally: even the D-
abundant property proves unnecessary.

5.2 The structure of D(A)

In a D-semiadequate D-semigroup S, the poset D(S) is a semilattice under multiplication,
but in a general D-semigroup D(S) need not even be closed under mutiplication. D(S) is a
lattice under its standard order in a number of the non-D-semiadequate examples considered
(for example in S = R(X) if D(S) consists of all equivalence relations, since the standard
order is simply the dual of the inclusion order in this case, as is easily checked), although the
lattice operations cannot be expressed in the language of D-semigroups in general. Those
D-semiadequate D-rings A in which D(A) is closed under the circle composition operation
◦ are axiomatized in [11]; in such cases D(A) is a distributive lattice under its standard
order, in which multiplication is meet and ◦ is join.

In the non-D-semiadequate case, it is well-known that in a Rickart ∗-ring A (that is, a
D-abundant symmetric involuted D-ring A, by Corollary 4.6), D(A) = E∗(A) is a lattice
in which, for all e, f ∈ D(A), e ∨ f = f + D(e − fe) and e ∧ f = e − D(e − ef) are join
and meet respectively; this is essentially Lemma 5.3 of [17] (see also Proposition 1.15 of
[3]), after noting that R(a) = D(a∗). Indeed, D(A) is an orthomodular lattice, with the
orthocomplement of e ∈ D(A) being 1− e.

Here we seek the most general conditions on a D-ring A which ensure that D(A) is a
lattice under these same purely D-ring operations. We shall show that strong normality of A
is the necessary and sufficient condition. In particular, the D-ring need not be D-abundant,
involuted or even a DR-ring, so can be very far from a Rickart ∗-ring. It follows from
Proposition 5.1 that for a D-ring with identity A, the required condition is complement-
closure, which is also enough to ensure that D(A) is orthomodular.

If A is a D-ring, define egf = f+D(e−fe) and eff = e−D(e−ef) for all e, f ∈ D(A).
These need not be lattice operations on D(A), which may not even be a lattice in general.
However, if D(A) is to be a lattice under these operations, A must necessarily be strongly
normal.

Proposition 5.8 Let A be a D-ring. If the poset D(A) is a lattice in which g is join and
f is meet, then A is strongly normal.

Proof. If e ≤ f in D(A) then e = f f e = f − D(f − fe) = f − D(f − e), and so
D(f − e) = f − e.

Suppose ea = 0, for some e ∈ D(A) and a ∈ A. Then e ≤ e gD(a), so e gD(a) − e ∈
D(A), and

(egD(a)− e)a = (egD(a)− e)D(a)a = ((egD(a))D(a)− eD(a))a = D(a)a− ea = a,
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so D(a) ≤ egD(a)− e, and so (egD(a)− e)D(a) = D(a), and so eD(a) = 0.
If ef = 0 for some e, f ∈ D(A) then e + f = e + D(f − ef) = (f g e) ∈ D(A). So

e+ f = (e+ f)2 = e+ f + ef + fe = e+ f + fe, and so fe = 0.
So by Lemma 5.4, A is strongly normal. 2

We now prove sufficiency of strong normality.

Theorem 5.9 Let A be a strongly normal D-ring. Then D(A) is a lattice under its standard
order, in which for all e, f ∈ D(A), ef f ∈ D(A) is their meet and eg f is their join.

Proof. For e, f ∈ D(A), D(e − ef) ≤ e, so e − D(e − ef) ∈ D(A) by Lemma 5.5.
Furthermore, e(e −D(e − ef)) = e −D(e − ef), so e −D(e − ef) ≤ e, since A is reduced
by Lemma 5.4. Moreover,

(e−D(e− ef))f = ef −D(e− ef)ef
= ef +D(e− ef)(e− ef)−D(e− ef)e
= ef + (e− ef)−D(e− ef)
= e−D(e− ef),

and so e−D(e− ef) ≤ f , again because A is reduced.
Suppose g ≤ e and g ≤ f . Then g = ge = eg and g = gf = fg, so g(e −D(e − ef)) =

g − gD(e − ef). Also, g(e − ef) = ge − gef = g − gf = g − g = 0, so gD(e − ef) = 0 by
quasinormality, and so g(e−D(e− ef)) = g, so g ≤ e−D(e− ef) because A is reduced. So
(D(A),f) is a semilattice in which f is meet with respect to the standard order on D(A).

Suppose ef = fe = 0 for some e, f ∈ D(A). If g ∈ D(A) satisfies g(e + f) = e + f
then postmultiplying by e, f in turn gives ge = e and gf = f , so e, f ≤ g, so in particular
e, f ≤ D(e+ f). So by Lemma 5.5, D(e+ f)− e ∈ D(A) and D(e+ f)− f ∈ D(A). Also,
(D(e + f) − f)e = D(e + f)e = e = eD(e + f) = e(D(e + f) − f), so e ≤ D(e + f) − f .
So D(e + f) − (e + f) = D(e + f) − f − e ∈ D(A). But D(e + f)(D(e + f) − (e + f)) =
D(e+f)−(e+f), soD(e+f)−(e+f) ≤ D(e+f), and soD(e+f)−(D(e+f)−(e+f)) ∈ D(A),
that is, e+ f ∈ D(A).

Again, for e, f ∈ D(A), f(e − fe) = 0, so fD(e − fe) = 0, and so D(e − fe)f = 0. So
from the above, f + D(e − fe) ∈ D(A). We must show f + D(e − fe) is the least upper
bound of e, f . As we have just seen, D(e− fe)f = 0, so

(f +D(e− fe))e = fe+D(e− fe)e
= fe+D(e− fe)(e− fe) +D(e− fe)fe
= fe+ (e− fe) + 0
= e,

so e ≤ e g f . But fD(e − fe) = 0, so f(f + D(e − fe)) = f + fD(e − fe) = f , so
f ≤ f +D(e− fe) also. So eg f is an upper bound of e, f .

Suppose g ≥ e, f inD(A). Then e = eg = ge and f = fg = gf . So g(e−fe) = ge−gfe =
e − fe, so g ≥ D(e − fe), and so D(e − fe) = gD(e − fe). Hence g(f + D(e − fe)) =
gf + gD(e− fe) = f +D(e− fe), so f +D(e− fe) ≤ g. Hence e g f = f +D(e− fe) is
the least upper bound of e, f . 2
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So strong normality of the D-ring A is necessary and sufficient for (D(A),f,g) to be a
lattice with respect to the standard order on D(A).

For a D-ring with identity A, the necessary and sufficient condition for g,f to be lattice
operations on D(A) is simply that A is complement-closed, by Corollary 5.1. In that case,
we obtain the following.

Corollary 5.10 Suppose A is a complement-closed D-ring with identity. Then (D(A),g,f)
is an orthomodular lattice in which the orthocomplement of e ∈ D(A) is e⊥ = 1− e.

Proof. For e ∈ D(A), e g e⊥ = (1 − e) + D(e − (1 − e)e) = 1 − e + e = 1, e f e⊥ =
e − D(e − e(1 − e)) = e − D(e) = 0, (e⊥)⊥ = 1 − (1 − e) = e, and if f ∈ D(A) is such
that e ≤ f , then f⊥ ≤ e⊥ is easily checked. So D(A) is orthocomplemented. Finally, if
e, f ∈ D(A) are such that e ≤ f , then D(f − e) = f − e by Lemma 5.5, so

eg (f f e⊥) = eg (f −D(f − f(1− e)))
= eg (f −D(fe))
= eg (f − e)
= e+D((f − e)− e(f − e))
= e+D(f − e− ef + e)
= e+D(f − e)
= e+ (f − e)
= e,

as required. 2

Corollary 5.11 Suppose A is a full D-ring with identity. Then E(A) is an orthomodular
lattice under g,f.

There are special cases of Theorem 5.9 of interest for involuted D-rings, especially in
the symmetric case.

Corollary 5.12 Let A be a symmetric involuted D-abundant D-ring. Then E∗(A) is a
lattice under g,f, orthomodular if A has identity.

Proof. If ef = 0 for e, f ∈ D(A), then fe = (e∗f∗)∗ = (ef)∗ = 0∗ = 0. Also, the
D-abundant property implies quasinormality. So A is strongly normal by Lemma 5.4. But
E∗(A) = D(A) by Lemma 3.2. 2

The “with identity” case of this result recovers Lemma 5.3 of [17] (Proposition 1.15 of
[3]), applying to Rickart ∗-rings.

The Baer ∗-semigroups considered in [8] share some of the key features of Rickart ∗-
rings. In particular D(S) is an orthomodular lattice; see Theorem 3 there. However, the
lattice operations on D(S) as in Theorem 3 of [8] are expressed in terms of a kind of
“complementation” operation on S (the so-called focal mapping associated with the focal
ideal K of S), which behaves like a′ = 1 −D(a) in a complemented D-ring. Indeed when

25



interpreted in this way in a Rickart ∗-ring A, one recovers the lattice operations on D(A).
So the result for Baer ∗-semigroups does not seem to have a generalisation to general D-
semigroups, even involuted ones, because of the need to refer to the focal mapping. Even if
some variant of the focal mapping is used in such a generalisation, it would not subsume the
D-ring without identity case. Theorem 5.9 gives a clean answer to the question of exactly
when a D-ring is a lattice under the derived D-ring operations f,g; Corollary 5.10 does
the analogous thing for the D-ring with identity case.

5.3 Subdirect product representations in the D-semiadequate case

We conclude with consideration of the case of D-semiadequate D-rings; in this case, Theorem
5.9 can be used to obtain subdirect product representations. By Lemma 5.4 and Proposition
5.6, the D-semiadequate D-ring A is strongly normal if and only if it is quasinormal, or
equivalently normal satisfying D(0) = 0.

Theorem 5.13 Let A be a quasinormal D-semiadequate D-ring. Then D(A) is a distribu-
tive lattice in which e ∨ f = e ◦ f and e ∧ f = ef .

Proof. Let A be as described. For e, f ∈ D(A), ef = fe ≤ e, so D(e−fe) = D(e−ef) =
e− ef by Lemma 5.5. So by Theorem 5.9, ef f = e−D(e− ef) = e− (e− ef) = ef and
e g f = f + D(e − fe) = f + (e − fe) = e + f − ef = e ◦ f . Distributivity can be shown
directly, but in any case follows by first noting that A is a closure ring in the sense of [11]
(since D(A) is closed under ◦ and 0 ∈ D(A)) and then applying Proposition 4 there. 2

Corollary 5.14 Let A be a complement-closed D-semiadequate D-ring. Then D(A) is a
Boolean algebra in which e∨f = e◦f and e∧f = ef and e′ = 1− e is the complement of e.

A Boolean ring is a (trivially abelian) complement-closed D-ring if and only if it is a
monadic Boolean algebra viewed as a Boolean ring; see [14]. (Monadic algebras are the
algebraic models of type S5 modal logic.)

Another example of a quasinormal D-semiadequate D-ring is a direct product of rings
with identity Ai, A = ΠiAi, in which one defines the operation D by setting D((ai)) = (δi),
where δi = 0 if ai = 0 and δi = 1 otherwise. Call this the coordinate domain operation on
the direct product A. (That A is a complement-closed D-ring is easily checked.) We return
to such examples later.

A D-ideal of a D-ring A is an ideal I which satisfies D(a + i) −D(a) ∈ I for all i ∈ I
and a ∈ A. This is precisely the condition needed to ensure that A/I inherits a well-defined
D-ring structure from A, if we define D(a+ I) = D(a) + I, as is easily seen, and then A/I
will itself be a D-ring under this operation. Note that in general a D-ideal need not itself
be a D-ring, since it may not be closed under the operation D; however, if (and only if)
D(0) = 0, then a D-ideal will be a sub-D-ring. Similar comments apply to R-ideals and
DR-ideals, defined in the obvious ways.

As noted in the proof of Theorem 5.13, because D(A) is closed under circle composition,
the quasinormal D-semiadequate D-ring A is a (left) closure ring in the sense of [11]. It
follows that a D-ideal of A is simply an ideal I such that i ∈ I implies D(i) ∈ I, a so-
called “closed ideal” in [11]. As shown there, the D-ideals of such an A are in one-to-one
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correspondence with the normal ideals of the lattice D(A). (They are called normal filters
in [11] because the opposite order is used on D(A) compared to the one used here). Note
that the strongness property in [11] is implied by the D-abelian property (in fact can be
shown equivalent to it in the normal case), and it follows that every ideal of D(A) is normal
in the sense used in [11], and that a D-abelian normal D-ring A is simple if and only if
|D(A)| = 2.

Next note that any direct product A of rings with identity equipped with the coordinate
domain operation is a quasinormal D-semiadequate (indeed D-abelian) D-ring. In fact it is
canonical.

Proposition 5.15 Every non-zero quasinormal D-abelian D-ring A is embeddable in a di-
rect product of rings with identity equipped with its coordinate domain operation.

Proof. Let I be a proper prime ideal of D(A) and let J = JI be the corresponding
D-ideal of A (so that J ∩D(A) = I). In particular, for e, f ∈ D(A/J), ef = 0 implies e = 0
or f = 0. But for any e, f ∈ D(A/J), f(e − ef) = 0, so f = 0 or e − ef = 0 (since A/J
is quasinormal and e − ef ∈ D(A/J) as above), that is, f = 0 or e ≤ f for all e. Hence
D(A/J) = {0, i}, where i is the largest element of D(A/J) and thus an identity of A/J
since A/J is D-abelian. So by Theorem 12 of [11], A is simple, and e is an identity element
of A/J . So the direct product of the A/J where J ranges over all D-ideals of A of the
form JI where I is prime in D(A) is their ring-theoretic direct product equipped with the
coordinate domain operation.

By Theorem 5.13, D(A) is a distributive lattice. For every e ∈ D(A), e 6= 0, there
is a lattice ideal of D(A) not containing e, namely {0}, and any chain of such ideals has
an upper bound with the same property, namely their union, so by Zorn’s Lemma there
is an ideal of D(A) that is maximal with respect to not containing e, say I. Moreover
any such I is disjoint from the filter generated by e in D(A). Since D(A) is a distributive
lattice, I must be a prime ideal. (This was in effect first proved by Stone in [35].) Hence⋂
{JI | I is a prime ideal of D(A)} = {0} since any non-zero e ∈ D(A) fails to be in at least

one such I. So A embeds into the direct product of the A/JI . 2

If it is assumed that D(A) is a Boolean algebra, this result is a special case of Theorem
13 in [11].

If A is a direct product of domains with identity (rings with identity having no zero
divisors), it is easy to see that the coordinate domain operation satisfies the D-abundant
condition (and of course is D-semiadequate); hence this applies also to any sub-D-ring of
such a direct product. Conversely, we have the following.

Corollary 5.16 Every non-zero D-semiadequate D-abundant D-ring A is embeddable in a
direct product of domains with identity equipped with its coordinate domain operation.

Proof. A is abelian by Theorem 4.7, hence D-abelian. Represent A as in the proof of
Proposition 5.15. Now if ab ∈ JI where I is a prime ideal of D(A), then D(ab) ∈ JI ∩ I = I.
But by the left congruence condition and the D-abelian property, D(ab) = D(aD(b)) =
D(D(b)a) = D(D(b)D(a)) = D(a)D(b). So D(a)D(b) ∈ I, and so D(a) ∈ I ⊆ JI or
D(b) ∈ I ⊆ JI , so a = D(a)a ∈ JI or b = D(b)b ∈ JI . So J = JI is prime, and A/J has no
zero divisors. 2
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