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ABSTRACT

Sediments on intertidal flats are exposed during low tides. Under the effect of exposure, the water content of sediments decreases because of the evaporation process, which alters the erosive behaviour of cohesive sediments, and therefore changes the patterns of erosion/accretion on intertidal flats. Consequently, exposure indirectly affects the intertidal morphology. An understanding of how exposure alters the erodibility of sediment on intertidal flats is critical to predicting the resilience of intertidal zones into the future during which sea-level rise is believed to exacerbate erosion in low-lying areas.

Sediments were collected from an intertidal mudflat in the Firth of Thames, New Zealand in different seasons from 2017 to 2019 for laboratory experiments. Two experiments (Exp. 1 and Exp. 2) were set up in order to explore the effect of exposure including air temperature and exposure duration on erodibility of cohesive sediments. The EROMES device was used to measure the erosion potential of sediment (erosion threshold, $T_{cr}$ N m$^{-2}$ and erosion rate, $ER$ g m$^{-2}$ s$^{-1}$).

Exp. 1 investigated erodibility of sediments exposed to a wide range of temperatures (controlled at 0, 8, 25 and 40°C) for 6 h. Meanwhile, Exp. 2 was designed to examine the effect of exposure duration on erodibility. In this experiment, a systematically-changed exposure duration (6 h, 1, 4 and 10 d) was used to mimic a wide range of exposure that might happen on an intertidal flat during a year (set to mimic the Firth of Thames field site). Experimental results indicated that erosion resistance of sediments significantly increased (increased $T_{cr}$, and decreased $ER$) corresponding to decreased water content after exposure. The higher the air temperature and the longer the exposure duration, the more stable the sediments were. For instance, the water content of exposed sediments decreased by 1.01 to 1.78 times, a rate which was a function of increasing temperature. The $T_{cr}$ of exposed experiments was 1.2 to 2.2 times higher, whereas $ER$ decreased 1.2 to 6.2 times. After 10 d, exposure increased $T_{cr}$ by 1.7 to 4.4 times and decreased $ER$ by 11.6 to 21.5 times compared with 6 h of exposure.

Semi-empirical models fitted datasets from Exp.1 and Exp. 2 were used to predict the variations of $T_{cr}$ and $ER$ as functions of air temperature, $T$ (°C) and exposure
duration, $D$ (h). These semi-empirical models were used to extend a Delft3D numerical model to test the effect of exposure on intertidal mudflat profiles and development of tidal channel networks. Model results indicated that exposure enhanced the more flat-topped shape of intertidal mudflats. Higher air temperature resulted in stronger effects on bed level change. For example, for the case of 40°C, bed level built up by 0.039m after one year of model time. Regarding the development of channel networks on intertidal mudflats, the exposure effect tended to create denser and deeper channel networks compared to model runs without the exposure effect. Our findings, therefore, contribute to the prediction of the intertidal morphology development, which will help to understanding the resilience of tidal flats and salt marshes in future under the effect of sea-level rise and global warming.
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Chapter 1

General Introduction

Intertidal mudflats and saltmarshes comprise a transition zone between marine and terrestrial systems, and because they are so productive, play significant roles in the well-being of humans and other species. However, they are also the most vulnerable ecosystem on Earth (Foster et al., 2013; Kirwan and Megonigal, 2013). Coastal zones throughout the world are being threatened by many factors such as sea-level rise, tidal inundation, sediment supply, and agricultural use (Spanger-Siegfried et al., 2014; Xie et al., 2018). Intertidal flats are exposed during low tides and submerged at high tides, and the duration of exposure is dependent on the relative difference between bed and tide levels. The alteration between wet and drained states may affect the sediment water content, and so the erosion properties of intertidal sediments. In addition, long duration exposure might result in drought and changes in porewater chemistry and salinity which cause marsh dieback (Hughes et al., 2012).

Climate change and sea level rise (SLR) are believed to threaten intertidal coastal habitats (Spanger-Siegfried et al., 2014), and effects on habitat connectivity and ease of landward migration are likely important for the long-term viability of coastal habitats in the face of SLR (Kirwan et al., 2016a). Furthermore, coastal habitats are “squeezing” in response to SLR, where they are unable to migrate landward due to, for example, coastal development (Doody, 2013). Recently, one of the priorities of coastal conservation is to identifying existing and potential new approaches to relieve coastal squeeze and facilitate coastal habitat migration in response to SLR (Fitzsimons et al., 2015). Therefore, understanding the evolution of coastal morphology is critical to planning how we might adapt to SLR. This thesis aims to explore a new approach to understand erosive behaviour of intertidal mudflats and how it changes after exposure to air. The hypothesis is that evaporation during exposure causes a change in water content which controls the
erodibility. Scaling up laboratory results to understanding how the coastal morphology might change is then done by incorporating laboratory-derived empirical functions into numerical models.

1.1 Background

Water content of soil is defined as ratio of amount of water per unit mass of solid particles ($W$, %). Any changes in water content of cohesive sediment will lead to changes in plastic behaviour of the sediment. The relationship between water content and behaviour of cohesive sediment can be described by the Atterberg limits. Water content has been widely recognised as a key factor controlling the erosive behaviour of cohesive sediments, as it directly influences mechanical properties of clays (e.g. Amos et al., 2004; Bale et al., 2007; Van Ledden et al., 2004; Winterwerp and Van Kesteren, 2004). Specifically, any changes in water content alters the plastic properties of cohesive sediments (Grim, 1962; Winterwerp and Van Kesteren, 2004). The water content at which sediments change from a solid to a plastic state, and from a plastic to a liquid state are called the plastic and liquid limits (or Atterberg Limits), respectively (Grim, 1962). The limits are specific to each sediment type and depend on properties such as grain size, organic content (OC) and clay minerals of the sediment (Grim, 1962).

The water content of intertidal sediments can decrease during exposure due to evaporation and/or draining and increase during submersion by infiltration of water molecules within pores of the substrate (Yong and Warkentin, 1966). The frequency and duration of exposure depend on the tide and bed level, and intertidal flats are expected to have longer exposure duration during neap tides (at elevations above the neap tidal range). Bale et al. (2007) have indicated that cohesive sediments with Liquid Index (LI) > 1 are easily entrained meanwhile sediments with LI < 1 are more resistant to erosion. As presented in Figure 1.1, PL and PI are constant attributes of a sediment on an intertidal flat, while the actual water content ($W$) of sediment is controlled by exposure via evaporation. Consequently, LI is regulated by exposure, which in turn controls erosion.
properties of cohesive sediments. Therefore, an understanding of how water content change will significantly contribute to predicting the erodibility of sediments.

Figure 1.1 Atterberg limits showing plastic limit (PL) and liquid limit (LL) are measures of water content that reflect behaviour of cohesive soils change from solid to plastic and plastic to liquid, respectively. Plastic index is the degree of difference between the liquid and plastic limit.

Biological and physical factors interact to influence erosion properties of sediment (Black et al., 2002; Grabowski et al., 2011). For example, the growth of biofilms on intertidal mudflats stabilises the sediment against erosion (e.g. Black et al., 2002; Chen et al., 2017; Friend et al., 2003). The presence of biofilm creates smoother surfaces which reduces drag force on the surfaces (Paterson, 1989), and biofilm growth within pores is believed to increase binding between particles, making sediment more resistant to erosion (Underwood and Paterson, 2003). Chlorophyll-a has been widely used in previous studies as a proxy for biofilm biomass which is seasonally variable, dependent on weather conditions during exposure and nutrient availability (Davoult et al., 2009; Migné et al., 2004; Staats et al., 2001; Tolhurst et al., 2006a). In addition, the growth of biofilm within pore spaces might reduce evaporation which in turn affects water content of sediment (Lianfang et al., 2009; Vandevivere and Baveye, 1992; Volk et al., 2016). In this research, the
effect of Chl-a content (representative of seasonal biofilm growth on intertidal mudflats) on erodibility of sediment will be explored in Chapters 2 and 3.

Previous studies have shown that exposure strengthens cohesive sediments against erosion (Fagherazzi et al., 2017; Tolhurst et al., 2006a; Widdows et al., 1998), and the stabilised effect is not lost in subsequent subaerial period (Fagherazzi et al., 2017). During low tides intertidal mudflats are emerged, and exposure will cause evaporation and decrease the water content of surficial sediments. The significant relationship between water content and erodibility of cohesive sediments has been widely recognised in the literature, and any changes in the water content will alter its plastic behaviour and erosion properties (Jacobs et al. 2011; Van Ledden et al. 2004; Winterwerp et al. 2018; Winterwerp and Van Kesteren 2004; Zhou et al. 2016a). Chapter 2 of this thesis will systematically explore the effect of a wide range of air temperature on erosion resistance of cohesive sediments.

Exposure duration of intertidal zones is dependent on water level and bed elevation, and in some cases exposure can last for weeks (e.g. during neap tidal conditions). Han and Zhou (2013) and Kobayashi and Miyagawa (1992) showed that evaporation only occurs on the surface layer of sediments where they are directly affected by current flows during submergence. Dingman (1994) introduced a model predicting evaporation rate of water from exposed sediments that is affected by many meteorological factors such as air temperature, solar radiation, relative humidity of the atmosphere and wind speed. The stabilizing effect of exposure on cohesive sediment on intertidal flats has been investigated in previous studies (Fagherazzi et al., 2017; Tolhurst et al., 2006a; Widdows et al., 1998); however, these studies were only based on short-term exposure designed to replicate the average time exposed at mean sea level on an intertidal mudflat with a diurnal un-distorted tide (e.g. 7 h in Widdows et al. (1998)). Chapter 3 of this thesis sought to address this limitation in the previous studies.
Exposure affects the erodibility of sediment on intertidal mudflats, which in turn alters the evolution of intertidal morphology. The shape of the intertidal profile is critical in determining how a coastal landscape will function (both ecologically and in terms of eco-defence). Process that modify the type of profile that develops are whether waves or tidal forcing dominate, the sources of sediment, the grain size of the sediment supply, and elevation of the flat relative to the mean sea level. Ultimately, these effects work together to shape intertidal profiles, and they can range from the extremes of concave or convex (Bearman et al., 2010). Tidal currents enhance convexity whereas waves favour concavity (Friedrichs et al., 1996; Pritchard and Hogg, 2003; Zhou et al., 2015). Sandier tidal flats, in turn, tend to be associated with wave-dominated areas, and muddier flats are more common in tide-dominated areas (Yang et al., 2008; Zhou et al., 2015). Moreover, elevated tidal range enhance more convex upward intertidal profiles (Friedrichs, 2011; Kirby, 2000). Erosional flats tend to be more concave upward, meanwhile accretionary tidal flats are observed to become more convex upward (Dyer, 1998; Kirby, 2000; Le Hir et al., 2000; Mehta, 2002; Van Rijn, 1998). Recent numerical modelling exercises have focused on reproducing these subtle variations in the profile of intertidal flats. Nevertheless, one of the effects that has not been well considered yet in profile models is the effect of atmospheric exposure on the properties of cohesive intertidal sediments. In Chapter 4 of this thesis, I applied empirical models (developed in Chapters 2 and 3) in a numerical coastal model to explore the effect of exposure on intertidal mudflat profile evolution.

Tidal channels and their branched networks will characterise intertidal zone landscapes (Vandenbruwaene et al., 2013). Tidal channel networks are vital to the evolution of intertidal zones, providing main paths for exchanging of water, nutrients, sediments and biota between lands and oceans (Fagherazzi et al., 1999; Zedler and Kercher, 2005; Zhou et al., 2014). Many factors are believed to affect the channel network formation and evolution such as vegetation, tidal prism, initial perturbation or anthropogenic reclamation and de-reclamation (e.g. Belliard et al., 2015; Chen et al., 2020; Kearney and Fagherazzi, 2016; Temmerman
et al., 2012; Vandenbruwaene et al., 2013). Simulation models have been used extensively to explore medium and long-term evolution of tidal channel networks (e.g. Belliard et al., 2015; D'Alpaos et al., 2005; Dastgheib et al., 2008; Lanzoni and D'Alpaos, 2015; Van Oyen et al., 2014). These models solve the coupled equations describing hydrodynamics, sediment transport, biological activities and morphological change, covering various spatial and temporal scales. Also, a wide range of environments such as salt marshes, intertidal flat and mangrove have been modelled in previous studies (Belliard et al., 2015; van Maanen et al., 2015; Zhang et al., 2016). However, to our knowledge, there is no study undertaken to understanding the effect of exposure on the development of intertidal channel systems. Chapter 5 will focus on investigating the effect of exposure on development of channel networks on intertidal mudflats.

1.2 Thesis objectives

In summary, this thesis explores the effect of ambient temperature and exposure duration on erosion properties of cohesive sediments on intertidal mudflats. In addition, this research aims to model the effect of these factors on intertidal mudflat profile and channel networks development in cohesive coastal environments. To constrain the study, experiments and modelling were designed around a case-study in the Firth of Thames, New Zealand. To address the thesis objectives, the following research questions were answered:

1. How does ambient air temperature affect erodibility of exposed sediment on intertidal mudflats?

2. How does exposure duration affect erodibility of sediment on intertidal mudflat? This question is dived into two sub-questions:

- What is the effect of the length of exposure on erodibility?

- How does erodibility change after subsequent flooding cycles (recovery after re-wetting)?
3. How does exposure affect the morphological development of the intertidal mudflat profile?

4. How does exposure affect the development of intertidal drainage channel networks?

1.3 Thesis structure

These objectives are dealt with using datasets from two experiments on cohesive sediment collected from an intertidal mudflat in the Firth of Thames, New Zealand. General research questions are divided into four scientific articles in Chapters 2, 3, 4 and 5, respectively. Each chapter consists of a completed article including abstract, introduction, methods, results, discussion and conclusions. Each article answered one big research question and can stand alone; however, they are strongly connected and systematically address the overarching theme of the study. In Chapter 6, general conclusions of the thesis, limitations of the current study and future research topics are discussed.

The first scientific article (Chapter 2), titled Influence of ambient temperature on erosion properties of exposed cohesive sediment from an intertidal mudflat (Nguyen et al., 2019), has been published in Geo-Marine Letters. This chapter systematically explored relationship between ambient temperature and erosion properties (erosion threshold, $T_{cr} \text{ N m}^{-2}$ and erosion rate, $ER \text{ g m}^{-2} \text{ s}^{-1}$) of exposed sediments. Here I examined the effect of ambient temperature ranges that would occur between day and night time, between seasons and over longer (e.g. global-warming) time scales, by measuring the change in erodibility in natural intertidal sediments exposed to different temperatures.

The second scientific article (Chapter 3), titled The effect of long-term aerial exposure on intertidal mudflat erodibility (Nguyen et al., 2020), has been published in Earth Surface Processes and Landforms. This Chapter systematically explored the effect of exposure on variation in erosion properties (erosion threshold, $T_{cr} \text{ N}$
and erosion rate, \( ER \, g \, m^{-2} \, s^{-1} \) of cohesive sediments during much longer-term (after 6 h, 1, 4 and 10 d) exposure.

The third scientific article (Chapter 4), titled *Modelling the effect of aerial temperature and exposure period on intertidal mudflat profiles* (Nguyen et al., *In Prep.*). This Chapter integrated models fitted in datasets gained from Chapters 2 and 3 into a numerical coastal profile modelling. The hypothesis is that erodibility of sediments caused by exposure (including exposure temperature \( - T, ^{\circ} \, C \) and duration \( - D, h \)) as well as *Chl-a* content (a proxy of biofilm biomass) can change the way in which coastal profiles evolve. The effects of exposure along with *Chl-a* content, initial sediment bed composition (percentage of mud and sand) and spring and neap tidal cycles (effects current velocity and exposure period) on intertidal flat profile were investigated using the modifications to the bed transport sub-routines of Delft3D.

The fourth scientific article (Chapter 5), titled *Modelling the effect of temperature and exposure on intertidal channel networks in cohesive coastal environments* (Nguyen et al., *In Prep.*). This Chapter also integrated semi-empirical models fitted to datasets collected from experiments presented in Chapters 2 and 3 into Delft3D hydrodynamic-sediment transport model to explore the influence of exposure on the formation and development of channel patterns on an intertidal mudflat. This article addressed the hypothesis that differential exposure rates on topography with random elevation perturbations may play a role in the development of channel patterns in cohesive environments.
Chapter 2

Influence of ambient temperature on erosion properties of exposed cohesive sediment from an intertidal mudflat

Contribution of authors

Chapter 2 presents the article entitled “Influence of ambient temperature on erosion properties of exposed cohesive sediment from an intertidal mudflat”, published in 2019 in the Geo-Marine Letters.

Sediment samples using for laboratory experiments were obtained during fieldwork in the Firth of Thames, New Zealand, which I designed and executed as part of my PhD research. I also designed and conducted laboratory experiments, processed and analyzed all the data, produced figures and wrote the manuscript. My co-authors assisted with planning field- and lab-works, edited drafts and advised on directions.
Abstract

Intertidal flats regularly emerge and submerge in accordance with changes to the water level occurring over tidal cycles. The alteration between wet and drained states may affect the sediment water content, and so the erosion properties of intertidal sediments. This study examined the influence of ambient temperature on the erodibility of exposed cohesive sediment from an intertidal mudflat in the Firth of Thames, New Zealand in Dec 2017 and Mar 2018. The EROMES device was used to measure the erosion potential of sediment (erosion threshold, $T_{cr}$ N m$^{-2}$ and erosion rate, $ER$ g m$^{-2}$ s$^{-1}$). Samples were drained and exposed to temperatures of 0, 8, 25 and 40°C, chosen to mimic natural exposed conditions, while submerged samples simulated natural flooded conditions. Results showed that the cohesive sediment became more resistant to erosion when exposed to air compared to submerged samples as a consequence of decreased water content. The water content of exposed sediments decreased by 1.01 – 1.78 times, a rate which was a function of increasing temperature. The $T_{cr}$ of exposed experiments was 1.2 to 2.2 times higher, whereas $ER$ decreased 1.2 to 6.2 times. Both the Dec 2017 and Mar 2018 sampling dates showed a similar pattern of increasing resistance to erosion (higher $T_{cr}$ and lower $ER$), which corresponded to depleted water content of the exposed sediment at higher temperatures.

Keywords: sediment stability, erosion potential, erosion rate, erosion threshold, intertidal zones, The Firth of Thames
2.1 Introduction

Soft sediments comprise extensive ecosystems on Earth that provide habitats and food for many species such as fish and birds (Snelgrove, 1999). Intertidal areas also create habitats for fringing vegetation like salt marshes and mangrove forests that inhabit tidal margins of low-energy coasts and estuaries (Sterling and Hurley, 2008). If the intertidal sedimentation rate is lower than the rate of sea level rise, increasingly frequent coastal flooding will either cause the vegetation zone to shrink, or force shoreward migration if the available space exists (McCarthy, 2001). In contrast, although reducing flooding risk, higher sedimentation rates of finer particles can have negative impacts on habitats in the long term (Andersen et al., 2007; Hewitt et al., 2003; Thrush et al., 2003). For example, fine sediment inputs are considered as ecological stressors on tidal flats, reducing e.g. pore-water flushing and shellfish filtration capacity, which subsequently alters the habitats (Bartzke et al., 2013; 2017; Thrush et al., 2003). Hence, understanding processes controlling erosion and deposition of sediment in intertidal zones will contribute to predicting the long term stability and morphodynamic equilibrium of coastal and estuarine ecosystems (Zhou et al., 2017).

Although the impact of hydrodynamic conditions on erosion and transport of sediment has been a focus of many previous studies, erosion properties of cohesive sediments have been more challenging to quantify because of the confounding effects of cohesion (e.g. Daly et al., 2011; Grabowski et al., 2011; Hunt et al., 2015; Zhang and Yu, 2017; Zhou et al., 2015). Erodibility is defined as a movement tendency of sediment, which can be represented by the erosion threshold \( T_{cr} \) \( \text{N \ m}^{-2} \) and erosion rate \( ER \text{ g \ m}^{-2} \text{ s}^{-1} \) (Andersen, 2001; Harris, et al. 2016). In general, the erodibility of sediment is governed by a combination of the physical and geochemical properties of the sediment itself, the environment where the sediment is deposited and biological processes. These factors are all dynamically linked, and their net impact on erodibility depends on their interactions (Grabowski et al., 2011).
Mudflats are exposed during low tides, and evaporation may decrease the water content of the surface layer. At the beginning, evaporation occurs at the sediment surface and depletes the water content of this layer. During this stage, the evaporation zone shifts downward, and a dry surface layer is formed (Han and Zhou, 2013). In a study on evaporation of cohesive sediment, the thickness of the dry surface layer was shown to depend on hydraulic properties of the sediment and the exposure duration, varying from 0 to 2 cm (Kobayashi and Miyagawa, 1992). Water content has been proven to have a strong relationship with erodibility, and any variation in the water content of a cohesive sediment will lead to changes in its plastic behaviour that alters the erosion properties (Jacobs et al., 2011; Van Ledden et al. 2004; Winterwerp et al. 2018; Winterwerp and Van Kesteren 2004; Zhou et al. 2016a). A freshly deposited mud with high water content behaves as viscous flow in response to shear stress and so is easily entrained while a drier mud exhibits plastic behaviour and will be more resistant to erosion (Amaryan, 1993; Gillott, 2012; Winterwerp and Van Kesteren, 2004). However, this generalisation is not always the case in natural sediments. For instance, a previous study (Amos et al., 2003) documented a lacustrine sediment that had a notably high erosion threshold (0.5 N m⁻²) despite a high water content (wet bulk density is less than 1100 kg m⁻³). A field study compared the erosion potential of exposed and submerged mud, and showed a remarkable decrease in ER (hundred times lower) and increase in $\tau_{cr}$ (more than 3 times higher) of mud exposed to air for 7 h (Widdows et al., 1998). The bed shear strength of sediment increased due to evaporation when mudflats emerged, with this strengthening effect remaining during the subsequent flooded periods (Amos et al., 1988; Fagherazzi et al., 2017).

The evaporation rate of sediment is influenced by many atmospheric factors (e.g. solar radiation, relative humidity, ambient temperature and wind speed), and sediment properties such as permeability and porosity (Dingman, 1994; Davarzani et al., 2014). Here we focus for the first time on the influence of ambient temperature on water content and so the erodibility of exposed sediments. In
addition, temporal variation in erodibility can relate to changes in sediment properties and biofilm abundance. Biofilms, generally consisting of photosynthesizing microorganisms and their extracellular polymeric substances (EPS), have been widely reported in the literature as an important factor stabilizing sediments. For instance, adhesion of sediment can be increased by biofilms, which reduces resuspension and causes the surface sediment to be more stable than the underlying layers (Austen et al., 1999; Friend et al., 2003; Paterson and Black, 2000). Chlorophyll-a (Chl-a; a proxy for biofilm biomass) on mudflats varies widely between months, and so the effect of biofilms on sediment stability is likely to vary seasonally (Migné et al., 2004; Murphy et al., 2009). Despite knowing that water content affects erosion properties and that temperature is a principal factor controlling water content through evaporation on mudflats, there has been no study that systematically explores the relationship between ambient temperature and erodibility of exposed sediments. Here we sought to examine the effect of ambient temperature ranges that would occur between day and night time, between seasons and over longer (e.g. global-warming) time scales, by measuring the change in erodibility in natural intertidal sediments exposed to different temperatures. To measure seasonal changes, sediment properties including Chl-a as a proxy for variability in biofilm biomass were considered by collecting samples in early summer (Dec 2017) and early autumn (Mar 2018).

2.2 Methods

2.2.1 Sediment collection and preparation

Sediment samples were collected at a single study site on the upper part of the intertidal mudflat in the Firth of Thames, New Zealand (37° 8'31.61"S, 175°32'10.81"E) at low tide on 5 December 2017 and 19 March 2018, when ambient temperatures were 14°C and 25°C, respectively. The Firth of Thames, located in the Waikato region, is a mesotidal estuary of ~800 km² (Swales et al., 2015). Tides in the Firth are characterised as semi-diurnal with spring and neap tidal ranges of 2.8 and 2.0 m, respectively (Swales et al., 2019). The Firth annually
receives ~190,000 tonnes of sediment from two rivers (Piako and Waihou), which has caused a rapid accretion of the mudflat (cm y\(^{-1}\)) (Swales et al., 2015). Tidal current speeds on the mudflat are reported to be less than 0.2 m s\(^{-1}\) (Swales et al., 2015). The mangrove forest colonised an approximate of 800 m wide band on the intertidal flat from 1 to 1.89 m above mean sea level (Montgomery et al., 2018). In the area, mean precipitation is ~1211 mm y\(^{-1}\) (Swales et al., 2015), and mean daily minimum air temperature of 0 - 8°C in winter and mean daily maximum air temperature of 20 - 25°C in summer (Chappell, 2014). Sediments deposited in the Firth are smectite clay-rich muds (Swales et al., 2019). On the upper parts of the intertidal flat, sediments have a dry bulk density in a range of 0.38 – 0.57 g cm\(^{-3}\), organic matter content of 6.4 – 13 % and grain density of 2.65 g cm\(^{-3}\) (mean value of deposited sediments over the 6 years period from 2007 to 2013 (Swales et al., 2019). Note, however, that these properties are likely to vary to an unknown degree in both space and time.

Twenty surficial sediment samples (depth 0 - 5 mm) were collected on each sampling date and subdivided for analysis of grain size distribution, organic content (OC) and Chl-a. The sediment sub-samples used for Chl-a analysis were kept in the dark and frozen at -20°C, all other sub-samples (for grain size and OC) were kept at 4°C prior to analysis. Grain size distribution was determined using a laser particle analyser (model Malvern Mastersizer 2000), and samples were pre-treated with 10% H\(_2\)O\(_2\) to remove organics and 5% calgon solution to separate soil particles (Day, 1965). OC was estimated as the weight loss on ignition (450°C) for 4 h (Matthiessen et al., 2005) and Chl-a (µg g\(^{-1}\) dry weight sediment) was determined by the fluorometric method after extraction with acetone (Arar and Collins, 1997).

Twenty Perspex sediment cores (10 cm diameter, 10 cm sediment depth) were also collected on each sampling date and sealed for laboratory erosion experiments. Prior to sealing, the cores were slowly filled with 10 cm column of artificial seawater with a salinity of 28). This salinity is consistent with unpublished
measurements made by the co-authors offshore from the site in April 2016 (28-30; Seabird CTD) in 2-5 m water depth at high tide. Submerging the sediment kept the sediment surface more stable during transport, and the effect of the 10 cm water column on the consolidation of samples is small and negligible (Fiot and Gratiot, 2006). A siphon was used to minimise disturbance of the sediment surface during filling and bubble-wrap was carefully placed on the sediment surface before the filling, then removed on finishing. The submerged cores were then transported back to the laboratory and kept in a dark cool room at 16°C to reduce metabolism; thus the sediment conserved the natural condition of the sampling time before draining prior to treatments (Harris et al., 2016). Unfortunately, some cores were discarded due to (1) being disturbed during transport and (2) the presence of crabs that led to significant sediment disturbance during erosion runs, leaving 14 cores from the Dec 2017 and 15 cores in the Mar 2018 campaigns. Along with the cores for erosion measurements, 15 cores (10 cm diameter, 10 cm depth) on each sampling date were also collected. Those samples were sealed and stored at 4°C for water content analysis.

When sediment samples arrived at the laboratory, three submerged cores were kept undrained and run immediately for erosion measurements. In the case of the exposed trials, the water above the cores was gently drained using a siphon until approximately a couple of millimetres remained above the sediment surface. Because the sediment surface was soft, unconsolidated and prone to disturbance, we retained a few mm of water on the surface then used tissue paper repeatedly placed along the inside edge of the core wall at the meniscus surface to wick the last of the water away. We tested this draining technique on three cores and the measured water content varied by less than 3%.

Sediment cores for exposed trials were treated with a wide range of ambient temperatures including 0°C, 8°C, 25°C and 40°C in which the upper limit of 40°C and the lower limit of 0°C were incorporated to encompass the extremes occurring at our field site. Emersion length varies, depending on tide levels and
bed elevations on the mudflat relative to mean sea level. A six-hour duration was applied to the treatments, which is the average time exposed at mean sea level on an intertidal mudflat with a diurnal un-distorted tide.

Cores were placed in a controlled temperature room at the treatment temperatures for 6 h before the erosion measurements. Logging thermometers were deployed to make sure that temperatures inside the room were consistent, and the monitoring data showed that temperatures varied by less than 3%. All the experiments and erosion measurements were done within two days after collection from the mudflat. To avoid bias between the treated cores due to variations in the time taken to do erosion measurements (cores could not be run simultaneously), the treatment order of cores for erosion measurements was randomly chosen. Trials were replicated with three cores for the submersion experiment and three cores for each of the exposure temperatures, for both the Dec 2017 and Mar 2018 sampling dates.

The second set of 15 cores (10 cm diameter, 10 cm depth; 3 cores per treatment) collected for water content measurements on each sampling date were treated in the same way as erosion cores with submerged and exposed conditions prior to water content analysis. A bias between these cores and erosion cores (which were transported submerged) might be present because sediment cores for water content analysis were stored in drained states. Therefore, they were filled with 10 cm water above the sediment surface for 6 h (equivalent to the submerged duration of erosion cores during transport) to minimise the bias. After exposure treatments, 5 mm deep sediment samples were extracted from the core surfaces and tested for relative water content. Relative water content was calculated as a percentage between the mass of water and mass of dry substances in the samples, and the mass of water is determined by the amount of water lost after drying samples in an oven at 105°C for 24 h (Cambell and Mulla, 1990). The water content is assumed to be the same as the water content of corresponding erosion cores treated with the same conditions.
2.2.2 Erosion measurements

The measurements of erosion potential were carried out using the EROMES device (Andersen, 2001; Andersen et al., 2010; Andersen and Pejrup, 2002; Austen et al., 1999; Friend et al., 2003; Harris et al., 2016; Schünemann and Kühl, 1991) (Figure 2.1A). The EROMES system includes the Perspex tubes that were used to collect sediment cores, a propeller to generate bed shear stress, a baffle to prevent cyclical flow and an optical backscatter sensor (OBS) to record the concentration of sediment in suspension every second (Schünemann et al., 1991). A standard operating procedure for the EROMES is described in Andersen (2001) and Harris et al. (2016). Once the tube was filled up with 20 cm of artificial seawater (salinity of 28, temperature 18 - 20°C), the propeller, baffle and OBS were positioned 3 cm, 1.5 cm and 6.5 cm above the sediment surface respectively. A filling step lasted for about 2 minutes (we did not try to replicate the time scale of tides in our experiments). Bed shear stress was increased from 0.1 to 2.0 N m\(^{-2}\), in increments (steps) of 0.1 N m\(^{-2}\), each with a duration of 2 min. During each EROMES run, 5 water samples were extracted from the water column to calibrate the OBS, at steps encompassing the range of bed shear stresses, and filtered using glass microfiber filter papers (GF/C, Whatman brand). At least 100 ml of water sample was collected, and the amount was immediately replenished with the same amount of artificial seawater.

Suspended sediment concentration (SSC, g L\(^{-1}\)) was calculated by dividing the dry weight of sediment (where pre-weighed filter papers were dried at 105°C for 10 h) by the water sample volume. Calibration relationships to convert OBS readings (mA) to sediment concentrations were computed separately for each core (\(r^2\) ranged from 0.94 to 0.99). \(\tau_{cr}\) (N m\(^{-2}\)) is the bed shear stress which caused a nominal erosion rate of 0.1 g m\(^{-2}\) s\(^{-1}\) and \(ER\) (g m\(^{-2}\) s\(^{-1}\)) is defined as an erosion rate of sediment at a given nominal bed shear stress of 0.5 N m\(^{-2}\) (Andersen, 2001; Andersen et al., 2005; Harris et al., 2016). A mean value of SSC corresponding to each incremental step of bed shear stress (\(\tau_b\) N m\(^{-2}\)) was calculated by averaging
all values of SSC recorded over the 2-min duration of each step. Using a time series of mean SSC values at each step of bed shear stress, erosion rate \( E \, \text{g m}^{-2} \text{s}^{-1} \) corresponding to the step was calculated. Then an exponential curve \( E = a \times e^{bT_b} \) that fitted \( E \) against \( T_b \) was used to derive measures of the erosion potential \( T_{cr} \) and \( ER \) (Harris et al., 2016).

Figure 2.1 A) Setup of the EROMES device. The EROMES core surface immediately after B) draining from the submersion state (i.e. underwater for 6 h during transport to laboratory) and after 6 h exposure at 0 °C (C), 8 °C (D), 25 °C (E) and 40 °C (F). The water content of surficial layer visibly changed with exposure to higher temperatures (compare (D – F)), whereas the surface of the core treated at 0 °C frozen.
2.2.3 Statistical analysis

Statistical analyses were conducted to test whether differences occurred between seasons, between exposed and submerged samples, and between treatment temperatures for unfrozen, exposed cores. A one-way ANOVA was used to assess whether significant differences in sediment properties existed between the Dec 2017 and Mar 2018 sampling dates (n = 20 on each date). To see whether emersion influenced erosion potential, we compared submerged with exposed experiments using a two-way ANOVA that examined interactive effects of two independent fixed factors; temporal variation (between Dec 2017 and Mar 2018) and ambient temperature (treatments) on the $T_{cr}$ and $ER$ variables (n = 3 in each treatment). When the interaction term was significant, Tukey's HSD (Honestly Significant Difference) post-hoc tests were used to establish whether differences between submerged and exposed treatments existed within sampling dates (n = 3 in each treatment). The one-way ANOVA was also used to test for significant differences between water content, erosion potential of two sampling dates within each temperature and to test for trends in erosion potential within exposed, unfrozen treatments with treated temperatures from 8°C to 40°C (n = 3 in each treatment). The relationship between erosion measures and temperature and water content were also examined using regression analysis, and the best fit function was chosen based on significance level and $r^2$. If a significant linear relationship existed, a test for homogeneity of slopes compared the two regression lines to assess the effect magnitude of the independent factors on $T_{cr}$ and $ER$ between the two sampling dates (n = 3 in each treatment). The 0°C experiment was excluded from this analysis because a frozen water layer covered the sediment surface after the treatments, and the sediment erosion characteristics were clearly different from the higher-temperature treatments. We used the Statistica 13© package to do the statistical analyses. In this study, a statistical test is significant if the probability (p-value) was less than 0.05.
2.3 Results

2.3.1 Sediment properties

Mean grain size (D\textsubscript{50}, µm) for Dec 2017 samples was significantly smaller than that of the sediments collected in Mar 2018, (p < 0.001). As a consequence, the mud (grain size < 63 µm) content for samples from the Dec 2017 was higher than that for the Mar 2018 sediments (p < 0.05). There was also a significant increase in Chl-\textit{a} content in Mar 2018 (which was 2.4 times higher than that in Dec 2017; p < 0.001) (Table 2.1).

Table 2.1 Summary of sediment properties

<table>
<thead>
<tr>
<th></th>
<th>Dec 2017</th>
<th>Mar 2018</th>
</tr>
</thead>
<tbody>
<tr>
<td>D\textsubscript{50} (µm)</td>
<td>6.37 ± 1.05</td>
<td>8.90 ± 0.99</td>
</tr>
<tr>
<td>Clay (%)</td>
<td>37.77 ± 4.13</td>
<td>26.30 ± 2.80</td>
</tr>
<tr>
<td>Silt (%)</td>
<td>55.25 ± 5.28</td>
<td>63.41 ± 3.77</td>
</tr>
<tr>
<td>Sand (%)</td>
<td>6.95 ± 2.76</td>
<td>10.25 ± 3.10</td>
</tr>
<tr>
<td>Chl-\textit{a} (µg g\textsuperscript{-1})</td>
<td>9.18 ± 2.72</td>
<td>21.64 ± 5.79</td>
</tr>
<tr>
<td>OC (%)</td>
<td>9.76 ± 0.28</td>
<td>10.10 ± 3.21</td>
</tr>
</tbody>
</table>

Data are presented as means ± one standard deviation (n = 20)

2.3.2 Effect of the exposure on erodibility of intertidal sediments

Comparison between exposed and submerged treatments showed that \( \mathcal{T}_{cr} \) increased 1.2 to 2.2 times, and \( ER \) decreased 1.1 to 6.5 times. There was a significant difference between \( \mathcal{T}_{cr} \) from submerged and exposed experiments (p < 0.001). Submerged samples always had the lowest \( \mathcal{T}_{cr} \), and exposed 40°C samples had highest \( \mathcal{T}_{cr} \) (Figure 2.2A). \( \mathcal{T}_{cr} \) of 0°C treatments was higher than the 8°C and lower than the 25°C treatments, which was replicated in both sampling dates. The statistical analysis indicated that there was a significant difference between the 40°C and the submerged treatments (p < 0.05) in Mar 2018, but there were no differences between the submerged and the rest of the treatments in Dec 2017. \( ER \) patterns were similar for both sampling dates (Figure 2.2B). The 40°C treatments had the lowest \( ER \) while submerged treatments showed the highest
ER, followed by samples of 8°C, 0°C and 25°C, respectively. Sediment collected in Mar 2018 had an extremely low ER, which fluctuated between replicates; therefore, no significant differences were detected between submerged and exposed treatments. In contrast, ER of the Dec 2017 sediments were high, and ER of the submerged treatment was significantly higher than in the 25°C and 40°C exposure treatments (p < 0.001), and the 0°C (p < 0.05) treatment. The 8°C treatments were easily eroded and were not different from the submerged samples (one-way ANOVA, p = 0.29).
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Figure 2.2  A) Mean erosion threshold (T_cr) and B) erosion rate (ER) as a function of treatment and sampling date. Error bars correspond to one standard error.

### 2.3.3 Temperature sensitivity in exposed sediments

In general, a significant relationship between water content and exposure temperature was found for both sampling dates (quadratic polynomial fit, p < 0.001). Relative water content of sediment cores decreased when exposure temperature increased, with water content of the Dec 2017 sediments decreasing from 314% (submerge state) to 176% (at 40°C exposure) and by a similar amount in Mar 2018 (from 308% to 165%; Figure 2.3). The one-way ANOVA indicated significant differences in water content between different temperatures within the same date (p < 0.001) but no significant differences in water content between the dates (p > 0.05).
Figure 2.3 Relationship between relative water content (W, %) and ambient temperature (T, °C). Data points circled by the dashed line represent the water content at drained state from the submersion. Quadratic polynomials have been fitted to the remaining data points ($r^2 > 0.94, p < 0.001$). Error bars correspond to ± one standard error.

Increasing ambient temperature decreased water content of the sediments, and so increased the stability of exposed sediments (Figure 2.4). As the consequence of lower water content of the sediments exposed to a higher temperature, a significant increasing trend of $T_{cr}$ was detected in the unfrozen, exposed samples (linear fit, $p < 0.05$ for both dates) (Figure 2.4A). Although there was an outlier value of $T_{cr}$ in the 8°C treatment from Mar 2018 (which we do not know the cause of), the relationship was still significant. A significantly decreasing trend (logarithmic fit, $p < 0.05$) in ER as a function of temperature was detected in the non-frozen exposed treatments from the Dec 2017 sediments. A negative relationship was found between relative water content and $T_{cr}$ (linear fit, $p < 0.05$) for both sampling dates while ER was positively correlated to relative water content (quadratic polynomial fit, $p < 0.05$) (Figure 2.4B and 2.4D). ER in Mar 2018 did not show a significant trend; the ER of treatments was very small and variable ($0.002 - 0.008 \text{ g m}^{-2} \text{ s}^{-1}$) (Figure 2.4C). Similarly, there was no statistically significant relationship between relative water content and ER in Mar 2018 ($p = 0.08$) (Figure 2.4D).
Figure 2.4 Change in (A) erosion threshold ($T_{cr}$) and (C) erosion rate ($ER$) with ambient temperature ($T$) and change in (B) $T_{cr}$ and (D) $ER$ with relative water content ($W$). *p* values are not presented for non-significant regressions.

### 2.3.4 Seasonal differences

The statistical tests for homogeneity of slopes showed a significant difference between the two regression lines of $T_{cr}$ and temperature ($p < 0.05$), with the Mar 2018 having higher slopes (Figure 2.4A) indicating that increasing temperature had a greater effect in Mar 2018 compared to the Dec 2017. Erosion measurements in Dec 2017 and Mar 2018 were compared to test for temporal variation in $T_{cr}$ and $ER$ (Figure 2.2). Overall, the Mar 2018 sediments showed higher $T_{cr}$ and much lower $ER$, and so were more stable than the Dec 2017 samples. There was a significant difference in $T_{cr}$ between the 40°C Dec 2017 and the 40°C Mar 2018 treatments ($p < 0.05$). $ER$ were significantly different between submerged treatments ($p < 0.001$) and between 8°C ($p < 0.05$) treatments of the Dec 2017 and the Mar 2018 sediments.
2.4 Discussion

Our results showed, with the exception of the 0°C treatment, that the higher the temperatures to which the sediments were exposed, the lower their water content, which leads to more stabilized sediments (higher $T_{cr}$ and lower $ER$). Increasing water content (150 - 350%, comparable to our study of 165 - 315%) is often linearly correlated with a decrease in cohesive sediment stability; however, over wider ranges (30 - 1200%), the relationship may be non-linear (Amaryan, 1993). At high water content, the water layer absorbed by clay particles is thicker, which forces particles apart, reducing inter-particle interaction. This process might weaken the bond between particles and destroy any network structure inside the mud (Yong and Warkentin, 1966). Conversely, drying of cohesive sediments is accompanied by shrinkage that brings particles to close together, which tends to strengthen attractive forces between them (Yong and Warkentin, 1966). Water content decrease induces consolidation and increases bulk density, which has also been shown to increase the stability of muddy sediments (Winterwerp and Van Kesteren, 2004; Grabowski et al., 2011). Note that the shrinkage limit for a smectite clay sediment is in the water content range of 45 – 62% (Yong and Warkentin, 1966), which is much lower than the lowest water content of our sediment (~165%). $T_{cr}$ and $ER$ within treatments were quite variable, making it difficult to detect changes between some treatments with confidence; in future more replication is required. Our observation that the erosion properties of the upper few millimetres of sediment on intertidal mudflats can be highly variable was consistent with Houwing (1999).

The Dec 2017 sediments were finer than the Mar 2018 sediments, which should cause a lower evaporation rate because the porosity of fresh cohesive sediment increases when the mean grain size increases and so creates more pore space for free water movement between particles, and subsequently higher permeability (Urumovic’, 2016). Moreover, the higher clay content leads to lower permeability of the Dec 2017 sediments, which in turn lowers evaporation rate during exposure
Nevertheless, there were no statistically-significant differences in water content when two sampling dates were compared within a treatment. It might be that the higher level of biofilm embedded on the surface of the Mar 2018 sediments led to a reduction in hydraulic conductivity as found by Volk et al. (2016) and a lower evaporation rate during exposure. A negative correlation between organic matter and hydraulic conductivity has also been reported (Nemes et al., 2005) and therefore, the higher organic content observed in Mar 2018 might also contribute to a reduction of hydraulic conductivity.

Sediments from Mar 2018 were significantly more stable than those from Dec 2017, which may be explained by the difference in sediment properties (Table 2.1). In particular, the Chl-a in the Mar 2018 samples was much higher than that in the Dec 2017 samples. Previous studies have documented that high Chl-a content is positively related to $T_{cr}$, and negatively related to $ER$ (Andersen, 2001; Austen et al., 1999; Sutherland et al., 1998). Biofilms have been observed to make a smoother sediment surface that reduces frictional drag at the surface, and adhesion of sediment also increases with biofilms where they physically bind sediment grains (Paterson, 1989).

Freezing caused an effect on erosion potential because of ice formation on the sediment surface. For the 0°C experiment, $T_{cr}$ was lower than that of 25°C and higher than the 8°C treatments, while $ER$ was higher than that of 25°C and lower than that of 8°C for both sampling dates (Figure 2.2A and 2.2B). In terms of water content, we would expect the 0°C and 8°C experiments to be similar because evaporation is low at low temperatures (Dingman, 1994). However, after treating at 0°C for 6 h, a thin layer of ice occurred at the sediment surface and the layer needed to melt to allow the erosion of sediment in sub-layers (Figure 2.1C). Hence, those samples were more stable during the initial increments of bed shear stress, which led to lower erodibility compared to the 8°C treatment. Previous studies have shown that freezing and ice formation increase aggregate stability under the
impact of water flow by bringing near surface sediment particles into contact with each other (Czurda et al., 1995; Dagesse, 2013; Lehrsch et al., 1993). Moreover, increasing salinity of surface seawater from 18 to 35 would decrease the freezing point of the seawater by about 1°C (Fujino et al., 1974). Therefore, the effect of salinity variation on the freezing point of seawater should be considered in future work concerning the stability of intertidal sediments.

A study on the impact of water content, bulk density and yield stress on erosion threshold of cohesive sediments with various median grain sizes ranging between 6 - 72 µm was conducted by Zhang and Yu (2017). Cohesion (or inter-particle interaction) of cohesive sediments is directly related to the yield stress. Their study presented results in a modified Shields diagram showing critical Shields parameter \( \theta_c = \frac{T_c}{\rho_s - \rho}gD_{50} \), where \( \rho_s \) is the grain density of sediments, \( \rho \) is density of water, \( g \) is gravitational acceleration) as a function of dimensionless sediment size parameter \( D^* = \frac{D_{50}[g(\rho_s - \rho)/(\rho \nu^2)]^{1/3}}{g} \), where \( \nu = 9.68 \times 10^{-7} \text{ m}^2 \text{s}^{-1} \) at 20°C, is the kinematic viscosity), which allowed comparison with previous studies on cohesive sediment. The range of erosion thresholds that we measured was consistent with previously published results (Xu et al., 2015; Zhang and Yu, 2017) (Figure 2.5).

The difference in \( \theta_c \) was caused by different bulk densities, whereas the variation was attributed to yield stress (or cohesion) differences in Xu et al. (2015) and Zhang and Yu (2017), respectively. In our experiments, the water content causes the variation of \( \theta_c \), and changes in water content might in turn lead to changes in consolidation state and bulk density of sediments (which we did not measure). \( \theta_c \) at similar \( D^* \) of our study were higher than that in Zhang and Yu (2017). It is because the criterion to define the incipient motion of sediments \( 3.2 \times 10^{-6} \) to \( 7.4 \times 10^{-6} \text{ kg m}^{-2} \text{ s}^{-1} \) used in their study was lower than our criterion \( 10^{-4} \text{ kg m}^{-2} \text{ s}^{-1} \). Another reason is that deliberately disturbed sediments were used in their study to compare \( \theta_c \) of the same sediment with different yield stress. The disturbance of muddy sediments reduces yield stress and lowers erosion threshold of the
sediments (Zhang and Yu 2017). In contrast, our cores are composed of natural and less disturbed mud, and so should have higher yield stress compared to the disturbed ones. In the conventional sense of the Shields diagram, higher $\theta_{cr}$ is expected for finer sediments; our result, however, displayed lower $\theta_{cr}$ for the Dec 2017 mud ($D_{50} = 6.37 \mu m$) that are finer than the Mar 2018 mud ($D_{50} = 8.9 \mu m$). In addition, Chl-a has been proved to significantly increase erosion threshold of sediments, which is consistent with the higher $\theta_{cr}$ for the Mar 2018 sediments.

Although many studies have been conducted to understand factors that affect the erosion potential of cohesive deposits, a better model to predict erosion quantities is still not available (Grabowski et al., 2011; Zhang and Yu, 2017). Cohesive sediment transport models apply a range of different formulas to simulate erosion processes. Among various equations, the Partheniades's formulation developed in 1965 has been widely applied in numerical transport models of cohesive sediment (e.g. Borsje et al., 2008; Franz et al., 2014; Zhou et al., 2016b):

$$E = ER \times (\frac{\tau_b}{\tau_{cr}} - 1)$$

Applications of the formulation to the erosion of cohesive sediment in intertidal areas can be seen in previous studies, where in general these erosion parameters and critical bed shear stresses for erosion were set to constant values during tide cycles (Borsje et al., 2008; Franz et al., 2014; Zhou et al., 2016b). For examples, $ER$ and $\tau_{cr}$ were set to 5$\times$10$^{-2}$ and 10$^{-1}$ g m$^{-2}$ s$^{-1}$; 0.2 and 0.4 N m$^{-2}$ in Borsje et al. (2008) and Zhou et al. (2016b), respectively. Changes in erosion properties of the sediment in intertidal areas due to an emersion have been ignored in these models. By comparing $E$ calculated from $ER$ and $\tau_{cr}$ using the submerged treatment results and $E$ from $ER$ and $\tau_{cr}$ using the results of the exposed treatment including the influence of temperature (i.e. using the regression equations), $E$ could decrease by 1.3 - 14.3 times depending on the exposure temperatures (which control how much water evaporated from the sediments). Therefore, future
modelling efforts should consider the strengthening effect of ambient temperature on the erosion resistance.

Figure 2.5 A modified Shields diagram comparing results with previously published data relating the critical Shields parameter ($\theta_{cr}$) to the dimensionless grain size parameter ($D^*$). The shaded area shows variable ranges of $\theta_{cr}$ (after Zhang and Yu, 2017).

The global mean temperature has been predicted to be higher in the coming years than it has been in the last century. Between 2081 - 2100, it has been projected to increase 1, 1.8, 2.2 and 3.7°C compared to the 1986 - 2005 reference period in climate change scenarios RCP2.6, RCP4.5, RCP6.0 and RCP8.5, respectively (Collins et al., 2013). Our regression equations (Figure 2.4A and 2.4C) showed that even the lowest scenario RCP2.6 will cause an $T_{cr}$ increase of 1.1 (±0.01, error corresponds to ± one standard error) - 1.7 (±0.01) % and ER decrease of 2.4 (±0.03) - 10.2 (±0.70) % for an increase in temperature at each extreme of the range 8 - 40°C. The temperature increase associated with the highest scenario RCP8.5 has the strongest effect on erodibility of cohesive sediment, where $T_{cr}$ increases by 4.0 (±0.02) - 6.1 (±0.10) %, and ER declines by 8.9 (±0.13) - 37.7 (±2.43) %. These changes to the erodibility of sediment mean that intertidal mudflats will be more
stable, and may be more likely to retain sediment and increase elevation relative to rising sea levels. As suggested in Kirwan et al. (2016a), more research about the influence of climatic forces on erosion or accretion of seaward edge of coastal marshes are needed to improve predictions of marsh adaptability to sea level rise.

This study has considered seasonal changes in erodibility of sediments by collecting data in early summer and early autumn; however our measurements may not represent the range of natural variation because many sediment properties such as Chl-a might change widely during winter and summer (Migné et al., 2004; Murphy et al., 2009). Sediments were only from one site, the Firth of Thames, which limits the ability to generalise the findings. Higher water content directly changes plasticity of cohesive sediment and reduces erosion resistance (Winterwerp and van Kesteren, 2004) so therefore, it is essential to include plastic and liquid limits of sediments in any future study. Although preliminary observations suggest that the strengthening effect remained during subsequent flooding, we do not yet have the evidence to generalise this statement. At some point, the sediments must return to their original less-consolidated condition because relatively unconsolidated sediments were collected from an intertidal region which is regularly exposed and re-flooded. We are planning a new suite of experiments to address this question.

2.5 Conclusions

A higher ambient temperature during exposure results in lower relative water content of surface sediment that tends to result in more stabilized sediments in the subsequent flood periods. The increase in $T_c$ (by 1.2 to 2.2 times) and decrease in $ER$ (by 1.2 to 6.2 times) corresponding to elevated exposed temperatures were triggered by a 1.01 – 1.78 times decrease in relative water content. Chl-a significantly stabilised sediments even when they have larger median grain sizes that are expected to have lower critical shear stress in a traditional mean of the Shields diagram. Freezing temperatures caused a thin layer of ice to form on the sediments, which delayed the onset of erosion, and so decreased erodibility.
Our findings on erosion properties of sediment indicated that substantial changes can occur during tidal cycles because of varying exposure conditions, which may ultimately contribute to changing the intertidal morphology as temperature changes over the coming years. In terms of ambient exposure temperature, erosion resistance of cohesive intertidal sediments emerged during low tides is expected to be strengthened as a consequence of global warming.
Chapter 3

The effect of long-term aerial exposure on intertidal mudflat erodibility
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Sediment samples used for laboratory experiments were obtained during fieldwork in the Firth of Thames, New Zealand, which I designed and executed as part of my PhD research. I also designed and conducted laboratory experiments, processed and analyzed all the data, produced figures and wrote the manuscript. My co-authors assisted with planning field- and lab-work, data analysis, statistical methods, edited drafts and advised on directions.
Abstract

Intertidal zones by definition are exposed to air at low tide, and the exposure duration can be weeks (e.g. during neap tides) depending on water level and bed elevation. Here we investigated the effect of varying exposure duration (6 h – 10 d) on intertidal mudflat erosion (measured using the EROMES device), where the effects of water content and biofilm biomass (using chlorophyll-\(a\) content as a proxy, \(\text{Chl-}a\ \mu g\ g^{-1}\)) were taken into account. Sediments were collected between spring-summer (in Oct 2018, Jan 2019 and Feb 2019) from an intertidal site in the Firth of Thames, New Zealand. Longer exposure duration resulted in more stable sediments (higher erosion threshold \(\mathcal{T}_c\); N m\(^{-2}\)) and lower erosion rate \((\mathcal{E}R; g\ m^{-2}\ s^{-1})\). After 10 d, exposure increased \(\mathcal{T}_c\) by 1.7-4.4 times and decreased \(\mathcal{E}R\) 11.6 – 21.5 times compared with 6 h of exposure. \(\text{Chl-}a\) and water content changed with exposure duration and were significantly correlated with changes in \(\mathcal{T}_c\) and \(\mathcal{E}R\). The stability of sediments after two re-submersion periods following exposure was also examined and showed that the stabilising effect of exposure persisted even though water content had increased to non-exposure levels. Re-submersion was associated with an increase in \(\text{Chl-}a\) content, which likely counteracted the destabilising influence of increased water content. A site-specific model, which included the interplay between evaporation and biofilm biomass, was developed to predict water content as a function of exposure duration. The modelled water content \((W_{\text{Mod.}})\) explained 98 % of the observed variation in water content \((W_{\text{Obs.}})\). These results highlight how exposure period can cause subtle changes to erosion regimes of sediments. An understanding of these effects (for example in sediment transport modelling) is critical to predicting the resilience of intertidal zones into the future when sea-level rise is believed to exacerbate erosion in low-lying areas.

**Keywords:** sediment stability, low-lying areas, erosion rate, erosion threshold, intertidal zones, long-term exposure, the Firth of Thames
3.1 Introduction

Intertidal ecosystems, including sand/mud flats, salt marshes, and mangroves are some of the most productive and yet among the most vulnerable ecosystems on Earth (Kirwan and Megonigal, 2013). Coastal zones throughout the world are being threatened by many factors such as sea-level rise, insufficient sediment supply, and conversion into agricultural lands (Xie et al., 2018). As sea level rises, the ability of these ecosystems to trap sediments and increase their elevation will determine their long-term stability. Sediment retention depends on the balance between erosion and accretion, along with the consolidation of sediments after deposition (Gilman et al., 2008). Moreover, intertidal ecosystems can be dynamically connected; for example, short-term sediment dynamics on intertidal flats might determine long-term cyclic behaviour of marshes (Bouma et al., 2016). A key parameter governing sediment dynamics is the bed resistance to the erosive forces generated by waves and currents.

Water content has been widely recognised as a key factor controlling the erosive behaviour of cohesive sediments, as it directly influences mechanical properties of clays (e.g. Amos et al., 2004; Bale et al., 2007; Van Ledden et al., 2004; Winterwerp and Van Kesteren, 2004). Specifically, any changes in water content alter the plastic properties of cohesive sediments (Grim, 1962; Winterwerp and Van Kesteren, 2004). The water content at which sediments change from a solid to a plastic state, and from a plastic to a liquid state are called the plastic and liquid limits, respectively (Grim, 1962). The limits are specific to each sediment type and depend on properties such as grain size, organic content (OC) and clay minerals of the sediment (Grim, 1962). The water content of intertidal sediments can decrease during exposure due to evaporation and/or draining and increase during submersion by infiltration of water molecules via burrows and within pores of the substrate (Yong and Warkentin, 1966). The frequency and duration of exposure depend on the tide and bed level, and intertidal flats are expected to have longer exposure duration during neap tides (at elevations above the neap tidal range).
Evaporation only occurs on the surface layer of sediments during the exposure, which reduces the water content of the surficial layer (0 – 2 cm depth depending on the hydraulic properties of sediments and duration of exposure) (Han and Zhou, 2013; Kobayashi and Miyagawa, 1992). The evaporation of water from exposed sediments is affected by many meteorological factors such as air temperature, solar radiation, relative humidity of the atmosphere and wind speed (Dingman, 1994). Also, the evaporation rate is affected by the pre-existing water content as sediment with lower water content have a lower rate and vice versa (Brutsaert, 2014; Hang et al., 2016; Teuling et al., 2006).

In addition to water content, other physical and biological factors interact to influence sediment erodibility (Black et al., 2002; Grabowski et al., 2011). For instance, the growth of biofilms is believed to decrease the effective porosity by clogging pore spaces between particles, which in turn reduces the hydraulic conductivity of sediments (Lianfang et al., 2009; Vandevivere and Baveye, 1992; Volk et al., 2016). As a consequence of the growth of biofilms, the evaporation that occurs during exposure might decrease and affect water content. Previous studies have found that biofilms often colonise intertidal mudflats, and stabilise sediments against erosion (e.g. Black et al., 2002; Chen et al., 2017; Friend et al., 2003). The presence of biofilms within pores in sediments enhances inter-particle attraction by physically bonding them together (Underwood and Paterson, 2003), while biofilms embedded on the sediment surface make it smoother which reduces drag force imposed on the bed surface (Paterson, 1989). Biofilms generally consist of microphytobenthos and their extracellular polymeric substances (EPS), and microphytobenthos growth is dependent on air temperature, light, and nutrient availability (Davoult et al., 2009; Migné et al., 2004). Seasonal changes in sediment properties strongly affecting sediment erodibility (Black et al., 2002; Nguyen et al., 2019; Widdows et al., 2000) are largely driven by temporal variation of chlorophyll-a (Chl-a µg g⁻¹; a proxy for biofilm biomass) over seasonal and shorter time scales (Migné et al., 2004; Nguyen et al., 2019; Staats et al., 2001; Tolhurst et al., 2006a). Microphytobenthos uptake water
for metabolic functions (which change seasonally). In nature, EPS exist as highly hydrated molecules (approx. 99% water) (Decho, 1990) thus playing an important role in water retention by preserving an extremely hydrated microenvironment around biofilm organisms that contributes to desiccation tolerance (Flemming, 2016). The uptake of water by biofilms during growth may enhance the stabilisation of intertidal sediments. Conversely, biofilms cover the surface, which may prevent evaporation during exposure.

Exposure has been shown to stabilise exposed cohesive sediments (Fagherazzi et al., 2017; Nguyen et al., 2019; Tolhurst et al., 2006a; Widdows et al., 1998), with the strengthening effect remaining in subsequent flooding cycles (Fagherazzi et al., 2017). However, these studies only investigated the erodibility after short-term exposure, the average time exposed at mean sea level on an intertidal mudflat with a diurnal un-distorted tide (e.g. 6 h in Nguyen et al. (2019), and 7 h in Widdows et al. (1998)). Here we sought to systematically explore the effect of exposure on variation in erosion properties (erosion threshold, $T_{cr}$ N m$^{-2}$ and erosion rate, $ER$ g m$^{-2}$ s$^{-1}$) of cohesive sediments during much longer-term (after 6 h, 1, 4 and 10 d) exposure, such as occur on the high parts of the intertidal flat during neap tides. We also aimed to explore how long the strengthening effect of exposure persisted over subsequent flooding cycles (as shown in Fagherazzi et al., 2017) and the role of microphytobenthos in stabilisation. Our results indicate the importance of water content in controlling erosion. We then used our measurements and existing formulations for evaporation rate (e.g. Fagherazzi et al., 2017), to develop a new model to predict water content of sediments during exposure, which ultimately could be incorporated into coastal sediment transport models. We also provided an understanding of the effect of biofilm growth on evaporation rate, by replicating our experiments over two seasons (springtime, Oct 2018 and summertime, Jan/Feb 2019) in which biofilm growth rates were different.
3.2 Study site

Muddy sediments were collected from a single representative site (lat -37.141840°, long 175.537054°) on the upper part of an intertidal mudflat in the Firth of Thames, a meso-tidal estuary of ~800 km² in the Waikato region, New Zealand (Figure 3.1A and 3.1B) (Swales et al., 2015).

Figure 3.1 A) Location of the Firth of Thames in North Island, New Zealand (blue box). B) Location of the study site. C) A sampling plot on the upper intertidal flat. D) A sampling event associated with each EROMES core in the sampling plot (24–30 sampling events for each date). See text for further details. (Image courtesy of Google Earth, Imagery Date, 18 Oct 2018).
The intertidal sediments mainly consisted of fine particles of 55 – 63% silt, 26 – 38% clay and 7 – 10% very fine sand, mean grain size ($D_{50}$) of 6.4 – 8.9 μm (Nguyen et al., 2019), grain density of 2.65 g cm$^{-3}$, dry bulk density of 0.38 – 0.57 g cm$^{-3}$ and organic content (OC) of 6.4 – 13% (Nguyen et al., 2019; Swales et al., 2019, also summarised in Roskoden et al., 2019), typical of many mudflats globally (e.g. Bale et al., 2007; Zhang and Yu, 2017). Tides in the Firth are semidiurnal with a spring tidal range of 2.8 m and a neap tidal range of 2.0 m (Swales et al., 2019). The region has relatively cold winters and hot summers with mean minimum and maximum air temperatures of 0 – 8°C and 20 – 25°C, respectively (Chappell, 2014).

A year of tide level data (Aug 2017 - Sep 2018) was used to estimate the frequency and duration of submersion and exposure events for different bed elevations on the intertidal flat to inform experimental treatments (Figure 3.2). The data were acquired from a tide gauge (Figure 3.1B) located in Kuranui Bay in the Firth of Thames, lat -37.127297°, long 175.520795°, about 1.8 km from the sampling site (provided by the National Institute of Water and Atmospheric Research – NIWA. The datum for bed elevation and tide level is mean sea level (MSL). The exposure duration was always less than 12 h for the lower parts of the intertidal mudflat (elevations < 1.0 m), while longer exposure durations occurred on the upper parts due to spring and neap tide variations (Figure 3.2B). For instance, at a bed elevation of 1.6 m, there were 236 events of 6-12 h exposure, 23 events lasting between 12 - 120 h and 20 events of greater than 120 h over a year. In contrast, submersion at an elevation of 1.6 m was less frequent (< 265 events annually). The submerged duration for the upper parts was mostly 0 – 3 h, and a submersion duration of greater than 4 h was the most common for the lower parts (Figure 3.2C).
Figure 3.2 A) A typical profile of the intertidal area in the Firth of Thames (Montgomery et al., 2019). Frequency of B) exposure duration and C) submersion duration at bed elevations of 0, 0.4, 0.8, 1.2 and 1.6 m on the intertidal flat (elevations marked with dashed lines on panel A).

3.3 Methods

3.3.1 Collection and preparation of sediments

Sediments were collected at low tide in spring (on 8 Oct 2018) and summer (on 18 Jan 2019 and 15 Feb 2019). The Oct 2018 and Jan 2019 samples were used for exposure experiments, and the Feb 2019 samples were used for re-submersion experiments (described in detail below). On each sampling date, sediments were collected from 24 - 30 randomly-selected positions in a 100 × 100 m plot (Figure 3.1C). At a single sampling position, a pair of Perspex tubes (10 cm dia, 40 cm high) were used to collect 10 cm deep cores of surficial sediments. The cores were sealed by bottom caps fitted before filled with a 10 cm column of artificial seawater, salinity of 28 (a comparable salinity to seawater on the intertidal flat (Nguyen et al., 2019)), then caps fitted to keep the cores more stable during transport. The effect of the 10 cm water column on sediment consolidation is negligible (Firot and Gratiot, 2006). Four small push cores (2.5 cm dia, 2 cm depth) were sampled from the area surrounding the Perspex tubes (Figure 3.1D), then
thoroughly mixed in a sealed plastic jar. These push core samples were used to
determine the in situ sediment water content, bulk density, grain size distribution,
and organic content (OC), and were considered to have the same properties as the
10 cm dia sediment cores from each sampling position. For the in situ Chl-a
content, four sub-samples of 0 - 0.5 cm depth surficial sediment were also
collected surrounding these tubes (Figure 3.1D), and well mixed in a plastic bag.
Six grab samples (0 - 1 cm depth, ~2 kg per-sample) were collected at random
locations in the sampling plot to measure the Atterberg limits (plastic and liquid
limits). Therefore, grab samples were not collected at every single sampling
positions in the 100 × 100 m plot.

After arriving at the laboratory, the cores were carefully drained. Three cores were
used for immediate water content tests (by extracting the 0 - 0.5 cm surface
sediment layer) and were considered to reflect the water content of sediments in
their submerged state prior to the exposure and re-submersion experiments.
Samples for Chl-a content were kept in the dark and at -20 °C to suppress the
metabolism of micro-organisms before measurements (Arar and Collins, 1997),
while push core samples were kept at 4 °C prior to analysis.

Water content (%) was estimated from the amount of water lost after drying
samples in an oven at 105 °C for 24 h (Cambell and Mulla, 1990). In this study, the
relative water content of a sediment mass is defined as the ratio of the mass of
water in the voids to the total mass of solids (Flemming and Delafontaine, 2000).
We distinguished observed water content (\( W_{\text{Obs.}} \) gained from laboratory
measurements) from that predicted by modelled water content (\( W_{\text{Mod.}} \)) presented
in more detail below. Samples for grain size analysis were immersed in 10 % \( \text{H}_2\text{O}_2 \)
to eradicate organics and 5 % calgon solution was used to dispersed particles prior
to running them on Malvern Mastersizer 2000 (Day, 1965). OC was estimated as
the weight loss on ignition (450 °C) for 4 h (Matthiessen et al., 2005) and Chl-a
content (\( \mu g \text{ g}^{-1} \) dry weight sediment) was determined by the fluorometric method
after extraction with acetone (Arar and Collins, 1997). We report our Chl-a content
measurements per g dry weight, although care needs to be taken interpreting these data because changes in the Chl-a content could be caused by changes in the mass of other components making up the sediment, e.g., Flemming and Delafontaine (2000), Perkins et al. (2003) and Tolhurst et al. (2005). The cone penetrometer method and thread-rolling method were used to test the liquid limit and plastic limit of sediments, respectively (BSI, 1990).

3.3.2 Design of experiments

Two experiments on exposure and one on re-submersion were designed to examine the effects of exposure period and subsequent immersion periods on the erodibility of intertidal muddy sediments. Exposure and re-submersion durations used in the experiments were based on the probability distribution calculated using tide level data from the Firth of Thames (Figure 3.2).

The exposure experiment

Sediment cores, after arrival at the laboratory, were drained (by a siphon, following Nguyen et al., (2019)) and exposed to air for 6 h, 1, 4 and 10 d (called “exposure period” from here on, Figure 3.3B). To avoid the effect of rainfall on exposed sediments, the cores were put under a roof in an open environment where the wind, sunlight and relative humidity of the atmosphere controlled the evaporation process of sediments. For each exposure period, six cores were used: three cores for sediment erosion measurements (see below) and three for surface (0 - 0.5 cm) Chl-a and $W_{obs.}$ content measurements. Samples were extracted from each core using a spatula and analysed separately.

The re-submersion experiment

Here we examined the erosive behaviour of exposed sediments after subsequent re-submersion events. Specifically, we compared the effect of re-submersion immediately after exposure (exposure only), after one tidal cycle (1 re-submersion event) and two tidal cycles (2 re-submersion events) for sediment exposed to air
for 1, 4 and 10 d. For the single re-submersion event, cores were kept submerged for 4 h, whilst cores used for two re-submersion events were exposed to air for 6 h between immersion events. Erosion measurements were made on three replicates cores for each combination of exposure period and re-submersion event. As in the exposure experiment, three additional cores of 10 cm dia (collected around the same position as the erosion cores) were subjected to the same exposure treatment and analysed for $W_{\text{Obs.}}$ and Chl-$a$ content (for $W_{\text{Obs.}}$ and Chl-$a$ content tests on each core).

Figure 3.3 A) The set-up of the EROMES device (levels are measured from the sediment surface). B) Core surfaces immediately after draining (day 0) and after different periods of exposure. See text for further details.
Erosion measurements

In this research, the EROMES was used to measure sediment erosion properties (erosion threshold $T_{cr}$ and erosion rate $ER$, Figure 3.3A). The EROMES is a core based device and includes a propeller to create bed shear stress, a baffle ring to prevent circular flows (Doran, 1995), and an OBS (optical backscatter sensor) to measure the turbidity of the water column (in mA) every second (Andersen et al., 2007; Andersen et al., 2010; Schünemann and Kühl, 1991). The EROMES device creates turbulent fluctuations of varying intensity at the sediment surface (Widdows et al., 2007), which mimics those generated in situ by shallow wave and tidal currents (Andersen et al., 2007) that are responsible for sediment resuspension and transport on tidal flats (reviewed by Green and Coco, 2014). The erosion thresholds and rates generated by the EROMES may not be directly transferrable to the field due to the small area of sediment on which measurements are made and the sequential, stepwise increase in bed shear stress generated by the propeller (see below). However, the device does provide a relative measure of sediment stability has been deployed extensively in both cohesive and non-cohesive sediments (e.g. Andersen et al., 2007; Andersen et al., 2010; Schünemann and Kühl, 1991). A known source of error with the EROMES device is the disturbance of surface sediment expected to occur during the collection and transport of samples from the site to laboratory and filling of the erosion device (Widdows, et al., 2007; Tolhurst et al., 2000). Sediment collection, filling of cores with water and transport is described in more detail in Nguyen et al. (2019). Briefly, we minimised disturbance by placing “bubble wrap” on the sediment surface when filling the cores and transporting the cores submerged to reduce potential for disturbance. The device measures a relatively small area and to reduce variability between replicates, we avoided collecting sediment disturbed by bioturbating macrofauna (that were not the focus of this study) that can alter sediment stability.
At the beginning of an EROMES run, a 20 cm artificial seawater column with a salinity of 28 was added to the Perspex core before the baffle ring, propeller and OBS were positioned at 1, 3 and 6.5 cm above the sediment surface, respectively (Figure 3.3A). Rotations of the propeller were converted to nominal bed shear stress based on the critical erosion shear stress of quartz sands (Andersen and Pejrup, 2002). The bed shear stress increased from 0.1 to 2.0 N m$^{-2}$ in increments of 0.1 N m$^{-2}$ (step), where each step lasts for 2 min. OBS readings are believed to be light sensitive therefore, five water samples (of at least 100 ml) were extracted from the water column for determination of suspended sediment concentration (by filtration). The volume of water removed was replaced immediately by the same volume of artificial seawater. Filter papers were dried at 105 °C for 10 h to determine the dry weight of sediment in the volume of the water sample. A separate calibration of OBS readings versus suspended sediment concentration was derived for each core ($r^2$ ranged from 0.96 to 0.98).

The erosion rate corresponding to each bed shear stress step was plotted, then an exponential curve fitted to the data was used to determine $ER$ (g m$^{-2}$ s$^{-1}$) and $\tau_{cr}$ (N m$^{-2}$) (Harris et al., 2016; Nguyen et al., 2019). In this study, $\tau_{cr}$ was defined as the bed shear stress required to generate an erosion rate of 0.1 g m$^{-2}$ s$^{-1}$, and $ER$ is the erosion rate of sediment caused by a given nominal bed shear stress of 0.5 N m$^{-2}$ (Andersen et al., 2005; Harris et al., 2016; Nguyen et al., 2019).

### 3.3.3 Collection of meteorological data

A Hobo light and temperature logger was deployed to monitor light intensity and air temperature every minute during the core exposure period. The light intensity (lux) was converted to solar radiation (kW m$^{-2}$) (using a factor of 79×10$^{-7}$ kW m$^{-2}$ per lux at the wavelength of 555 nm - the middle of the visible-light spectrum corresponding to the frequency of 540 THz (Nouman et al., 2019). Other meteorological factors including wind speed and relative humidity were derived from the Moana weather station (operated by the University of Waikato, lat - 37.925562°, long 175.369326°; about 15.7 km away from the laboratory). The data
were used in an evaporation model (detailed below) to estimate the evaporation rate of sediment cores during exposure.

### 3.3.4 Evaporation model

Meteorological conditions regulate the evaporation rate of sediments that in turn controls the water content (Fagherazzi et al., 2017). As a basis for our new sediment water content model, an evaporation model was used to evaluate the evaporation rate of water from sediments during the total exposure period of 10 d, forced by meteorological factors including air temperature, solar radiation, wind speed and air relative humidity. Results of the evaporation model were used to develop a water content model (that incorporates the effect of Chl-a content) that enables us to predict the water content of exposed sediments according to the exposure length.

Evaporation rate has been widely reported to exponentially decay during long-exposure periods related to water content dynamics (e.g. Brutsaert, 2014; Hang et al., 2016; Teuling et al., 2006). These studies showed that at lower water content, sediments have a lower evaporation rate compared with that at higher water content under the same meteorological conditions. Here we applied the results presented in Teuling et al., (2006) to include the decay of evaporation rate for exposed cores:

\[
E_t = E_{0(t)} \exp \left( -\frac{d-d_0}{\beta} \right)
\]  

(1)

where \( E_t \) is evaporation rate at time step \( t \) (30-min time steps), \( E_{0(t)} \) is the evaporation rate at time step \( t \) when the effect of long-exposure was not taken into account, \( (d - d_0) \) is length of exposure in d, \( d_0 \) is the first day of the exposure period and \( \beta \) is the time scale regulating the temporal evolution of evaporation (\( \beta = 29.674 \) after Brutsaert (2014)). Therefore, when applied the Eq. (1), \( E_t \) was calculated according to the day of exposure the time step \( t \) belonged to.
Penman’s equation was used to calculate $E_{0(t)}$ of sediments as (Dingman, 1994)

$$E_{0(t)} = \frac{s(T_a)(K + L) + \gamma K_E \rho \lambda_v v_a e_{sat}(T_a)(1 - W_o)}{\rho \lambda_v(s(T_a) + \gamma)}$$

(2)

where $s(T_a)$ is the slope of saturation vapour pressure curve, $e_{sat}(T_a)$ is the vapour pressure of the air at saturation, $K$ is solar radiation, $L$ is net longwave radiation, $\gamma$ is the psychometric constant, $K_E$ is a coefficient of the efficiency of vertical water vapour transport, $\rho$ is density of water, $\lambda_v$ is the latent heat of vaporization, $v_a$ is wind speed, and $W_o$ is relative humidity of air. $K_E$ was calculated as (Dingman, 1994)

$$K_E = \frac{D_{wv}}{D_M} \frac{0.622 \rho_a}{P \rho} \frac{1}{6.25 \left[ \ln \left( \frac{z_m - z_d}{z_0} \right) \right]^2}$$

(3)

where $D_{wv}$ and $D_M$ are the diffusivities of water vapour and momentum, respectively, $\rho_a$ is the density of air, $P$ is the atmospheric pressure, $z_m$ is the height at which wind speed is measured, $z_d$ is the “zero-plane displacement”, and $z_0$ is the roughness height of the sediment surface. In addition,

$$s(T_a) = \frac{25083}{(T_a + 237.3)^2} \exp \left( \frac{17.3 T_a}{T_a + 237.3} \right), \quad (4)$$

$$e_{sat}(T_a) = 6.11 \exp \left( \frac{17.3 T_a}{T_a + 237.3} \right), \quad (5)$$

$$L = L_{at} - L_w \quad (6)$$

where $T_a$ is air temperature, $L_{at}$ is incoming atmospheric radiation, and $L_w$ is radiation emitted by the sediment surface (Abramowitz et al., 2012; Dingman, 1994)
\[
L_{at} = (0.031e_a + 2.84T_a - 522.5) \times 0.001 
\]  
\[
e_a = 6.11W_a \exp \left( \frac{17.3T_a}{T_a + 237.3} \right) 
\]  
\[
L_w = \epsilon_w O'(T_a + 273.15)^4 
\]

where \(e_a\) is vapour pressure of the overlying air, \(\epsilon_w\) is emissivity of water and \(O'\) is the Stefan-Boltzmann constant. Published constant values were used for the \(\lambda_v\) (2257 kJ kg\(^{-1}\)), \(\gamma\) (0.66 mbar C\(^{-1}\)), \(\rho_w\) (1000 kg m\(^{-3}\)), \(\epsilon_w\) (5.67×10\(^{-11}\) kW m\(^{-2}\) K\(^{-4}\)), \(\rho_o\) (1.22 kg m\(^{-3}\)) and \(P\) (1013 mbar) (Dingman, 1994; Fagherazzi et al., 2017).

### 3.3.5 Statistical analysis

We tested whether the sediment properties varied as a function of collection date (springtime (Oct 2018) and summertime (Jan and Feb 2019) n = 20 samples on each date) using a one-way ANOVA. To test whether the mean meteorological conditions differed between exposure periods and experiments conducted in October and January (season), we used t-test analysis. During the exposure experiments, the Chl-a content, \(W_{\text{Obs.}}\), \(T_{cr}\) and \(ER\) changed with exposure period and season (tested with a two-way ANOVA, n = 3 for each exposure period/season). To determine how these changes in \(W_{\text{Obs.}}\) and Chl-a content were correlated with changes in \(T_{cr}\) and \(ER\), we used single (to test for the individual effect) and multiple-linear (to test for the combined effect) regression analysis. We compared the seasonal effect on \(T_{cr}\) and \(ER\) (because the Chl-a content was significantly different between Oct 2018 and Jan 2019 sediments) by fitting separate regressions to each season. If there was a linear relationship, a homogeneity of slope test was used to compare slopes and if not significantly different, we then compared the intercepts. For the re-submersion experiments, we tested whether re-submersion frequency (0, 1 and 2 events) changed the Chl-a content, \(W_{\text{Obs.}}\), \(T_{cr}\) and \(ER\) using one-way ANOVA (n = 3 on each treatment). The combined effect of \(W_{\text{Obs.}}\) and meteorological factors (we used mean values for each exposure period of mean air temperature (\(T_{a,\text{Mean}}\)), mean solar radiation
(\(K_{\text{Mean}}\)) on \(Chl-a\) content was tested by comparing standardised regression coefficients, \(\beta^*\) from a multiple regression analysis. In this study, the statistical analyses were conducted by the Statistica 13© package, and a statistical test was considered significant when the probability, \(p < 0.05\).

3.4 Results

3.4.1 Initial sediment characteristics

At the time of collection, the in situ summertime (Jan and Feb 2019) \(Chl-a\) content of sediments was approximately 6.5 times higher than that of sediments collected in springtime (Oct 2018) (one-way ANOVA \(p < 0.001\)) (Table 3.1).

Table 3.1 In situ sediment properties at the time cores were collected for use in laboratory experiments. Data represent the mean ± 1 standard deviation (n=20 except for the plastic and liquid limit limit parameters where n=6).

<table>
<thead>
<tr>
<th>Properties</th>
<th>Oct 2018 Exposure experiment</th>
<th>Jan 2019 Exposure experiment</th>
<th>Feb 2019 Re-submersion experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wet bulk density (g cm(^{-3}))</td>
<td>1.36 ± 0.08</td>
<td>1.44 ± 0.05</td>
<td>1.43 ± 0.07</td>
</tr>
<tr>
<td>Dry bulk density (g cm(^{-3}))</td>
<td>0.32 ± 0.03</td>
<td>0.34 ± 0.06</td>
<td>0.33 ± 0.04</td>
</tr>
<tr>
<td>Median grain size (D(_{50}), µm)</td>
<td>6.34 ± 1.72</td>
<td>6.94 ± 1.59</td>
<td>6.14 ± 0.85</td>
</tr>
<tr>
<td>Clay content (%)</td>
<td>38 ± 6</td>
<td>34 ± 5</td>
<td>35 ± 4</td>
</tr>
<tr>
<td>Silt content (%)</td>
<td>55 ± 4</td>
<td>63 ± 5</td>
<td>61 ± 5</td>
</tr>
<tr>
<td>Sand content (%)</td>
<td>6.11+3.98</td>
<td>2.36 ± 0.89</td>
<td>2.74 ± 1.03</td>
</tr>
<tr>
<td>Chlorophyll-a ((Chl-a), µg g(^{-1}))</td>
<td>10.8 ± 1.9</td>
<td>78 ± 13</td>
<td>65 ± 6</td>
</tr>
<tr>
<td>Organic content (OC, %)</td>
<td>10.3 ± 0.6</td>
<td>12.6 ± 0.5</td>
<td>13.1 ± 0.4</td>
</tr>
<tr>
<td>Plastic limit (PL, %)</td>
<td>49 ± 2</td>
<td>63 ± 1</td>
<td>60 ± 3</td>
</tr>
<tr>
<td>Liquid limit (LL, %)</td>
<td>119 ± 5</td>
<td>145 ± 5</td>
<td>149 ± 2</td>
</tr>
<tr>
<td>Plastic index (PI, %)</td>
<td>70 ± 4</td>
<td>82 ± 3</td>
<td>88 ± 2</td>
</tr>
</tbody>
</table>
In situ springtime sediments also had a lower organic content, plastic limit and liquid limit compared with the summertime sediments by factors of 1.25, 1.23 and 1.25, respectively (p < 0.001). However, other sediment properties such as wet bulk density, dry bulk density, median grain size ($D_{50}$), and the % clay, silt and sand content did not differ significantly between seasons (Table 3.1).

### 3.4.2 Meteorological conditions

Figure 3.4 shows the mean value of meteorological factors for each exposure period (time-series are presented in Appendix 1). Air temperature ($T_{a\text{-Mean}}$) for the Jan 2019 experiment always surpassed the Oct 2018 experiment for all exposure periods (p < 0.001 for all exposure periods, Figure 3.4A). Solar radiation ($K_{\text{Mean}}$) was only significantly different between 6 h and 4 d exposure periods (p < 0.001, Figure 3.4B). Relative humidity ($W_{a\text{-Mean}}$) was only significantly different between 4 d and 10 d exposure periods (p < 0.001, Figure 3.4C). Meanwhile, wind speed ($\nu_{a\text{-Mean}}$) was substantially different between 6 h, 4 d and 10 d (p < 0.001, Figure 3.4D).

![Figure 3.4](image)

Figure 3.4 Average meteorological conditions for each exposure period. A) air temperature ($T_{a\text{-Mean}}$), B) solar radiation ($K_{\text{Mean}}$), C) relative humidity ($W_{a\text{-Mean}}$), and D) wind speed ($\nu_{a\text{-Mean}}$). Error bars correspond to ± 1 standard deviation.
3.4.3 Changes in sediment erodibility, Chlorophyll-a and water content during exposure

Results from the exposure experiment (Oct 2018 and Jan 2019 sampling dates) indicated that sediments were always more stable after aerial exposure (Figure 3.5A and 3.5B). Changes in $T_{cr}$ and $ER$ showed similar patterns for both dates, and the erosion resistance of sediments sharply decreased (increased $T_{cr}$ and decreased $ER$) after the first day of exposure. Exposure for 10 d increased $T_{cr}$ by a factor of 4.4 in Oct 2018 and 1.7 in Jan 2019, respectively. With the increase in $T_{cr}$, there was a corresponding decrease in $ER$ over the exposure period by a factor of 21.5 in Oct 2018 and 11.6 in Jan 2019.

![Figure 3.5](image_url) Seasonal changes in A) the erosion threshold ($T_{cr}$) and B) the erosion rate ($ER$) of intertidal sediments as a function of aerial exposure period. Note that the Oct 2018 and Jan 2019 $ER$s are plotted on different scales. Data are the mean (n=3) ± 1 standard error.

Comparing across seasons, the summer sediment samples were more stable than the spring samples with $T_{cr}$ and $ER$ of the Jan 2019 sediments were 1.6 – 4.2 times higher, and 8.2 – 19.2 times lower than those of the Oct 2018, respectively. Within the Oct 2018 sampling date, both $T_{cr}$ and $ER$ were significantly different between exposure periods ($p < 0.001$), with the exception of $T_{cr}$ in the 6 h and 1 d exposure.
period, which were not significantly different (p = 0.74). For the Jan 2019 experiment, $T_{cr}$ increased with exposure duration but there was no significant difference found between $ER$ for all exposure periods ($ER$ values fluctuated within each exposure period within a range of 0.002 - 0.02 g m$^{-2}$ s$^{-1}$).

Similar to the in situ sediments, there was significantly higher Chl-a content in sediments during the experiments for Jan 2019 compared with Oct 2018 sediments (p < 0.001, comparing each exposure period between the two sampling dates, Figure 3.6A). In Oct 2018 after 10 d of exposure, Chl-a content had increased by 3.9 times (p < 0.001). For the Jan 2019 samples, Chl-a content increased over the first 4 d of exposure (1.6 times higher than that on d 0, p < 0.001), then declined by 1.3 times (p < 0.001) over the next six days.

![Graph](image)

**Figure 3.6** Season changes in sediment A) Chl-a content and B) observed water content ($W_{Obs.}$) as a function of aerial exposure period. Data are the mean (n=3) ± 1 standard error.

In general, $W_{Obs.}$ decreased over the exposure by a factor of 1.9 (Oct 2018, p < 0.001) and 2.2 (Jan 2019, p < 0.001) (compared d 10 with d 0, Figure 3.6B). The decrease in $W_{Obs.}$ was significant after 1 d of exposure for the Oct 2018 samples (p < 0.001), while it was significant after only 6 h of exposure for the Jan 2019 samples.
Comparing across two sampling dates, a significant difference only existed between 4 d and 10 d exposure periods (p < 0.001 for 4 d, p < 0.05 for 10 d).

### 3.4.4 Factors affecting the erodibility of sediments

The influence of $W_{\text{Obs.}}$ and $\text{Chl-a}$ content on $\tau_{\text{cr}}$ and $ER$ were significant individually (regression, $p < 0.001$) and in combination (multiple regression, $p < 0.001$). The $W_{\text{Obs.}}$ and $\text{Chl-a}$ were negatively correlated (Pearson correlation of -0.38). A quadratic polynomial function best explained the relationship between $\text{Chl-a}$ and $\tau_{\text{cr}}$ ($r^2 = 0.86, p < 0.001$), while the relationship between $\text{Chl-a}$ and $ER$ was best-described by an exponential function ($r^2 = 0.77, p < 0.001$) (Figure 3.7A and 3.7B). In contrast, $W_{\text{Obs.}}$ negatively affected erosion resistance with a linear fit to $\tau_{\text{cr}}$ ($r^2 = 0.52, p < 0.001$) and an exponential fit to $ER$ data ($r^2 = 0.55, p < 0.001$) (Figure 3.7C and 3.7D). In addition to the general models fitting to pooled data of both dates to test for multiple models, separate lines were fitted to $W_{\text{Obs.}}$ data of individual date (Figure 3.7C and 3.7D) because changes in $W_{\text{Obs.}}$ of two sampling dates showed similar patterns (Figure 3.6B). This technique allowed us to test the seasonal effect on $\tau_{\text{cr}}$ and $ER$ via $W_{\text{Obs.}}$ data using the homogeneity of slopes test. Homogeneity tests conducted on $\tau_{\text{cr}}$ and $ER$ data for the two sampling dates showed identical slopes, and intercepts of $\tau_{\text{cr}}$ and $ER$ lines of Jan 2019 samples were significantly higher and lower than those of the Oct 2018 lines respectively, implying that the seasonal impact on erosion properties is significant. Log-transformed $ER$ values were used for multiple regression models (Eq. (10) and Eq. (11)) and the homogeneity of slope test. The best model incorporating both $W_{\text{Obs.}}$ and $\text{Chl-a}$ was

$$
\tau_{\text{cr}} = -0.0026W_{\text{Obs.}} - 0.00104(\text{Chl}a)^2 + 0.0215(\text{Chl}a) + 0.822 \quad (r^2 = 0.96, p < 0.001)
$$

(10)

$$
\ln(ER) = 0.011W_{\text{Obs.}} - 0.032(\text{Chl}a) - 4.712 \quad (r^2 = 0.89, p < 0.001)
$$

(11)
The combined, two-factor models explained 44% and 34% more variance of $T_{cr}$ and $ER$ respectively than the simple single factor regression model on the pooled data (Figure 3.7C and 3.7D). Comparing standardized regression coefficients ($\beta^*$) across the factors, $Chl-a$ played a more important role in changes of $T_{cr}$ and $ER$ compared with $W_{Obs}$. (In Eq. (10), $\beta^* = -0.35, 1.75, -1.08$ for $W_{Obs}, (Chla)^2$, $Chla$, respectively; In Eq. (11), $\beta^* = 0.40, -0.68$ for $W_{Obs}, Chla$, respectively). The pooled regressions are much weaker for the relationship between $W_{Obs}$ and $T_{cr}$ (Figure 3.7C, $r^2 = 0.52$) and $ER$ (Figure 3.7D, $r^2 = 0.55$), indicating different responses in the different seasons.

Figure 3.7 Relationships between sediment $Chl-a$ content and A) erosion threshold ($T_{cr}$) and B) erosion rate ($ER$), and observed water content ($W_{Obs}$) and C) $T_{cr}$ and D) $ER$. Dash lines are fitted to data pooled across seasons (Oct 2018 and Jan 2019) whereas the grey (Oct 2018) and brown (Jan 2019) lines (panels C and D) are fitted separately.
3.4.5 Water content model

The regression results showed that water and Chl-a content are an essential driver of erosion characteristics so in the model developed here, both evaporation and measured Chl-a content were taken into account. The evaporation was calculated at each time step ($E_t$) using Eq. (1), where the time steps were equal to the sampling frequency of the meteorological data. Because observations of Chl-a content were only taken when erosion measurements were made, in order to provide Chl-a content at the same time intervals as the meteorological data, the Chl-a values were interpolated with a quadratic polynomial function (Figure 3.8A). $E_t$ from the evaporation model (Figure 3.8B) was then used to develop a water content model (Eq. (12)), which was based on the principle that water content decreased with increased evaporation (as observed), and that the water content change was delayed by a time lag. The time lag would depend on the movement of water through the pore space between particles to reach the exposed surface. The coefficients in the model (including the time delay) were evaluated by fitting the model to data using the bootstrapping method (Figure 3.8C and 3.9)

$$W_{Mod.(t)} = W_{Obs.(0)} - 39.4 \times \sum \frac{1}{(Chla)_t} \times E_t \times \exp\left(\frac{t}{1000}\right)$$ (12)

where $W_{Mod.(t)}$ is the water content at time $t$ (30-min time steps), $W_{Obs.(0)}$ is the observed water content on day 0 of exposure, $(Chla)_t$ is the interpolated Chl-a content at time $t$. 
Figure 3.8 A) A quadratic polynomial function fitted to the observed sediment Chl-\(a\) content (circles) as a function of exposure period. B) Modelled temporal variation in evaporation rate (\(E_t\)), and C) modelled and observed sediment water content. See text for model details.

Figure 3.9 Relationship between modelled (\(W_{\text{Mod.}}\)) and observed sediment water content (\(W_{\text{Obs.}}\)). The regression line was fitted to data pooled across seasons (\(r^2 = 0.98, p < 0.001\)).

### 3.4.6 The effect on erosion properties of re-submerged sediments

In general, erosion resistance did not show any substantial change when sediments were re-submerged (either after one or two re-submersion events) compared to sediments that were treated with exposure but not re-submerged (Figure 3.10A and 3.10B). This pattern was consistent across exposure durations.
of 1 d (p = 0.68 for $T_{cr}$, p = 0.53 for $ER$), 4 d (p = 0.67 for $T_{cr}$, p = 0.80 for $ER$) and 10 d (p = 0.97 for $T_{cr}$, p = 0.99 for $ER$). Results of the re-submersion experiments showed that $W_{Obs.}$ and $Chl-a$ content after one and two re-submersion events increased compared with the exposure-only, and the significant increase occurred for all exposure periods of 1 d (p < 0.05) (Figure 3.10C & 3.10D). For 4 d and 10 d, there was a significant difference between exposure-only and the two re-submersion events in $W_{Obs.}$ and $Chl-a$ content (p < 0.05), except that $Chl-a$ content at 10 d showed no difference between treatments (Figure 3.10D).

### 3.4.7 Factors affecting the growth of biofilms

Temperature ($T_{a-Mean}$), observed water content ($W_{Obs.}$), and solar radiation ($K_{Mean}$) significantly influenced the growth of biofilms both individually ($r^2 = 0.65$, p < 0.001; $r^2 = 0.45$, p < 0.001; $r^2 = 0.23$, p < 0.001 for $T_{a-Mean}$, $K_{Mean}$ and $W_{Obs.}$, respectively; Figures 3.11A, 3.11B and 3.11C) and in combination at which the best multiple regression model included all three factors ($r^2 = 0.82$, p < 0.001). Comparing standardized regression coefficients ($\beta^*$) across the factors, the growth of biofilms was more sensitive to the variation of $T_{a-Mean}$ ($\beta^* = 0.61$) while $W_{Obs.}$ and $K_{Mean}$ played less important roles ($\beta^* = -0.35$ and 0.23, respectively). We excluded humidity ($W_{a-Mean}$) and wind speed ($U_{a-Mean}$) from the multiple regression because of non-significant relationship with $Chl-a$ content (regression, $r^2 = 0.11$, p = 0.07; $r^2 = 0.06$, p = 0.15 for $W_{a-Mean}$ and $U_{a-Mean}$, respectively). Separate regressions were undertaken for Oct and Jan resulting in better model fits (higher $r^2$ and significance level) compared with the pooled data for both dates. Whilst $Chl-a$ content in Oct and Jan both show an increase with $W_{Obs.}$, they are offset (Figure 3.11C). This presumably due to an interaction with other factors, such as greater $T_{a-Mean}$ and $K_{Mean}$ in Jan (Figure 3.11A and 3.11B). There was no significant relationship between $Chl-a/W_{Obs.}$ and wind speed and humidity even when tested separately for Oct and Jan.
3.5 Discussion

Results indicate that long-exposure duration significantly decreased $W_{OBS}$, which in turn increased erosion resistance of cohesive intertidal-flat sediments. Longer exposure durations resulted in higher $T_{CR}$ and lower $ER$, which could be predicted best by the combined effect of Chl-a content and $W_{OBS}$ (Eq. (10) and Eq. (11)). Sediments deposited in the Firth of Thames are smectite clay-rich muds (Swales et al., 2019) that should show a reversible behaviour of swelling during re-submersion through processes of water infiltration (Yong and Warkentin, 1966). One would expect erosion resistance to decrease after immersion because of the increasing $W_{OBS}$. For example, Tolhurst et al. (2006a) indicated that sediments immersed for 30 min have significantly lower erosion thresholds than the emersed sediment. However, in our case, $T_{CR}$ and $ER$ did not show significant differences between exposure-only, one and two re-submersion events (Figure 3.10A & 3.10B). This could be a consequence of increasing Chl-a content (either caused by growth or migration) where the strengthening effect of biofilms on erosion resistance might counteract the effect of increasing $W_{OBS}$ (Figure 3.10C and 3.10D). In addition, our sediments were exposed for much longer durations (days versus 6 h exposure in Tolhurst et al. (2006a)), and so our water content might have been much lower prior to re-immersion. In a natural tidal flat, rain, poor drainage, and seeping ground water would preclude the drop in water content that we created in our experimental conditions. This finding could be a reason for the retention of the exposure effect on sediments after subsequent flooding cycles.
Figure 3.10 Effect of re-submersion (after 1, 4, and 10 d aerial exposure) on sediment A) erosion threshold ($T_{cr}$), B) erosion rate ($ER$), C) observed water content ($W_{obs}$), and D) $Chl$-$a$ content. The data represent means (n=3) + 1 standard error.

Variations of $T_{cr}$ and $ER$ showed similar patterns over the exposure periods, but at different levels of stability with the Jan 2019 sediments being more stable than the Oct 2018 sediments (Figure 3.5A and 3.5B). It might be that comparable patterns of $W_{obs}$ reduction produced similar results in both sampling occasions (Figure 3.6B), and the $Chl$-$a$ content really explained the variation between
seasons. *Chl-a* content was positively related to $T_{cr}$ and negatively related to $ER$, which is similar to observations widely reported in the literature (e.g. Andersen, 2001; Austen et al., 1999; Sutherland et al., 1998). Our data showed that *Chl-a* content in Oct 2018 (cooler month) was much lower than that in Jan 2019 and Feb 2019 (hotter months) (Figure 3.6A), which was supported by previous studies (Migné et al., 2004; Nguyen et al., 2019; Staats et al., 2001). In addition, a positive correlation between the *Chl-a* content and OC in intertidal sediments has been reported in Riemann et al. (1989); therefore, the higher OC in the hotter months could be a result of the higher *Chl-a* content. The stabilising role of OC has also been widely recognised in the literature (e.g. Aberle et al., 2004; Gerbersdorf et al., 2007; Morgan, 2009; Righetti and Lucarelli, 2007). Organic materials increase inter-particle attraction (Winterwerp and Van Kesteren, 2004), and layers of fibrous organic materials are believed to protect erodible sediments underneath from erosion (Aberle et al., 2004). In other words, the higher *Chl-a* content and OC produced a compound stabilisation on sediments in the summertime.

![Figure 3.11 Relationship between sediment Chl-a content and A) mean air temperature ($T_{a\text{-Mean}}$), B) mean solar radiation ($K_{\text{Mean}}$) and C) observed water content ($W_{\text{Obs.}}$). $T_{a\text{-Mean}}$ and $K_{\text{Mean}}$ are averaged values for the different aerial exposure periods (6 h – 10 d). Dash lines are fitted to data pooled across seasons (Oct 2018 and Jan 2019) whereas the grey (Oct 2018) and brown (Jan 2019) lines (panel C) fitted separately.](image-url)
The presence of biofilms in sediments clogs pore spaces between particles, so decreases the effective porosity, which reduces the hydraulic conductivity of the sediment (Lianfang et al., 2009; Vandevivere and Baveye, 1992). Hence, as a consequence of the biofilm growth, the evaporation rate might be reduced, which would therefore affect water content. The influence of biofilm on the evaporation might affect our model results which indicated similar cumulative evaporation from d 8 of exposure for both sampling dates (Figure 3.12), however the \( W_{\text{Obs.}} \) for the Jan 2019 sediments was still lower than that of the Oct 2018 sediments at d 10 (Figure 3.6B). In the conventional sense of the amount of water lost by evaporation, the water content of two dates should be similar from d 8 to d 10. The sharp increase in \( \text{Chl-a} \) in Oct 2018 and decrease in Jan 2019 from d 4 (Figure 3.6A) might lead to higher cumulative evaporation for the Jan 2019 and lower cumulative evaporation for the Oct 2018 samples compared with the predicted cumulative evaporation (Figure 3.12). Therefore, although altering meteorological conditions must be considered to more precisely predicting changes in the stability of intertidal flats in long subaerial periods (Fagherazzi et al., 2017), it is also necessary to consider the effect of biofilms on the evaporation of water from sediments.

Figure 3.12 Predicted cumulative evaporation (\( \text{Cum.E} \)) of water as a function of aerial exposure period. Evaporation (\( E, \text{cm} \)) at time step \( t \) was determined by multiplying evaporation rate (\( E_{\text{r}}, \text{cm} \ d^{-1} \)) at \( t \) by the length of exposure between steps (30 min, equal to meteorological data sampling frequency). Cumulative evaporation for a given exposure period was the sum of evaporation for that period.
Our findings showed that the $W_{\text{Obs.}}$ with air temperature and solar radiation significantly contributed to explaining the growth of biofilms (Figure 3.11). Analyses on the effect of factors on the growth of biofilms indicated that $T_{a\text{-Mean}}$ was the driving factor while $W_{\text{Obs.}}$ and $K_{\text{Mean}}$ showed smaller influence. Grant (1986) reported that the growth of biofilms was more sensitive to air temperature than solar radiation. Research results were also consistent with a previous study where the growth of biofilms increased with the increase in air temperature over wide ranges from 2.8 – 35.5°C in Migné et al. (2004) and 5 – 25°C in Blanchard et al. (1996). We could not find any studies on the relationship between water content and the growth of biofilms. Nutrient deficiency might be a reason for $\text{Chl-a}$ decay of Jan 2019 samples after d 4 (Figure 3.6A) because there was no nutrient supplementation during exposure for the growth of biofilms as would occur in the field. Growth reduction due to nutrient limitation has been reported in Davoult et al. (2009). The Oct 2018 sediments (with lower $\text{Chl-a}$ content), would have fewer living microphytobenthos and so consume less nutrient resulting in no nutrient deficiency preventing the dynamic growth of the micro-organisms. On the contrary, the lack of nutrients might be a consequence of the higher nutrient consumption of microphytobenthos inhabiting on the surficial layer of the Jan 2019 sediments.

The state alteration of clays caused by the decrease in $W_{\text{Obs.}}$ might lead to unchanged erosion resistance of the 10 d exposure period. After 10 d of exposure, the $W_{\text{Obs.}}$ of exposure-only cores ($W_{\text{Obs.}} = 113\%$) had decreased far below the liquid limit of the sediment ($\text{LL} = 149\%$, Table 3.1), therefore altering to plastic state from the liquid state (as $W_{\text{Obs.}}$ was higher than the liquid limit). Although $W_{\text{Obs.}}$ increased after one and two events of rewetting, it was still lower than the liquid limit ($W_{\text{Obs.}} = 147\%$ after two re-submersion events) and so remained in its plastic behaviour regime. Grim (1962) indicated that repeated wetting and moderate drying frequently tend to increase the plastic properties of clay minerals in cohesive sediments. The increasing plastic properties, therefore, might confound
the effect of higher $W_{\text{Obs.}}$ on erosion properties, which results in non-significant changes in erosion properties of the 10 d exposed samples.

Past work has shown that erosion resistance is negatively related to water content and positively related to bulk density (e.g. Bale et al., 2007; Winterwerp and Van Kesteren, 2004). For cohesive sediments, the evaporation process during exposure reduces water content, which is conducive to lower void ratio and denser sediment with higher bulk density (Stark et al., 2005). Winterwerp and Van Kesteren (2004) applied a ratio between $W_{\text{Obs.}}$ and plastic index ($W_{\text{Obs.}}/\text{PI}$, [-]; $\text{PI} = \text{LL} - \text{PL}$) to assess the shear strength. Sediments with higher shear strength will have higher erosion threshold (Watts et al., 2003). Our results showed approximately a two-fold decrease in this ratio over the exposure period (Table 3.2), which is consistent with the previous study that reported the higher ratio was associated with higher erodibility (Winterwerp and Van Kesteren, 2004).

Table 3.2 Changes in the ratio $W_{\text{Obs.}}/\text{PI}$ as function of exposure period. $W_{\text{Obs.}}$ is observed water content and PI is plastic index ($\text{PI} = \text{Liquid Limit (LL)} - \text{Plastic Limit (PL)}$). Data represent the mean (n=3) ± 1 standard deviation.

<table>
<thead>
<tr>
<th>Exposure duration</th>
<th>Oct 2018</th>
<th>Jan 2019</th>
</tr>
</thead>
<tbody>
<tr>
<td>6 h</td>
<td>$4.46 \pm 0.23$</td>
<td>$3.67 \pm 0.12$</td>
</tr>
<tr>
<td>1 d</td>
<td>$4.12 \pm 0.31$</td>
<td>$3.46 \pm 0.08$</td>
</tr>
<tr>
<td>4 d</td>
<td>$3.42 \pm 0.24$</td>
<td>$2.32 \pm 0.11$</td>
</tr>
<tr>
<td>10 d</td>
<td>$2.38 \pm 0.09$</td>
<td>$1.82 \pm 0.08$</td>
</tr>
</tbody>
</table>

Our model for water content of sediments explained a surprising amount of variability in observed water content, given its simplicity. However, the model did not have any ability to predict the timing delay caused by movement of water toward the surface in sediments, with this parameter evaluated by fitting our model to observations. The coefficient used in our model (39.4) was also
empirically fitted. The structure of our model incorporates the relevant trends, but we are clearly still missing important variables.

In the traditional sense of the Shields diagram, sediments collected in Oct 2018 and Jan 2019 (with quite similar median grain size, Table 3.1) should show the similar critical Shields parameters. In the Shields theory, critical Shields parameter \( (\theta_c = \frac{T_c}{(\rho_s - \rho)gD_{50}}) \), where \( \rho_s \) is the grain density of sediments, \( \rho \) is density of water, \( g \) is gravitational acceleration) is a function of dimensionless sediment size parameter \( (D^* = D_{50}[g(\rho_s - \rho)/(\rho \nu^2)]^{1/3}) \), where \( \nu = 9.68 \times 10^{-7} \text{ m}^2 \text{ s}^{-1} \text{ at } 20\degree \text{C} \), is the kinematic viscosity). However, the estimation of cohesive-adhesive sediment incipient motion is far more complicated when cohesion/adhesion are taken into account (Grabowski et al., 2011; Righetti and Lucarelli, 2007). In this study, we considered the effects of water content and biofilms as drivers controlling cohesive/adhesive characteristics of sediments. Zhang and Yu (2017) researched the influence of yield stress which directly related to cohesion (inter-particle interaction) on various types of sediment with a wide range of median grain size (6 - 72 \( \mu \text{m} \)). Nguyen et al. (2019) also studied the effect of ambient temperature and \textit{Chl-a} content on erosion resistance of intertidal sediments. Our data were consistent with these studies showing that critical Shields parameters varied widely for given particle sizes. Lower water content and higher \textit{Chl-a} content resulted in more stable sediments. Although the Jan 2019 sediments have a larger median grain size compared with the Oct 2018 sediments, critical Shields parameters were higher for the former due to the stabilising effect of biofilms (Figure 3.13). The causes leading to higher \( \theta_c \) at similar \( D^* \) of our study compared with previous studies are due to differences in criterion to define incipient motion among studies and the level of sample disturbance, which was presented in more detail in (Nguyen et al. 2019).
Figure 3.13 Comparison of results with previously published data on the variation of critical Shields parameter ($\theta_{cr}$) with dimensionless grain size parameter ($D^*$). The shaded area shows the range of observed $\theta_{cr}$ (after Zhang and Yu, 2017). The colour legend shows the observed water content ($W_{\text{Obs.}}$), and the symbol size shows the sediment Chl-a content (note Oct 2018 and Jan 2019 share the same circle size scale).

Seasonal changes in meteorological conditions affect the water content via evaporation process, which consequently should affect erosion properties and sediment resuspension on intertidal mudflats. Over longer time scales such as associated with global warming, temperature changes might reduce potential erosion by promoting evaporation during the subaerial period, and thus contribute to intertidal stability. In meso-tidal zones where large intertidal areas exposed to air at low tide, the evaporation becomes particularly important (Fagherazzi, 2017; Mariotti and Fagherazzi, 2011).

In this study, we investigated the erosion behaviour of long-exposed cohesive sediments; however, longer periods of exposure might occur in nature due to bed elevation of intertidal flats and tidal level regimes. Moreover, our measurements were conducted at given durations of 6 h, 1, 4 and 10 d; therefore, more measurements between the durations might provide a better estimation of erosion resistance and controlling factors. Low tide rainfall was widely reported in
the literature to have substantial effects on the erodibility of surficial sediments on intertidal flats (Pilditch et al., 2008; Tolhurst et al., 2006b). Our study excluded the effect of rainfall that changes water content and also directly impacts sediment surfaces. Such an effect could easily be incorporated into our model. A difference in weather conditions between our experimental site and the data (air relative humidity and wind speed) derived from the Moana station (about 15.7 km far away) used for the evaporation model might have occurred, which could affect results of the water content model.

3.6 Conclusions

The main objective of this work was to examine the extent to which long-exposure affects erosion properties of cohesive sediments from intertidal mudflats. The results showed that sediments on intertidal areas became more stable when exposed to air, and the longer the exposure duration, the less erodible they were. $T_{cr}$ could be 1.7 – 4.4 times higher, and $ER$ could be 11.6 – 21.5 times lower after 10 d of exposure compared with 6 h exposure. Variations in erosion resistance could be predicted by changes in $Chl-a$ and $W_{obs}$ during exposure. Although various studies have noted the effect of biofilms and water content on the stability of sediment, to our knowledge, this study is the first to evaluate the combined effect of the factors on the variation of $T_{cr}$ and $ER$.

Results from the re-submersion experiments implied that the strengthening effect of exposure in the previous subaerial period on intertidal sediments remained in subsequent flooding cycles although the water content increased after re-submersion. The confounding effect of increasing $Chl-a$ content in the surficial sediment could be a reason for that. Therefore, the results confirmed the necessity to consider the interplay of biofilms and water content to predicting erosion resistance of intertidal sediments.

Our water content model was developed to predict the variation of water content as a function of the evaporation rate and exposure duration. The growth of
biofilms is generally believed to prevent water evaporating from the pore space between particles, hence in this model, we show how measurements of the Chl-a content was taken into account to improve the capacity to predict the variation of $W_{\text{Obs.}}$ during exposure. Some additional work is needed to generalise this model.

The rising sea level potentially increases the erosion of sediments in low-lying areas; nevertheless, this threat might be eased as global warming will increase the air temperature during low tide exposure. Our findings showed that increased evaporation would result in enhanced erosion resistance during exposure, which might ultimately contribute to changing the intertidal morphology in the coming years.
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Abstract

This research demonstrates how the effect of exposure to air on intertidal flat profile development in cohesive coastal environments can be incorporated into applied numerical modelling. Semi-empirical relationships were used to include the sediment stabilizing effects of exposure on changes to the erosion threshold ($\tau_{cr}; N \cdot m^{-2}$) and erosion rate ($ER; g \cdot m^{-2} \cdot s^{-1}$) during low tide, which also take into account the effect of air temperature, $T$ (°C) and exposure duration, $D$ (h). The relationships were based on fundamental forms of the theoretical relationship between water content and evaporation rate, and were fitted to empirical data. Changes were incorporated into the Delft3D model, and scenarios monitored bed level profile development over an annual time scale with different $T$, sediment stabilizing biofilm biomass (using Chl-a content as a proxy), initial bed composition (mud/sand percentage), and spring and neap tides (regulating current velocity and exposure duration). Model results indicated that the stabilizing effect of exposure will lead to a more flat-topped shape of intertidal mudflats, implying that bed level changes caused by exposure occur lower on intertidal flats compared to runs with no exposure. Higher air temperatures had a greater effect on bed level change, with the maximum accretion of up to 0.039 m (77% higher) occurring in the case of 40 °C. Research findings will contribute to understanding of how intertidal flats evolve and is critical to predicting the resilience of these habitats to sea-level rise and warming temperatures.

Keywords: cohesive sediments, bed level change, numerical simulation, sediment stability, low-lying areas, Delft3D, critical erosion threshold, erosion rate
4.1 Introduction

Understanding the evolution of coastal morphology is critical to planning how we adapt to sea-level rise (SLR). Some models suggest that low-lying areas will gain elevation to keep pace with rising sea-levels (e.g. Kirwan et al., 2016; van Maanen et al., 2013; Fagherazzi et al., 2006; Marani et al., 2007); conversely, other studies predict high sensitivity to the rate of SLR, and sediment supply and retention of sediment may not be insufficient (e.g. Fagherazzi et al., 2006; Marani et al., 2007). Consequences stretch beyond the simple loss of coastal land. Rising sea-levels can also change our exposure to ocean hazards such as waves and storm surges (and effectiveness of eco-defences), suspend new sediment from recently-inundated areas (Mi et al., 2020) and change coastal light regimes (Mangan et al., 2020), affecting primary productivity and ecosystem structure and function (e.g. Pratt et al., 2014).

Many studies have modelled the evolution of low-lying coastal land, both in mangrove-dominated tropical and subtropical areas, and in more temperate salt marshes. For example, Mariotti and Fagherazzi (2010) presented a numerical model for the coupled long-term evolution of salt marshes and intertidal flats, confirming that expansion or erosion of salt marshes is a function of SLR rate in combination with parameters such as sediment supply. A low rate of SLR induced marsh expansion while a high rate resulted in drowning of salt marshes. Even in cases where land keeps pace with sea-level rise, the size, shape and location of the intertidal areas will likely change (van Maanen et al., 2013).

One of the primary controls on how the coastal landscape functions (in terms of both ecological and socio-economic values) is the shape of the intertidal profile. Intertidal profiles can be concave or convex depending on such factors as relative intensity of wave and tidal forcing, sediment supply and grain size, and the local elevation of the flat relative to the mean sea level (Bearman et al., 2010). Tidal currents enhance convexity whereas waves favour concavity (Friedrichs et al., 1996; Pritchard and Hogg, 2003; Zhou et al., 2015). Sandier tidal flats, in turn, tend
to be associated with wave-dominated areas, and muddier flats are more common in tide-dominated areas (Yang et al., 2008; Zhou et al., 2015). Erosional flats tend to be more concave upward, meanwhile accretionary tidal flats are observed to become more convex upward (Dyer, 1998; Kirby, 2000; Le Hir et al., 2000; Mehta, 2002; Van Rijn, 1998), an effect which becomes more pronounced with increased tidal range (Friedrichs, 2011; Kirby, 2000).

Recent modelling exercises have focused on reproducing these subtle variations in the profile of intertidal flats. For example, an elegant analytical solution to predict equilibrium profiles of tidal flats for both wave and tide dominated environments was derived by assuming that equilibrium occurred when the spatial distribution of maximum bottom shear stress reached uniformity (Friedrichs et al., 1996; Zhou et al., 2016). Similar numerical models were developed using mass conservation and momentum balance to simulate mudflat profile changes (Roberts et al., 2000). Zhou et al. (2015) extended this work and developed a numerical model to investigate morphodynamics of intertidal flats, in particular examining the effect of sediment parametrization (i.e. the effect of initial bed sediment composition and sediment sources on the shape of intertidal flats). A larger mud concentration at the sea boundary promotes seaward advance and more convex-up intertidal flats (Liu et al., 2011; Pritchard et al., 2002; Pritchard and Hogg, 2003; Roberts et al., 2000; Zhou et al., 2015). A tidal flat with initially a larger percentage of mud tends to make the profile more convex up (Friedrichs, 2011; Kirby, 2000; Zhou et al., 2015), associated with the reduced erodibility of muddy sediment.

One of the effects that has not been well considered yet in profile models is the effect of atmospheric exposure on the properties of cohesive intertidal sediments. Recent work has shown that exposure to air during low tide can have pronounced effect on the erodibility of cohesive sediments (Fagherazzi et al., 2017; Nguyen et al., 2019; Nguyen et al., 2020), even more than grain size variations and bio-stabilisation by microphytobenthos (biofilms). Depending on the atmospheric
conditions during exposure and the duration, evaporation decreases the water content of sediments, which in turn increases erosion resistance (by increasing erosion threshold and decreasing erosion rate). These effects are in addition to the stabilizing effects of biofilm growth on sediment surface. Both evaporation and biofilms stabilise the sediment by strengthening bonds between particles and increasing the drag force required on the bed surface to cause erosion (Fagherazzi et al., 2017; Paterson, 1989; Tolhurst et al., 2006a; Underwood and Paterson, 2003; Widdows et al., 1998), with the strengthening effect remaining in subsequent flooding cycles (Fagherazzi et al., 2017; Nguyen et al., 2020). Laboratory measurements show an interaction between evaporation and biofilm growth that ultimately controls sediment erosion properties (Nguyen et al., 2020). For instance, after 10 days exposure critical erosion stress ($\tau_{cr}$) increased by 1.7 (low biofilm biomass) to 4.4 (high biofilm biomass) times and the erosion rate ($ER$) decreased by 11.6 to 21.5 times compared with 6 h of exposure. Conversely exposure to rain during low tide destabilises sediments (Pilditch et al., 2008; Tolhurst et al. 2006b), by reducing bonding between particles.

This study aims to incorporate recent understanding on the changes to sediment properties that occur during short periods of exposure into numerical coastal profile modelling. Here, we hypothesize that the change in erodibility of sediments caused by exposure (including exposure temperature ($T^\circ C$) and duration ($D$ h)) as well as Chl-a content (a proxy of biofilm biomass) can change the way in which coastal profiles evolve. We used Delft3D to develop the numerical model, so that innovations added to the model can be made available through their open-source community. In addition, the effects of exposure temperature, Chl-a content, initial sediment bed composition (percentage of mud and sand) and spring and neap tidal cycles (effects current velocity and exposure period) on intertidal flat profile development were also investigated using the modifications to the bed transport sub-routines of Delft3D. The overarching aim of our work is to show how understanding exposure effects in sediment transport modelling could be critical
to predicting the resilience of intertidal zones into the future, when sea-level rise may exacerbate erosion in low-lying areas.

4.2 Methods

4.2.1 Modelling of erosion properties

The relationship between air temperature - $T$ and exposure duration - $D$ on the critical bed shear stress ($T_c$, $N m^{-2}$) and erosion rate $ER$ ($g m^{-2} s^{-1}$) were expressed using semi-empirical models fitted to the data collected in Nguyen et al., (2019) (Exp. 1) and Nguyen et al., (2020) (Exp.2). The form of these models was based on the theoretical relationship between water content and evaporation rate, which depends on $T$ and $D$ (Nguyen et al., 2020). However, the coefficients were fitted empirically from experimental data because they depend on a number of complex and unknown effects such as the role of organic content in regulating moisture, the rate of vertical water movement through the sediment surface and the role of biofilms in binding the surface particles (bio-stabilization). $T_c$ and $ER$ were determined using a core based erosion device (EROMES) on sediment collected from a cohesive intertidal site at different times of the year and subjecting them to differing exposure periods (see Nguyen et al., (2019, 2020) for details).

In Exp.1, temperature was varied while holding the exposure duration constant at 6 h using treatments of sediments with high and low $Chl$-$a$, while in Exp.2 exposure duration was varied in two trials to represent typical summer and winter conditions. In Exp. 1, exposure temperature was controlled at 0, 8, 25 and 40°C to examine its effect on sediment erodibility. Exp. 2 exposed sediment cores to natural outdoor ambient conditions for 6 h, 1, 4 and 10 d with air temperature being logged every minute. Sediments used in both experiments were collected from intertidal mudflats in the Firth of Thames, New Zealand between 2017 and 2019 and collection times represented both winter and summer conditions. Overall, $Chl$-$a$ content of winter samples were significantly lower than that of summer samples, while particle median grain size did not differ significantly
between seasons (Table 4.1). Note that these experiments were not specifically designed to parameterize this model and so a full range of combinations of Chl-a, temperature and exposure is not available.

Table 4.1 In situ sediment properties at the time cores were collected for use in laboratory experiments (data summarized from Nguyen et al., (2019) and Nguyen et al., (2020)).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Wet bulk density (g cm⁻³)</td>
<td>-</td>
<td>-</td>
<td>1.36 ± 0.08</td>
<td>1.44 ± 0.05</td>
<td>1.43 ± 0.07</td>
</tr>
<tr>
<td>Dry bulk density (g cm⁻³)</td>
<td>-</td>
<td>-</td>
<td>0.32 ± 0.03</td>
<td>0.34 ± 0.06</td>
<td>0.33 ± 0.04</td>
</tr>
<tr>
<td>Median grain size (D₅₀, µm)</td>
<td>6.37 ± 1.05</td>
<td>8.90 ± 0.90</td>
<td>6.34 ± 1.72</td>
<td>6.94 ± 1.59</td>
<td>6.14 ± 0.85</td>
</tr>
<tr>
<td>Clay content (%)</td>
<td>37.8 ± 4.1</td>
<td>26.3 ± 2.8</td>
<td>37.6 ± 6.2</td>
<td>34.1 ± 5.2</td>
<td>34.8 ± 4.0</td>
</tr>
<tr>
<td>Silt content (%)</td>
<td>55.3 ± 5.3</td>
<td>63.4 ± 3.8</td>
<td>55.8 ± 4.1</td>
<td>62.8 ± 5.1</td>
<td>61.2 ± 5.0</td>
</tr>
<tr>
<td>Sand content (%)</td>
<td>6.9 ± 2.8</td>
<td>10.3 ± 3.1</td>
<td>6.6 ± 3.98</td>
<td>3.1 ± 0.9</td>
<td>4.0 ± 1.0</td>
</tr>
<tr>
<td>Chlorophyll-a (Chl-a, µg g⁻¹)</td>
<td>9.2 ± 2.7</td>
<td>21.6 ± 5.8</td>
<td>10.8 ± 1.9</td>
<td>78.0 ± 13.0</td>
<td>65.1 ± 6.2</td>
</tr>
<tr>
<td>Organic content (OC, %)</td>
<td>9.8 ± 0.3</td>
<td>10.1 ± 3.2</td>
<td>10.3 ± 0.6</td>
<td>12.6 ± 0.5</td>
<td>13.1 ± 0.4</td>
</tr>
</tbody>
</table>

- Data represent the mean ± 1 standard deviation (n=20)

While a linear model best fitted the relationship between $T_{cr}$ and $T$ and $D$ (Figure 4.1A and 4.1C), an exponential model best described the relationship between ER and these two factors (Figure 4.1B and 4.1D). Both models needed to include an interaction term, so that at the moment of exposure, the $T_{cr}$ and ER values were equal to the underwater values, regardless of exposure temperature. Nguyen et al. (2019, 2020) showed that the change in biofilm biomass on the intertidal flat was seasonal, with a higher Chl-a biomass in summer and lower in winter (Table 4.1). Data were therefore separated into high and low Chl-a content treatments to examine the effect of biofilm biomass on sediment erosion potential. In addition, pooled data from both the high and low Chl-a content were used to inform a general model. Our best fitted model resulted in the following equations for $T_{cr}$ and ER:
\[ ER = ER_{inn} \times e^{(a_1 T + a_2)D} \]  \hspace{1cm} (1)

\[ \tau_{cr} = \tau_{inn} + (b_1 T + b_2)D \]  \hspace{1cm} (2)

Where \( \tau_{inn} \) and \( ER_{inn} \) are erosion threshold and erosion rate of sediment when inundated, respectively and the \( a_1, a_2, b_1, b_2 \) are coefficients which were evaluated separately for high and low Chl-a content cases and the pooled data (see Table 4.2 for coefficient values).

Table 4.2 Coefficients model for erosion rate (Eq. 1: \( ER = ER_{inn} \times e^{(a_1 T + a_2)D} \)) and erosion threshold (Eq.2: \( \tau_{cr} = \tau_{inn} + (b_1 T + b_2)D \)) of sediment.

<table>
<thead>
<tr>
<th>Chl-a cases</th>
<th>( a_1 )</th>
<th>( a_2 )</th>
<th>( r^2 )</th>
<th>( F )</th>
<th>( b_1 )</th>
<th>( b_2 )</th>
<th>( r^2 )</th>
<th>( F )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pooled data</td>
<td>-0.0034</td>
<td>0.0173</td>
<td>0.23</td>
<td>2.2</td>
<td>0.0029</td>
<td>-0.02</td>
<td>0.57</td>
<td>8.5</td>
</tr>
<tr>
<td>Low Chl-a data</td>
<td>-0.0072</td>
<td>0.0451</td>
<td>0.92</td>
<td>31.0</td>
<td>0.0017</td>
<td>0.0101</td>
<td>0.81</td>
<td>10.8</td>
</tr>
<tr>
<td>High Chl-a data</td>
<td>-0.0077</td>
<td>0.0716</td>
<td>0.98</td>
<td>132.4</td>
<td>0.0032</td>
<td>-0.023</td>
<td>0.98</td>
<td>181.0</td>
</tr>
</tbody>
</table>

- Pooled: mean Chl-a is 31.8, µg g\(^{-1}\)
- Low (Dec 2017 & Mar 2018 & Oct 2018): mean Chl-a is 15.0, µg g\(^{-1}\),
- High (Jan 2019 & Feb 2019): mean Chl-a is 48.6, µg g\(^{-1}\)

The strengthening effect of exposure on sediment stability is believed to remain over subsequent flooding cycles (Fagherazzi et al., 2017). Nguyen et al., (2020) demonstrated this by conducting re-submersion experiments on intertidal cohesive sediments after exposure periods of 1, 4 and 10 d. Their results showed that erosion resistance of exposed sediments showed no significance changes after one and two re-submersion events (each lasting for 4 h). However, to retain the potential that sediments recover to initial conditions (when re-inundated) after much shorter exposure times than covered in our experiments (for example, a single tidal cycle), we added recovery coefficients for \( \tau_{cr} \) and \( ER \) into the models, which allow sediment erosion properties to gradually return to submerged conditions when immersed. The more the erosion properties changed during exposure (e.g. higher \( T \) and longer \( D \)), the longer the recovery period (see below for details).
Figure 4.1 Empirical models for A & C) erosion threshold $T_c$ (N m$^{-2}$) and B & D) erosion rate $ER$ (g m$^{-2}$ s$^{-1}$), fitted to the experimental results of Nguyen et al. (2019, 2020).

4.2.2 Model setup

Following Roberts et al. (2000), the starting bed profile was linearly sloped from an elevation of 6 m (below Mean Sea Level, MSL) to 4 m above MSL over a distance of 10 km (i.e., slope is 0.1%, Figure 4.2A. This is a similar slope to the field site in Nguyen et al. (2019, 2020). The bed was covered with a 5 m sediment layer which was composed of sand and mud. The offshore tidal boundary was forced by the superposition of M$_2$ and S$_2$ constituents to simulate the spring-neap cycle. The spring tidal range was set as 3 m (the tidal range at the field site). The erosion threshold and erosion rate when the profile was inundated were set to 0.05 N m$^{-2}$ and 0.05 g m$^{-2}$ s$^{-1}$ respectively, the values that were measured from erosion experiments on cores which were retained in a submerged state (sediment samples were submerged for 6 h prior to tests for erosion properties) from Nguyen et al. (2019, 2020).
Figure 4.2 An example of model results (20 °C air temperature) showing A) initial bed level B) water level, C) current velocity and D) exposure duration.

Model scenarios were designed to explore the role of air temperature, spring and neap tides, biofilms, and bed sediment texture (percentage of sand/mud in the bed composition) on profile evolution (summarized in Table 4.3). Three model runs of 10, 20 and 40 °C were chosen to investigate the effect of air temperature, which covers a wide range of temperature and the extremes that occur at our field site. In other model runs that examine the influence of spring and neap tides, biofilms and sediment composition the air temperature was set at 20 °C. As a first attempt to understand the role of exposure on profile development, models were run for one year to simulate the initial influence on intertidal flats. Further work will explore the role of seasonality and precipitation on profile development.
### Table 4.3 Parametrizations for the model setup

<table>
<thead>
<tr>
<th>T (°C)</th>
<th>$T_{inn}$ (N m$^{-2}$)</th>
<th>$ER_{inn}$ (g m$^{-2}$ s$^{-1}$)</th>
<th>$Chl$-a content cases</th>
<th>Sand / Mud (%)</th>
<th>Tide constituents</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.05</td>
<td>0.05</td>
<td>Pooled data</td>
<td>Mud only</td>
<td>$M_2$=1.5 $S_2$=0</td>
</tr>
<tr>
<td>20</td>
<td>0.05</td>
<td>0.05</td>
<td>Pooled data</td>
<td>Mud only</td>
<td>$M_2$=1.5 $S_2$=0</td>
</tr>
<tr>
<td>40</td>
<td>0.05</td>
<td>0.05</td>
<td>Pooled data</td>
<td>Mud only</td>
<td>$M_2$=1.5 $S_2$=0</td>
</tr>
<tr>
<td>20</td>
<td>0.05</td>
<td>0.05</td>
<td>Pooled data</td>
<td>Mud only</td>
<td>$M_2$=1.5 $S_2$=0.45*</td>
</tr>
<tr>
<td>20</td>
<td>0.05</td>
<td>0.05</td>
<td>high Chl-a</td>
<td>Mud only</td>
<td>$M_2$=1.5 $S_2$=0</td>
</tr>
<tr>
<td>20</td>
<td>0.05</td>
<td>0.05</td>
<td>low Chl-a</td>
<td>Mud only</td>
<td>$M_2$=1.5 $S_2$=0</td>
</tr>
<tr>
<td>20</td>
<td>0.05</td>
<td>0.05</td>
<td>Pooled data</td>
<td>50/50</td>
<td>$M_2$=1.5 $S_2$=0</td>
</tr>
<tr>
<td>20</td>
<td>0.05</td>
<td>0.05</td>
<td>Pooled data</td>
<td>30/70</td>
<td>$M_2$=1.5 $S_2$=0</td>
</tr>
<tr>
<td>20</td>
<td>0.05</td>
<td>0.05</td>
<td>Pooled data</td>
<td>70/30</td>
<td>$M_2$=1.5 $S_2$=0</td>
</tr>
</tbody>
</table>

- $M_2$ and $S_2$ are the principal lunar and solar semi-diurnal constituents, respectively.  
- The “no exposure effect” case is set up with constant values of erosion threshold and erosion rate at 0.05 N m$^{-2}$ and 0.05 g m$^{-2}$ s$^{-1}$, bed composition of 100 % mud, and $M_2$= 1.5 m, $S_2$ = 0 m.  
- *Spring-neap tide case.*

#### 4.2.3 Formulae controlling sediment dynamics

In Delft3D, sand and mud fractions are considered individually. Therefore, physical process such as erosion and deposition are treated separately for each fraction. Sediment transport of cohesive fractions – mud is modeled using an advection equation

\[
Q_{mud,e} - Q_{mud,d} = \frac{\partial (Ch)}{\partial t} + \frac{\partial (uCh)}{\partial x} \tag{3}
\]

where $Q_{mud,e}$ and $Q_{mud,d}$ are erosion and deposition fluxes, respectively. $C$ is depth averaged concentration (kg m$^{-3}$), $h$ is water depth (m), $u$ is depth averaged flow velocity (m s$^{-1}$), $t$ is time (s), $x$ is direction (m). These fluxes were modelled using the widely adopted Partheniades–Krone equations (Partheniades, 1965)
\[ Q_{\text{mud,e}} = \begin{cases} ER \left( \frac{\tau_{\text{cr}}}{\tau_{\text{cr}} - 1} \right) & \text{if } \tau_{\text{max}} > \tau_{\text{cr,e}} \\ 0 & \text{if } \tau_{\text{max}} \leq \tau_{\text{cr,e}} \end{cases} \] (4)

\[ Q_{\text{mud,d}} = \begin{cases} W_s C \left( 1 - \frac{\tau_{\text{cr,d}}}{\tau_{\text{cr,d}}} \right) & \text{if } \tau_{\text{max}} < \tau_{\text{cr,d}} \\ 0 & \text{if } \tau_{\text{max}} \geq \tau_{\text{cr,d}} \end{cases} \] (5)

where \( ER \) is the erosion rate (g m\(^{-2}\) s\(^{-1}\), described as the erosion parameter - \( M_e \) in Partheniades (1965)), \( \tau_{\text{cr}} \) and \( \tau_{\text{cr,d}} \) are the bed shear stress for the erosion threshold and deposition of the mud component, respectively (N m\(^{-2}\)). \( \tau_{\text{max}} \) is the maximum bed shear stress (N m\(^{-2}\)) and \( W_s \) is the settling velocity (m s\(^{-1}\)). \( \tau_{\text{cr,d}} \) is set at very large value of 1000 N m\(^{-2}\) as default (Winterwerp, 2007), which means that sediments always deposit when conditions are below the erosion threshold.

In traditional Delft3D modeling studies of sediment dynamics and bed level change, \( ER \) and \( \tau_{\text{cr}} \) (in Equation 4) are typically set as constants and do not change with exposure. In this research, we have extended Equation 4 by embedding the formulations of \( ER \) and \( \tau_{\text{cr}} \) described by Equation 1 and 2 into Delft3D. The air temperature to which the intertidal sediments are exposed was set as a constant value along with the empirical coefficients in Table 4.2. The duration of exposure is introduced as a new model variable, which depends on the bed level on the tidal flat, and is determined by whether the bed level is above or below the water level at each hydrodynamic time step. Also included is a new variable which determines the time over which the sediment returns to pre-exposure conditions after re-inundation. This was assumed to be a linear function (given that we have no experimental data on which to base a relationship), so that \( \tau_{\text{cr}} \) decreases and \( ER \) increases with time (both rates set in the input file).

\[ ER(t) = ER_{\text{inn}} + Rev_{ER} * t, \] (6)

\[ \tau_{\text{cr}}(t) = \tau_{\text{inn}} - Rev_{\tau_{\text{cr}}} * t, \] (7)

where \( ER(t) \) (g m\(^{-2}\) s\(^{-1}\)) and \( \tau_{\text{cr}}(t) \) are erosion rate and erosion threshold of submerged sediments at a given time \( t \) (minute), \( Rev_{ER} \) and \( Rev_{\tau_{\text{cr}}} \) are arbitrarily-
set recovery coefficients of erosion rate and erosion threshold, respectively. The recovery coefficients are set at a constant value for each model run and vary exposure air temperatures.

Figure 4.2B, 4.2C and 4.2D present an example of a model setup in which the exposure duration at different levels on the intertidal flat was computed in the Delft3D sediment transport modules using the water level and bed elevation, and the current velocity during flood and ebb tides associated with each water level were calculated in the basic Delft3D hydrodynamic drivers. Two sets of runs were completed for each scenario: one with low time resolution over a whole year to track morphological change, and a shorter run at a higher time resolution to create detailed figures of the suspended sediment flux and currents for interpretation.

4.3 Results

4.3.1 Effect of air temperature on bed level change

In order to examine the effect of \( T \) on \( T_{cr} \) and \( ER \) (Figure 4.3) and their ultimate control on bed level, models were run with \( T \) set to 10, 20 and 40 °C while tidal ranges (tide constituents of \( M_2 = 1.5 \text{ m} \) and \( S_2 = 0 \text{ m} \)) were held constant. In model runs with no exposure effect (i.e. in which the exposure effects on sediment stability during low tide was neglected), \( T_{cr} \) and \( ER \) were unchanged during tidal cycles and were equal to inundated values (Figure 4.3A and 4.3B). In this case, there is a strong increase in suspended sediment concentration as the flooding tide moves over the intertidal region, which is not matched by a peak in ebbing suspended sediment concentration (Figure 4.3C). In comparison, when the effect of exposure is taken into account, model results indicated that intertidal sediments were stabilized during exposure with higher values of \( T_{cr} \) and lower values of \( ER \) with the rate of increase/decrease dependent on \( T \). Maximum values of \( T_{cr} \) increased from 0.05 to 0.15, 0.5, \( 1.6 \text{ N m}^{-2} \), while maximum values of \( ER \) decreased from 0.05 to 0.035, 0.02, 0.01 \( \text{g m}^{-2} \text{s}^{-1} \) in accordance with \( T \) of 10, 20, 40 °C. In these scenarios, the ebb and flood tide suspended sediment
concentrations are more similar in magnitude; when the bed is more stable, less sediment is eroded during the incoming tide. The flooding currents only start eroding sediments in the intertidal after the stabilization effect has worn off. As we employed a recovery factor for the values of $\mathcal{T}_{cr}$ and $ER$, the recovery of these values in the subsequent flooding cycles will depend on how much change the values gained during the exposure periods (Figure 4.3D, 4.3E, 4.3G, 4.3H, 4.3J and 4.3K). Consequently, $\mathcal{T}_{cr}$ and $ER$ took longest time to return to inundated values for the case of 40 °C (Figure 4.3K-in which case the erosion threshold never returns to the submerged value), whereas these values recovered more quickly for the cases of 10°C and 20°C (returning to the submerged values before the ebbing tide drains from the intertidal region). The model simulates the amount of water lost by evaporation during exposure and the higher temperature caused more water to evaporate.

Figure 4.3 Effect of air temperature on $\mathcal{T}_{cr}$ (A, D, G, J), $ER$ (B, E, H, K) and suspended sediment concentration (C, F, I, L). Note figures show variations over two tidal cycles and the colour scale has different ranges for the left column panels.
In general, net erosion occurred in the sub-tidal zone area while accretion occurred in the intertidal zone in all cases (Figure 4.4A). With no exposure effect, the change in bed level was evenly-distributed across the intertidal zone, except for minor erosion within the zone from 5100 m to 5500 m in the cross-shore (Figure 4.4A). The positive change of bed level was more evident within the upper part of the intertidal (5500 m-7000 m) and erosion mostly occurred in sub-tidal zone (Figure 4.4A). The pattern of bed level change could be explained by the cross-shore distribution of sediment flux (Figure 4.4B); the flood peak in the sediment flux occurs at a higher tidal stage than the ebbing flux, causing a flux shoreward of sediment in the intertidal area. In fact, there is only a flooding sediment flux on the upper intertidal (the ebb-flux is non-existent), and the flood tide sediment flux always surpasses that of the ebb tide in the intertidal. In the no exposure effect scenario, the imbalance between flood and ebb sediment flux would eventually cause the profile to flatten in the intertidal region (a convex profile development).

When the effect of air temperature is considered in the model, accretion of sediment on intertidal flat tended to focus on the lower intertidal, in comparison to the ‘no effect case’ (Figure 4.4A). On the lower flat, a bed level increase of from 0.02 \( (T = 10 \, ^\circ C) \) to 0.039 m \( (T = 40 \, ^\circ C) \) occurred compared to less than 0.01 m for the no exposure effect case. In contrast, on the higher intertidal, sediment accretion of 0.022 m occurred for no effect case compared with less than 0.01 m for cases when the temperature exposure effect was included. Higher \( T \) resulted in more sediment accumulation on the intertidal flat as a consequence of increased net sediment erosion in the sub-tidal zone. The currents are approximately the same in all the scenarios, so the difference in net sub-tidal erosion is likely because the sediment is more effectively trapped in the intertidal zone and not available to be transported seaward by the sub-tidal ebb currents (Figure 4.4B, green line at 4000m). (Whereas in the no-exposure effect case, sub-tidal erosion by the flooding tide is partially compensated by accretion by the ebbing tide). Within the intertidal, there was a transition from the upper to the
lower intertidal (seaward) of the accumulation zone between the 10 °C case and the cases with higher air temperature (20 °C and 40 °C), which would cause the intertidal profile to become flatter and the lower edge of the intertidal to become steeper. At higher elevations, the difference in sediment flux between the ebb-tide and flood-tide becomes more evident, for example from 5500 m shoreward there were only flood-directional sediment fluxes. The higher elevations on the intertidal flats are progressively exposed for increasing times, which means that the sediments there become increasingly more stable with temperature, and there is no source of sediment provided to the ebbing currents to carry seaward—therefore as temperature increases, more and more sediment accumulates on the lower intertidal. In summary, the larger the stabilizing effect (e.g. 40 °C), the larger the effect on the bed level.

Figure 4.4 Effect of air temperature on bed level changes over one year, modelled using tide constituents $M_2 = 1.5$, $S_2 = 0$ (shaded area represents the inter-tidal area), using the pooled data Chl-a model, bed sediment composition mud only, $ER_{inn} = 0.05 \text{ g m}^{-2} \text{ s}^{-1}$, and $T_{inn} = 0.05 \text{ N m}^{-2}$. The sediment flux scale is the same for each vertical sediment flux profile plot (scale bar plotted at the right side).
4.3.2 Effect of biofilm on bed level change

In order to examine the effect of biofilm stabilization, models were set up for low and high \textit{Chl-a} content with the same temperature, bed composition and tidal conditions. Note that the low and high \textit{Chl-a} runs represent different erosion values measured in experiments taken in winter and summer which were accompanied by changes to \textit{Chl-a}; however experiments were not set up to test \textit{Chl-a} effects on erosion, and so we cannot conclusively prove that observed changes to erosion conditions were caused by \textit{Chl-a}. Instead, these runs should be consider as a demonstration of the sensitivity of bed-level changes to seasonal differences in conditions. Parametrizations used in the model are presented in Table 4.3. We assume that the difference in \textit{Chl-a} only effect the intertidal regions, the subtidal erosion characteristics remain constant between all runs (Table 4.3).

In fact, in the low \textit{Chl-a}, the intertidal conditions are less stable than the subtidal. Bed level changes were substantially different between low and high \textit{Chl-a} content cases (Figure 4.5A). For both the pooled data and the high \textit{Chl-a} model runs, sediment started accumulating from 4350 m (at the seaward extent of the intertidal) then accumulation gradually decreased over the intertidal flat, with maximum changes of 0.015 m and 0.005 m for the former and the latter, respectively. The pattern of bed level change for the low \textit{Chl-a} cases was different to the others in that the accumulation had two maxima, one on the lower flat (4350 – 4700 m, maximum of 0.012 m) and one on the upper flat (5600 – 7000 m, maximum of 0.018 m), separated by an eroded zone (4700 – 5600 m, minimum of 0.015 m). The low \textit{Chl-a} case had greater landward sediment flux relative to seaward sediment flux, which caused the significant change of the bed level (Figure 4.5B). The very different patterns at low \textit{Chl-a} are likely due to intertidal conditions being less stable than subtidal. In general, just as with the high-temperature runs, when stabilization increases (high \textit{Chl-a}), the supply of sediment from the intertidal regions is suppressed, meaning a reduction of the sediment scoured seaward by the ebbing current, and landward by the flooding current.
Figure 4.5 Effect of biofilm growth on bed level changes over one year, tidal constituents $M_2 = 1.5, S_2 = 0$ (shaded area represents the intertidal area), modelled with an air temperature 20 °C, bed sediment composition = mud only, $ER_{inn} = 0.05 \ g \ m^{-2} \ s^{-1}$, $T_{inn} = 0.05 \ N \ m^{-2}$. The sediment flux scale is the same for each vertical sediment flux profile plot (scale bar plotted at the right side).

4.3.3 Effect of bed sediment composition on bed level change

Generally, changes to bed composition caused a similar pattern in bed level changes to the effect of changes in temperature and $Chl-a$, with an increase in the sediment accumulated in the region from 4350 to 7000 m over the intertidal flat (Figure 4.6A). After a year, transported sediment mostly accumulated in the zone of $4350 – 4600 \ m$ (+ 0.012 to 0.018 m), reduced in the zone of $4600 – 5200 \ m$ (+ 0.002 to 0.01m) and increased again from $5200 – 5500 \ m$ (+ 0.007 to 0.015 m) before a gradual decrease to no accumulation from $5500 – 7000 \ m$. Bed composition with higher percentage of mud showed greater net erosion in the subtidal zone, and greater net accumulation in the intertidal. This is likely mainly because a greater fraction of the bed is affected by the differences in stabilization (the stabilization effect is only applied to the mud fraction in the model, and has no effect on the sand). It would also be in part caused by the spatial distribution of stabilisation effect (as in Figure 4.4), were when more sediment is trapped on the intertidal, the tide ebbing off the intertidal is deprived of sediment, and so
causing a decrease of accumulation in the subtidal. Greater sediment fluxes explained the higher level of bed level change for the cases with higher percent of mud fraction (Figure 4.6B). For example, 100 % mud always showed the greatest sediment fluxes while with 30 % mud/70 % sand had the lowest sediment fluxes over the cross-shore section (Figure 4.6B).

Figure 4.6 Effect of bed composition on bed level changes over one year, tidal constituents $M_2 = 1.5$, $S_2 = 0$ (shaded area represents the intertidal area), air temperature 20 °C, pooled data Chl-a model, $ER_{inn} = 0.05 \text{ g m}^{-2} \text{ s}^{-1}$, $T_{inn} = 0.05 \text{ N m}^{-2}$. Note that the exposure effect applied to the mud fraction only. The sediment flux scale is the same for each vertical sediment flux profile plot (scale bar plotted at the right side).

4.3.4 Effect of spring – neap tide on bed level change

To examine the effect of changes in the tidal range in combination with the exposure effect on bed level change, a model that included spring-neap variations (with a wider tidal range - $M_2 = 1.5$ m, $S_2 = 0.45$ m) and a model with normal tidal range ($M_2 = 1.5$ m, $S_2 = 0$ m) were set up at the same temperature (20 °C; Figure 4.7). This meant that areas on the high intertidal could remain exposed for up to 14 days. The results indicated that a wider (spring) tidal range led to the accumulation zone moving seaward (green line) compared to the normal tide.
(yellow line) and with no exposure effect (black dashed line). The spring-neap tide case eroded more sediment in the sub-tidal zone seaward of 3900 m. For this case, bed level increased by 0.02 m in the zone of 3900 – 4000 m then decreased over the higher parts of the intertidal flat from 4000 – 7000 m. With a normal tide, sediment eroded in sub-tidal zone, accumulated on the lower tidal flat of up to 0.015 m then gradually decreased to 7000 m on the flat. Sediment fluxes in the spring – neap tide case always surpassed the normal tide case both with and without the exposure effect (associated with the stronger tidal currents occurring with spring tides); the asymmetry was also more flood-dominant in the spring-tide case, which resulted in wider range of bed level changes.

Figure 4.7 Effect of tide level on bed level changes over one year, air temperature 20 °C, pooled data Chl-a model, $ER_{inn} = 0.05 \text{ g m}^{-2} \text{ s}^{-1}$, $T_{inn} = 0.05 \text{ N m}^{-2}$. Shaded areas represent intertidal areas (green arrows represent spring and neap tides, golden arrow represents the intertidal tidal area for the case of no spring and neap tide effect). The sediment flux scale is the same for each vertical sediment flux profile plot (scale bar plotted at the right side).
4.4 Discussion

This paper sought to model differences that exposure of sediment to evaporation at low tide could potentially have on intertidal mudflat development, with the effect of Chl-a content, bed composition and tidal ranges being included in models. Areal exposure causes the surface sediment to lose moisture and the particles to bind more effectively together, increasing the critical erosion threshold and reducing the erosion rate. Both these parameters are a fundamental control to how sediment is eroded and accreted in cohesive environments. Our modelling results indicated that adding in the effect of exposure generally causes more accretion on the lower intertidal flats at sites with tidal currents that were sufficient to mobilize sediment. Consequently, the tendency to accrete means that convex tidal flats would be created in all cases if the models were run over a much longer timescale. Our results are consistent with previous studies that showed the interrelation between accumulation of sediment on intertidal flats and convexity of the profile (Dyer, 1998; Kirby, 2000; Le Hir et al., 2000; Mehta, 2002; Van Rijn, 1998). When the effect of exposure was taken into account, the formation of convex tidal flats occurred by building upward on the lower intertidal, whereas in previous studies, the convexity builds seaward as sediment accumulates on the landward fringe (Kirby, 2000).

The seaward shift of the accretion zone occurs because of the increase in stabilisation of the intertidal sediments. The sediment used to build the intertidal zone either comes from the outer boundary, or is eroded from the subtidal and lower intertidal regions. The flooding tide brings the sediment shoreward, where it settles out gradually throughout the intertidal. The following ebbing tide gathers momentum as it drains off the intertidal, resuspending the sediment on the lower intertidal, and so without any exposure effect, the sediment prefers to settle out on the higher intertidal. However, when the exposure effect is added, the suspension on the lower intertidal is dramatically reduced (compare Figure 4.3C and F), so there is less sediment available to supply the upper intertidal, and more
retained on the lower intertidal. Retaining sediment on the intertidal also means that there is less sediment transported into the subtidal, and net erosion occurs in the subtidal. The higher the temperature, the more pronounced this effect was. The extreme scenario of 40°C caused substantially higher tidal flat accumulation (0.039 m by the end of model simulation compared with 0.022 m build-up of sediments in the no exposure effect tidal flats, corresponding to 77% higher). However, 40 °C is an extreme case, and accretion rates for exposure treatments were generally similar to no exposure treatments, but were distributed quite differently, accumulating on the lower intertidal. Sediments with higher mud content built up bed elevation more which is consistent with previous studies in which profiles with greater mud fractions causing more transport to the upper tidal flat (Zhou et al., 2015; Kirby, 2000; Friedrichs; 2011). The exposure effect was applied to the mud fraction only, therefore, the higher mud percentage the more pronounced this effect was. Interestingly, there was often a bimodal distribution of accumulation (e.g. Figure 4.5, low Chl-a and Figure 4.6, 100% mud). Accumulation and accretion is a product of small changes in the balance of ebbing and flooding sediment fluxes, which change across the profile. There is a point on the mid-intertidal where sediment fluxes switch locally to ebb-dominant from a pattern that is generally flood-dominant across the intertidal.

Our model results show that the effect of increasing intertidal stabilization is likely to create a more convex profile (or a more flat-topped intertidal profile). Although such profiles are common in cohesive environments (Knight et al., 2009; Lovelock et al., 2010; Vo-Luong and Massel, 2008), it is difficult to isolate how much of the profile shape is caused by processes that occur only in the intertidal. One exception is the stabilization effect of some vegetation (e.g. mangroves and saltmarsh), which can only grow in the intertidal due to physiological restrictions. Bryan et al. (2017) explained that mangrove vegetation initially increases the currents and flood dominance just landward of the fringe of mangroves (due to tidal wave shoaling), transporting the sediment into forests. Once the sediment enters the forest, the stabilization effect of mangroves on intertidal flats can occur
in both direct and indirect ways. For instance, dense vegetation attenuates these currents (Bryan et al., 2017) while mangrove roots are believed to increase the consolidation processes by dewatering of sediments that in turn stabilizes the sediments against erosion (Roskoden et al., 2019). Consequently, both effects will cause gradual accretion just inshore of the fringe. The accumulation, over time, results in the increase in slope seaward of mangroves and flatten the slope inside the mangroves, resulting in flat-topped profiles characteristic of mangrove dominated mangrove sites (Bryan et al., 2017) summarise a range of examples from other studies). The effect of our stabilization on profile development is similar. Although note that the stabilizing effect of vegetation included in conventional Delft3D models (and in Bryan et al., 2017) is only a hydrodynamic one, caused by increased drag and reduced currents, which may not be the most important way that the vegetation acts on profile evolution.

Low-tide rainfall can have substantial effects on the erodibility of surficial sediments on intertidal flats (Pilditch et al., 2008; Tolhurst et al., 2006b). Our study excluded the effect of rainfall and consequent changes to water content and direct impacts on sediment surfaces. Such an effect could easily be incorporated into our model in a future version. As discussed earlier, the stabilizing effect of exposure and vegetation on intertidal mudflats are somewhat similar and the resulting accretion patterns would tend to result in flat-topped profiles. However, the stabilization effect of exposure only happens if it does not rain, whereas mangrove stabilization occurs perpetually. The temperature and duration are essentially a proxy for water content in the sediment, and ideally water content should be directly modelled. It would be possible to incorporate rain in a water content model, or to use a time series of water content loss rate as an input file. In addition, the effect of consolidation on bed level change is not included in this research. Zhou et al. (2016) introduced a self-weight consolidation model that incorporated influences of consolidation in simulations by gradually reducing the bed level and decreasing the bed erodibility (i.e., increasing the critical bed shear stress), which led to long-term morphodynamic effects on the intertidal mudflat.
Our model was developed to predict the effect of air temperature and exposure on the evolution of bed profile based on experimental results on sediments collected from the intertidal mudflat in the Firth of Thames. The samples have specific properties characterized by the grainsize, the inundated water content, the Chl-a content (as a proxy of biofilm biomass) and the organic content that will all play a role in controlling the erosional behavior of sediments, ultimately making the empirical fitting coefficients site-specific. Water content reduction and biofilm growth are believed to increase the erosion resistance (Amos et al., 2004; Black et al., 2002; Chen et al., 2017; Nguyen et al., 2019; Nguyen et al., 2020; Van Ledden et al., 2004). Nevertheless, the interaction between factors is complicated, for example, the reduction of water content might slow down the biofilm growth (Nguyen et al., 2020), meanwhile, a high Chl-a content on sediment surfaces might prevent evaporation (Lianfang et al., 2009; Vandevivere and Baveye, 1992).

We did not transitioned the change in stabilization smoothly into the subtidal in our simple model development, and indeed, some of our formulations (e.g. low-Chl-a) caused an increase in stabilization seaward. More work is needed to parameterize these transitions realistically. In addition, one would expect exposed erosion resistance should recover to inundated conditions after submergence as water content is replenished within the sediments (Tolhurst et al., 2006a). In contrast, Nguyen et al., (2020) showed no significant change to erodibility of re-submerged and exposed sediments, which was explained by combining the effect of long-term exposure and biofilm growth. In this research, we included coefficients of recovery that allow erosion resistance decrease during immersion (increases ER and decreases $\tau_{cr}$). However, we do not have experimental results to inform the selection of coefficients for the recovery rate of sediments. Nevertheless, including the processes gives an indication of the importance of this term as air temperature and exposure time varied. Generally, all our models are entirely parameterized with the empirical data, and additional work is needed to generalize the model to other sites. Nevertheless, although our
models are site-specific, the results are generally applicable to cohesive intertidal settings.

4.5 Conclusions

This study examined how exposure changes intertidal profile evolution over a short (annual) time scale (a morphological scale factor of 10 was used to shorten running time of models). The stabilizing effect of exposure is likely to be, to some extent, similar to vegetation on intertidal flats on the evolution of tidal profile, although the mechanism for causing sediment dewatering is different. Our results imply that muddy, highly stabilized intertidal areas evolve toward flat-topped (convex) profiles more quickly when stabilization is included in the evolution.

Our models also investigated the influence of different factors such as air temperature, Chl-a content, bed sediment composition and spring-neap tides on the changes of bed level, all of which contribute to stabilization in different ways. Although, some of the assumptions in our models are inevitably made (the lack of precipitation, the constant exposure temperatures), the key message is consistent. Subtle differences in exposure control the convexity of the profile that evolves, and so the way in which new coastal land will build in the future to protect the coast. Ultimately, these model experiments highlight the complexities that might play a role in shaping our coast with predicted changes to storm-surge climates (which change our inundation regimes) accompanied by rising temperatures.
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Modelling the effect of temperature and exposure on intertidal channel networks in cohesive coastal environments
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Abstract

Tidal channel networks regulate landscapes of intertidal zones, and are the channels to exchange water, nutrient, sediment and biota between land and ocean. The development of tidal networks is vital to the evolution of salt marshes and intertidal zones. This study aimed to investigate the effect of exposure on the development of tidal channel networks in short-term. Empirical models that simulate changes in erosion threshold \( T_{cr} \, \text{N m}^{-2} \) and erosion rate \( ER; \text{g m}^{-2} \text{s}^{-1} \) of sediment on intertidal flat during low tide under the effect of exposure (taken into account air temperature, \( T \,(^\circ\text{C}) \) and exposure duration, \( D \,(\text{h}) \)) was integrated into Delft3D models to investigate the development of tidal channels. Model results showed that exposure substantially enhances the development of tidal networks in both density and depth compared with the modelled cases without exposure effect. When exposure sediments at channel banks were stabilized and unlikely to be eroded and built up, while sediment in channels with shorter exposure duration was likely to be eroded. The two processes exacerbate the development of channel networks on intertidal flats. Our findings, therefore, significantly contribute to predicting the development of tidal channel networks, which will help to understanding the resilience of tidal flats and salt marshes in future when sea-level rise.

Keywords: Exposed sediment, intertidal zones, profile evolution, numerical modelling, sediment stability, low-lying areas
5.1 Introduction

Intertidal zones, including tidal flats and salt marshes are important and yet among the most vulnerable ecosystems on Earth (Coco et al., 2013; Kirwan and Megonigal, 2013; Zhang et al., 2016). Intertidal zone landscapes are characterized by tidal channels with their branched networks (Vandenbruwaene et al., 2013). Tidal channel networks are the main paths for exchanging of water, nutrients, sediments and biota between lands and oceans (Fagherazzi et al., 1999; Zedler and Kercher, 2005; Zhou et al., 2014). Hence, tidal channel networks play a crucial role in evolution of intertidal flats and salt marshes.

Simulation models have been extensively explored medium and long-term evolution of tidal channel networks (e.g. Belliard et al., 2015; D'Alpaos et al., 2005; Dastgheib et al., 2008; Lanzoni and D'Alpaos, 2015; Van Oyen et al., 2014). These models solve the coupled equations describing hydrodynamics, sediment transport, biological activities and morphological change, covering various spatial and temporal scales. Also, a wide range of environments such as salt marshes, intertidal flat and mangrove have been modelled in previous studies (Belliard et al., 2015; Zhang et al., 2016, van Maanen et al., 2015). Such models show that channels are initiated when a topographic perturbation concentrates the flow in hollows, causes the bed shear stress to be higher, which then causes a positive feedback which further erodes the hollows into channels. Another possibility that flow is diverted away from higher regions, causing accretion, which also causes a positive feedback. Both erosional and depositional processes can act at different stages within the ontogeny of tidal networks: channel origination stems from bottom incision in regions where initial local depressions occur, while channel development mostly results from differential deposition (Belliard et al., 2015).

Many factors are believed to affect the channel network formation and evolution such as vegetation, tidal prism, initial perturbation or anthropogenic reclamation and de-reclamation (e.g. Belliard et al., 2015; Chen et al., 2020; Kearney and Fagherazzi, 2016; Temmerman et al., 2012; Vandenbruwaene et al., 2013). For
example, previous studies have shown that vegetation might enhance the channel formation (e.g. Bouma et al., 2007; Schwarz et al., 2014; Temmerman et al., 2007) by removing energy from higher elevations and enhancing deposition. Zhang et al., (2018) indicated that over short and medium time scales, larger initial perturbations trigger wider channels and vice versa. In other research, land reclamation is believed to have different effects on tidal network development, especially it totally terminated tidal network evolution in the project areas (Chen et al., 2020). Van Maanen et al. (2015) indicated that the presence of mangrove was found to enhance the initiation and branching of tidal channels. It is because of vegetation-induced increase in erosion threshold and also extra flow resistance in mangrove forests results in erosion of sediment within vegetated areas caused by flow concentration.

The formation and development of channel systems on intertidal zones are widely recognized to interplay with the morphologic and ecological evolution of the surrounding intertidal platform (e.g. D'Alpaos et al., 2007; Kirwan and Murray, 2007; Temmerman et al., 2007). Most studies assume that the tidal network development is caused by erosional processes; therefore, focus has been on external forcing triggering channel erosion such as current flows or sea level rise (e.g. D'Alpaos et al., 2007; Perillo and Iribarne, 2003a; Perillo et al., 2003b; Perillo et al., 1996; van Maanen et al., 2013). Conversely, few studies have shown examples of the formation of tidal channels through depositional processes (Hood and Group, 2006; Hood and Group, 2010; Redfield, 1972).

Deeply incised tidal drainage channels have been observed in cohesive environments. Figure 5.1A shows unpublished observations from the Firth of Thames (Aotearoa New Zealand), where mangroves have expanded into such channels and stabilized them. These features were 0.39 m wide and 0.14 m deep with wavelength 1.3 m (n = 70, author’s unpublished observations). Similar features have been reported previously (described as ‘ridge-runnels’) such as in the Severn Estuary shown in Figure 5.1B, Baie de Marennes-OléHron (France).
(Bassoullet et al., 2000; Carling et al., 2009; O’Brien et al., 2000). Although generally attributed to tidal currents, the specifics of how they form is not conclusive, some authors arguing vortices in the tidal flow and other forms of unstable flow.

Figure 5.1 Examples of patterns forming in cohesive environments. A) Firth of Thames, Aotearoa New Zealand. B) Cohesive ridge-runnel feature from the Severn Estuary (photo from Carling et al., 2009).

Erosion properties of cohesive intertidal sediments are affected by many factors such as air water content, biofilm biomass or air temperature to which the sediments on intertidal flats are exposed to during low tides (Black et al., 2002; Grabowski et al., 2011; Nguyen et al., 2019; Nguyen et al., 2020), which in turn regulate the erosional processes on tidal zones. This study aimed to explore the influence of exposure (the influence of air temperature and duration of exposure) on the formation and development of channel patterns on an intertidal mudflat. We address the hypothesis, that differential exposure rates on topography with random elevation perturbations may play a role in the development of channel patterns in cohesive environments. We use a version of Delft3D in which differential exposure effects have been added to investigate this hypothesis. Our findings contribute to understanding the origin and evolution of tidal channel networks, which might ultimately contribute to understanding how low-lying coastal morphology might change during sea level rise which will drive changes to exposure rates.
5.2 Methods

5.2.1 Modelling of erosion properties

Semi-empirical models fitted to the data collected in Nguyen et al., (2019), Nguyen et al., (2020) that express the relationship between air temperature – $T$ and exposure duration – $D$ and the critical bed shear stress ($T_c$, N m$^{-2}$) and erosion rate $ER$ (g m$^{-2}$ s$^{-1}$) were incorporated into the Delft3D modelling environment. Nevertheless, the models rely on some empirical constants that are fitted with experimental data, which are needed to parameterize the effect of moisture transferring down through the water matrix and the effect of organic content and micro-phytobenthos (which use water to fuel physiological processes). Data for empirical parameterization were provided by running the EROMES erosion device on cores collected from a cohesive intertidal field setting (see cited papers Nguyen et al., (2019 & 2020) for more detail).

The fitting data sets consistent of two experiments. One in which temperature was varied while holding the exposure duration constant at 6 h using treatments of sediments with high and low Chl-a, and varying temperature between 0 and 40 °C. In the other experiment, exposure duration was varied in two trials to represent typical summer and winter conditions over 6 h, 1, 4 and 10 d, with cores left outside and in situ air temperature being logged every minute. Sediment properties of sediments used in both experiments were collected from intertidal mudflats in the Firth of Thames, New Zealand between 2017 and 2019.
Figure 5.2 Empirical models for A & C) erosion threshold $T_{cr}$ (N m$^{-2}$) and B & D) erosion rate $ER$ (g m$^{-2}$ s$^{-1}$), (Nguyen et al., in Prep.)

The relationship between $T_{cr}$ and air temperature and exposure duration (Figure 5.2A and 5.2C) was best predicted with a linear relationship. Conversely erosion rate $ER$ was best fit with an exponential model (Figure 5.2B and 5.2D).

\[ ER = ER_{inn} \times e^{(a_1 T + a_2)D} \]  

(1)

\[ \tau_{cr} = \tau_{inn} + (b_1 T + b_2)D \]  

(2)

Where $T_{inn}$ and $ER_{inn}$ are erosion threshold and erosion rate of sediment when inundated, respectively. $T$ is air temperature (°C), $D$ is exposure duration (h). $a_1$, $a_2$, $b_1$, $b_2$ are coefficients which were evaluated separately for high, low Chl-a content cases (for high Chl-a content case, data were extracted from experiments conducted in hot months of Mar 2019, Jan and Feb 2020, Table 5.1) and pooled data (coefficients are presented in Table 5.2). Consistent with observations by Fagherazzi et al., (2017), we added recovery coefficients for $T_{cr}$ and $ER$ into the models that allow sediment erosion properties to gradually return to submerged conditions when immersed. The more the erosion properties changed during exposure (e.g. higher $T$ and longer $D$), the longer time is needed for recovery.
Table 5.1 In situ sediment properties at the time cores were collected for use in laboratory experiments (Nguyen et al., in Prep.)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Wet bulk density (g cm(^{-3}))</td>
<td>-</td>
<td>-</td>
<td>1.36 ± 0.08</td>
<td>1.44 ± 0.05</td>
<td>1.43 ± 0.07</td>
</tr>
<tr>
<td>Dry bulk density (g cm(^{-3}))</td>
<td>-</td>
<td>-</td>
<td>0.32 ± 0.03</td>
<td>0.34 ± 0.06</td>
<td>0.33 ± 0.04</td>
</tr>
<tr>
<td>Median grain size ((D_{50}), µm)</td>
<td>6.37 ± 1.05</td>
<td>8.90 ± 0.90</td>
<td>6.34 ± 1.72</td>
<td>6.94 ± 1.59</td>
<td>6.14 ± 0.85</td>
</tr>
<tr>
<td>Clay content (%)</td>
<td>37.8 ± 4.1</td>
<td>26.3 ± 2.8</td>
<td>37.6 ± 6.2</td>
<td>34.1 ± 5.2</td>
<td>34.8 ± 4.0</td>
</tr>
<tr>
<td>Silt content (%)</td>
<td>55.3 ± 5.3</td>
<td>63.4 ± 3.8</td>
<td>55.8 ± 4.1</td>
<td>62.8 ± 5.1</td>
<td>61.2 ± 5.0</td>
</tr>
<tr>
<td>Sand content (%)</td>
<td>6.9 ± 2.8</td>
<td>10.3 ± 3.1</td>
<td>6.6 ± 3.98</td>
<td>3.1 ± 0.9</td>
<td>4.0 ± 1.0</td>
</tr>
<tr>
<td>Chlorophyll-a (Chl-a, µg g(^{-1}))</td>
<td>9.2 ± 2.7</td>
<td>21.6* ± 5.8</td>
<td>10.8 ± 1.9</td>
<td>78.0* ± 13.0</td>
<td>65.1* ± 6.2</td>
</tr>
<tr>
<td>Organic content (OC, %)</td>
<td>9.8 ± 0.3</td>
<td>10.1 ± 3.2</td>
<td>10.3 ± 0.6</td>
<td>12.6 ± 0.5</td>
<td>13.1 ± 0.4</td>
</tr>
</tbody>
</table>

Data represent the mean ± 1 standard deviation (n=20)
* Sediment collected in hot months with higher Chl-a content

5.2.2 Model setup

A model setup was based on the intertidal mud flat in the Firth of Thames, New Zealand (Figure 5.3A), where the sediments samples were collected for the erosion experiments used to parameterize the exposure terms in the model. The model geometry was characterized by a tidal flat consisting of a platform and an initial gentle slope of 0.4% to match observations at the site (Swales et al., 2015) (Figure 5.3B). The simulation domain was a rectangle (0.5 km × 4 km) and the spatial grid resolution is 20 m × 20 m (Figure 5.3C). The water depth at the seaside boundary was 4 m. The bed was covered with a 5 m thick sediment layer which was composed of mud (grain size < 63 µm). Random variations in the initial bathymetry (of the same size for all runs) were added to stimulate the development of morphology. The offshore tidal boundary was forced by the superposition of \(M_2\) and \(S_2\) constituents to simulate the spring-neap cycle. The spring tidal range was set as 3.8 m to match conditions at the site. Erosion threshold and erosion rate when the profile was inundated were set at 0.05 N m\(^{-2}\) and 0.05 g m\(^{-2}\) s\(^{-1}\) respectively, the values that were measured from erosion experiments on cores which were retained in a submerged state (sediment
samples were submerged for 6 hours prior to tests for erosion properties) from Nguyen et al. (2019, 2020).

Figure 5.3 (A) Location of the mudflat in the Firth of Thames, New Zealand (Image courtesy of Google Earth, imagery date 18 April 2021). (B) A typical profile of the intertidal mudflat in the study area (Montgomery et al., 2019). (C) A 2D model setup of the initial profile. The intertidal area is terminated within dashed lines.

Model scenarios were designed to explore the role of air temperature on development of channel network on intertidal mud flat. Two model runs of 10 and 20°C were chosen to investigate the effect of air temperature, which covers a range of temperature that occur at our field site in the Firth of Thames. The model runs are hereafter referred to as “small effect” and “larger effect” cases. The model results were then compared with a model run without exposure effect (referred to as the “no effect” case from now on). This research aims to investigate the effect of temperature and exposure on the evolution of tidal-channel networks, therefore models were run for short term (800 model timesteps, each step was setup 1min) to simulate the initial influence on the intertidal flat morphology. In order to reduce the computational time, a morphological accelerating factor was set at 400, which linearly scale-up the development of channel networks.
5.2.3 Formulae controlling sediment dynamics

In Delft3D, sand and mud fractions are considered individually. Therefore, physical process such as erosion and deposition are treated separately for each fraction. Sediment transport of the cohesive fractions (the mud) is modelled using an advection equation

\[ Q_{\text{mud},e} - Q_{\text{mud},d} = \frac{\partial (Ch)}{\partial t} + \frac{\partial (uCh)}{\partial x} \]  \hspace{1cm} (3)

where \( Q_{\text{mud},e} \) and \( Q_{\text{mud},d} \) are erosion and deposition fluxes, respectively. \( C \) is depth averaged concentration (kg m\(^{-3}\)), \( h \) is water depth (m), \( u \) is depth averaged flow velocity (m s\(^{-1}\)), \( t \) is time (s), \( x \) is direction (m). These fluxes were modelled using the Partheniades–Krone equations (Partheniades, 1965)

\[ Q_{\text{mud},e} = \begin{cases} ER \left( \frac{\tau_{\text{max}}}{\tau_{\text{cr}}} - 1 \right) & \text{if } \tau_{\text{max}} > \tau_{\text{cr},e} \\ 0 & \text{if } \tau_{\text{max}} \leq \tau_{\text{cr},e} \end{cases} \]  \hspace{1cm} (4)

\[ Q_{\text{mud},d} = \begin{cases} W_s C \left( 1 - \frac{\tau_{\text{max}}}{\tau_{\text{cr},d}} \right) & \text{if } \tau_{\text{max}} < \tau_{\text{cr},d} \\ 0 & \text{if } \tau_{\text{max}} \geq \tau_{\text{cr},d} \end{cases} \]  \hspace{1cm} (5)

where \( ER \) is erosion rate (g m\(^{-2}\) s\(^{-1}\), described as erosion parameter - \( M_e \) in Partheniades (1965)), \( \tau_{\text{cr}} \) and \( \tau_{\text{cr},d} \) are erosion threshold for erosion and deposition of mud component, respectively (N m\(^{-2}\)). \( \tau_{\text{max}} \) is maximum bed shear stress (N m\(^{-2}\)). \( W_s \) is the settling velocity (m s\(^{-1}\), \( \tau_{\text{cr},d} \) is set at very large value of 1000 N m\(^{-2}\) as default (Winterwerp, 2007) to ensure that sediments always deposit when conditions are below the critical erosion threshold.

Normally, \( ER \) and \( \tau_{\text{cr}} \) (in Equation 4) are considered to be constant and do not change with exposure. In this research, we have extended the formulations used in Delft3D (Equation 4) to include the changes to \( ER \) and \( \tau_{\text{cr}} \) caused by exposure (see summary in Nguyen et al. (in prep). The air temperature to which the intertidal sediments are exposed was set as a constant value in one of the input
files, along with the empirical coefficients in Table 5.2. The duration of exposure is tracked within the model, and depends on whether the bed level is above or below the water level at each time step. The time over which the sediment takes to return to pre-exposure conditions after re-inundation is also tracked, assuming a linear function.

Table 5.2 Coefficients model for erosion rate

(Eq. 1: \( ER = ER_{inn} \times e^{(a_1 T + a_2 D)} \)) and erosion threshold (Eq.2: \( \tau_{cr} = \tau_{inn} + (b_1 T + b_2 D) \)) of sediment.

<table>
<thead>
<tr>
<th>Chl-a cases</th>
<th>( a_1 )</th>
<th>( a_2 )</th>
<th>( r^2 )</th>
<th>( F )</th>
<th>( b_1 )</th>
<th>( b_2 )</th>
<th>( r^2 )</th>
<th>( F )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pooled data</td>
<td>-0.0034</td>
<td>0.0173</td>
<td>0.23</td>
<td>2.2</td>
<td>0.0029</td>
<td>-0.02</td>
<td>0.57</td>
<td>8.5</td>
</tr>
<tr>
<td>Low Chl-a data</td>
<td>-0.0072</td>
<td>0.0451</td>
<td>0.92</td>
<td>31.0</td>
<td>0.0017</td>
<td>0.0101</td>
<td>0.81</td>
<td>10.8</td>
</tr>
<tr>
<td>High Chl-a data</td>
<td>-0.0077</td>
<td>0.0716</td>
<td>0.98</td>
<td>132.4</td>
<td>0.0032</td>
<td>-0.023</td>
<td>0.98</td>
<td>181.0</td>
</tr>
</tbody>
</table>

- Pooled: mean Chl-a is 31.8, µg g⁻¹
- Low (Dec 2017&Mar 2918&Oct 2018): mean Chl-a is 15.0, µg g⁻¹.
- High (Jan 2019&Feb 2019): mean Chl-a is 48.6, µg g⁻¹

5.3 Results

Figure 5.4 compares patterns of the channel network over the tidal flat at the end of model run period (at timestep 800) between no-effect, small and larger effect cases. Model results indicated that the development of channels is greatest for the case of small effect, with the development of more channels that are deeper and wider (Figure 5.4B). There is very little difference between the no-effect and large effect cases and channels are poorly developed (Figures 5.4A and 5.4C). Figure 5.4B shows that the tidal-channel network is to be denser in terms of number of channels within the middle part of the tidal flat (from grid cells 120 to 300) compared to the upper part (from grid cells 0 to 100) and lower part (from grid cells 300 to 410).
Figure 5.4 Development of intertidal channel networks after 800 model timesteps under different levels of exposure effect. The intertidal area is delineated by the dashed lines. A: Large effect; B: Small effect; C: No effect.

Figure 5.5 shows how the mean depth at each cross-shore location changes with time. In general, the middle tidal flat zone shows more changes compared to the other parts of the flat for all cases, and the case of small effect has the greatest change. Figure 5.5 is along-shore averaged and so does not show how the tidal channels develop.

Figure 5.5 Change in mean depth over the intertidal flat under different level of exposure effect. The intertidal area is delineated within dashed lines. A: Large effect; B: Small effect; C: No effect.
The development of the alongshore variance through time shows that the variability associated with strong channel development (the small effect case) is greatest in the middle of the intertidal. The small effect case again showed the most changes within three cases (Figure 5.6B). The change in variance is slightly higher for the no effect case compared to the large effect case (Figures 5.6A and 5.6C).

Figure 5.6 Change in variance with time over the intertidal flat under different levels of exposure effect. The intertidal area is delineated with dashed lines. A: Large effect; B: Small effect; C: No effect.

To compare the development of the channels measured by changes to the alongshore variances, the alongshore-averages of variance are shown in Figure 5.7. The variance increased sharply within the first 100 timesteps as the model adjusted to the initial conditions, then displayed a gradually increasing trend (Figure 5.7A). Although all runs showed a similar pattern with time, the no effect and large effect cases changes were much smaller. The variance of larger effect case was smaller than that of no effect case during the first 100 timesteps, then it surpassed the latter one for the remain period of the model run (Figure 5.7B). By the end of the model run, small effect case shows a variance magnitude of about two times higher than that of no effect and larger effect cases.
Figure 5.7 Comparison of the evolution of intertidal variance with the 3 different exposure effects (Panel B is a high-resolution version of panel A).

To further explore the differences in the channel characteristics, the depth of channels at halfway down the intertidal flat (at grid cell 200 in the cross-shore) are shown in Figure 5.8. In general, the small effect case has deeper channels compared to the channels of no effect and large effect cases. In contrast, the bank of each channel of small effect case is always higher than that of the other cases. For all cases, the bank level increased while the depth of channels decreased during timesteps, implying that sediment was relocated over the intertidal flat from channels onto channel banks. Overall, the location of channels is similar for all cases, however, the deepest channel for each case is not always at the same location on the along-shore section. All runs were started with the same bathymetry, so the initial imprint of the randomly-placed undulations probably ensures that channels develop at the same locations.
Figure 5.8 Comparison of changes in depth of tidal channels at the middle of intertidal flat (at grid cell 200 in the cross-shore) between different level of exposure effect at timesteps of 100, 400 and 800.

It is clear in Figure 5.8, that some of the channels are preferentially deepened to create more and less dominant channels. As certain channels deepen, they become favoured conduits of water (causing them to erode more), depriving lesser channels of water (causing them to erode less). Figure 5.9 shows how the number of channels changes through time, and how some channels become dominant at the expense of others (at cell 200 in the along-shore). Thirteen channels develop in the small effect case, which is significantly higher than that of the other cases with 2 and 5 channels for large effect and no effect cases, respectively. The depth of tidal channels ranged between 0.2m to 1.0m for small effect, 0.2m to 0.6m for no effect, and 0.2m to 0.4m for large effect.
Figure 5.9 Development of channels at the middle of the intertidal flat (at grid cell 200 cross-shore distance) under different level of exposure effect.

To summarize the geomorphic evolution of the channels, we extracted the depth of each channel at a location in the intertidal (cell 200). These depths were ranked and plotted on Figure 5.10. Each of the rankings show that there is a characteristic distribution of channels, with a few very small insignificant ones (depth ~ 0.2m, which is similar to the initial perturbations), then a regime where the channel depth increases linearly with rank, and finally an upper region with 1-3 channels that are much deeper (0.35m+). As time develops, the number of channels that are in the linear regime extends, until the final case where the channels are most developed (‘small effect’ time step 800), the whole distribution is linear.
Figure 5.10 Differences between channel morphologies for the 3 effects. Channel morphology is quantified by the channels ranked according to depth allowing the change in the number of channels to be associated with scouring.

5.4 Discussion

Our model showed a dramatic difference between exposure effect and no exposure effect on the development of channel networks on an intertidal flat. The development relates to the spatial distribution of stabilizing effect of exposure on intertidal sediments, relative to the location of strongest tidal currents. The stabilizing effect increases landward, but the exposure to energy decreases landward. The channels develop at the maximum rate where these two trends cross.

Exposure effect is only effective in the regions of the profile which are exposed, therefore, in the lower parts of the intertidal flat or in the existing channels, the stabilizing effect on sediment was smaller because of shorter exposure duration. Consequently, the stabilizing effect of exposure on intertidal flat has a spatially variation in both vertical and horizontal directions. Our model results indicated that in the small effect case (which has a lower temperature), denser and deeper channel networks developed on the tidal flat compared to the case of no effect. However, it is interesting that the case of large effect had a smaller effect on the
development of the channel network compared to the no effect cases with smaller number of channel and shallower channels. In the large effect case (which was set with a temperature of 20 °C) the stabilizing effect was much stronger than the case of small effect; therefore, the erosion resistance of exposed sediments was much increased even under a short exposure duration, that it could not return to normal conditions during re-inundation. Nguyen et al. (2019) showed that large effect exposure might increase erosion threshold by 1.5 times, and decrease erosion rate of 2.0 times than small effect cases with only a short term of 6h exposure. Ultimately, strong stabilization actually suppresses pattern generation.

The stabilizing effect of exposure contributes to the development of the channels by increasing the difference between conditions in the channel compared to the banks. The development of the channels is therefore equally affected by build-up channel banks, because the channel banks are more stable and unlikely to erode. Within the 800 timesteps of our model runs, most of channels have developed and become stable. The vertical development of channels is likely limited by the bed shear stress generated by tidal flows. Further work is needed to understand whether the current arrangement has reached a stable equilibrium, or whether it is still reacting to initial conditions.

In this study, we assumed that the seasonal effect of biofilm on erodibility of sediment on intertidal flat is unchanged during model runs while the effect was widely recognized in the literature (e.g. Black et al., 2002; Nguyen et al., 2019; Nguyen et al., 2020). However, Chapter 4 examined the effect of biofilm on bed level change of intertidal flat by comparing model runs with low and high Chl-a content. Therefore, such an effect could be included into our model. Previous studies have reported a substantial effect of low-tide rainfall on the erodibility of surficial sediments on intertidal flats (Tolhurst et al., 2006b; Pilditch et al., 2008). Nevertheless, our study excluded the effect of rainfall that changes water content and sediment surface conditions. Future studies, therefore, should include these kinds of effect into more comprehensive model runs.
5.5 Conclusions

This study sought to examine the effect of exposure on development of tidal channel networks on intertidal mud flats in short term. Our findings implied that exposure caused a denser network with deeper tidal channels compared to no exposure effect. The effect of exposure on channel development are in both vertical and horizontal directions over the tidal flat. When exposure effect is taken onto account, the development of channels was accelerated by two processes of erosion in channels and accumulations on banks. Some other external factors such as low tide rainfall, mangrove or biofilm growth that affect erodibility of sediment on intertidal flat were excluded from our model. Therefore, a more complicated models that consider all the effect should be included in future studies into a more comprehensive model.
Chapter 6

General Conclusions

6.1 Review

In this PhD research project, I set out to explore the erosion behaviour of cohesive sediments on intertidal mudflats and how it changes when the sediments are exposed to air of varying temperature, over varying time periods. The overarching approach of this thesis is to support the idea that exposure causes evaporation which in turn decreases water content of sediment during exposure. To do so, two sets of experiments were conducted on sediment collected from an intertidal mudflat in the Firth of Thames, New Zealand, which comprised Chapters 2 and 3 of this thesis. The first experiment (Exp. 1) examined the effect of various air temperature (controlled at 0, 8, 25 and 40°C) on erodibility of exposed sediments over a duration of 6h. Meanwhile, the second experiment (Exp. 2) investigated the influence of different exposure durations (over 6 h, 1, 4 and 10 d) on erodibility of exposed sediments to outdoor ambient temperature that was logged every minute. In Exp. 1, air temperature was the only factor controlled evaporation of sediments, or in other words temperature controlled water content, whereas other weather-related factors apart from air temperature such as radiation, humidity, windspeed were also included in Exp. 2.

Seasonal changes associated with the time of year that sediments were collected meant that there were differences in the degree to which biofilms grew on the surface of the sediment (measured using Chl-a content as a proxy), and differences to grain size, organic content and densities. Small sediment cores (different than the larger cores used for erosion experiments) were collected in summer, autumn and spring. The Atterberg Limits (Plastic and Liquid Limits) were also investigated in Exp. 2. To test for changes in erosion characteristics, larger cores were collected and subjected to tests in the laboratory using the EROMES
test (erosion threshold, $T_{cr} \text{ N m}^{-2}$ and erosion rate, $ER \text{ g m}^{-2} \text{s}^{-1}$). Water content was also measured in these larger cores.

The main outcome of this thesis is to define the relationship between temperature and exposure duration and the erodibility of exposed sediments. In addition, the influence of the growth of biofilm during exposure which depended on weather factors and the behaviour of exposed sediments after re-wetting were also important findings of Exp. 2.

Experimental results from both sets of experiments were combined, and empirical models were fitted, where the optimal forms for the pooled data were:

$$ER = ER_{inn} \times e^{(a_1T + a_2)D}$$

$$\tau_{cr} = \tau_{inn} + (b_1T + b_2)D$$

Where $T_{inn}$ and $ER_{inn}$ are erosion threshold and erosion rate of sediment when inundated, respectively. $T$ is air temperature ($^\circ\text{C}$), $D$ is exposure duration (h). $a_1$, $a_2$, $b_1$, $b_2$ are coefficients.

The interaction term (between temperature and duration) was critical, because at the instant of exposure (zero duration), the erosion characteristics needed to match the submerged values.

The empirical equations were used in Chapters 4 and 5 of this thesis were incorporated into numerical coastal models in Delft3D environment. My collaborator at Hohai University, Prof Zeng Zhou, had the knowledge of the Delft3D Fortran code to added the needed functionality. Ultimately this required adding a new variable which stored the time since exposure/reinindation at each grid cell. The constants were added in an input file so that they could be changed without recompiling the code.
In Chapter 4, the effect of exposure on intertidal mudflat profiles in which air temperature, Chl-a content, tidal ranges and initial bed composition (mud/sand percentage) were taken into account. Chapter 5 also used the same models to explore the influence of exposure on the formation and development of tidal channel networks.

The four main chapters of this thesis are strongly connected to address the overarching research question within the study theme. Figure 6.1 below provides a map of how the research ideas connect and core findings of my research.

Figure 6.1 Schematic of research flow and key findings about the effect of exposure on erodibility of cohesive sediment and intertidal mudflat profiles and channel networks.
6.2 Key findings and implications of the research

One of the most important findings in this thesis is to conclude that exposure significantly stabilizes exposed sediments on intertidal mudflats. Results of Exp. 1 indicated that a higher ambient temperature led to lower water content of exposed sediment, which strengthens sediments against erosion in the subsequent flood periods. During 6h exposure, a wide range of temperatures (0 - 40°C) were conducive to a decrease in water content (ranging from 1.01 to 1.78 times). This corresponded to an increase in $T_{cr}$ (by 1.2 to 2.2 times) and a decrease in $ER$ (by 1.2 to 6.2 times). In addition, results from Exp. 2 showed that the longer the exposure duration of sediments, the less erodible they were. A long-term exposure of 10 d can cause an increase in $T_{cr}$ by 1.7 to 4.4 times and a decrease in $ER$ by 11.6 to 21.5 times compared with 6 h of exposure.

Experimental results indicated that biofilm significantly stabilised sediments even when they have larger median grain sizes that are expected to have lower critical shear stress in a traditional mean of the Shields diagram (in the cohesive range). Erodibility of intertidal sediments could be statistically predicted by changes in Chl-$a$ content and water content during exposure. This thesis also introduced semi-empirical models that allow us to quantify variation levels of $T_{cr}$ and $ER$ using Chl-$a$ content and water content as variables. Although the effect of biofilms and water content on the stability of sediment is widely recognized in the literature, to our knowledge, these models that first time combined the effect of both factors on erodibility.

Model results presented in Chapter 4 implied that the stabilizing effect of exposure caused muddy, highly stabilized intertidal areas to develop toward flat-topped profiles. Model results also showed that the exposure effect caused bed level changes at lower on intertidal flat compared to the case of no exposure effect. Higher temperatures have stronger impacts on evolution of intertidal flats, for example, the higher the temperatures the flatter the intertidal becomes and
the steeper the lower edge of the intertidal becomes. Moreover, it builds up the intertidal flats at higher rates.

Our findings in Chapter 5 implied that exposure caused a denser network of channels with deeper tidal channels compared to no exposure effect. The effect of exposure on channel development are in both vertical and horizontal directions over the tidal flat. When exposure effect is taken onto account, the development of channels was accelerated by two processes of erosion in channels and accumulations on channel banks.

Global warming is believed to have adverse effects on many different aspects of coastal areas. However, in term of increasing air temperature in the coming years, our findings on erosion properties of sediment indicated that substantial changes might occur during tidal cycles because of varying exposure conditions, which may ultimately contribute to changing the intertidal morphology as exposed sediment can be stabilised against erosion. Over longer time scales, temperature changes might reduce potential erosion by promoting evaporation during the subaerial period, and thus contribute to intertidal stability. The rising sea level potentially increases the erosion of sediments in low-lying areas; nevertheless, this threat might be eased as global warming will increase the air temperature during low tide exposure.

Seasonal changes in meteorological conditions affect the water content via evaporation process, which consequently should affect erosion properties and sediment resuspension on intertidal mudflats. In meso-tidal zones where large intertidal areas are exposed to air at low tide, the evaporation becomes particularly important. Our models introduced in this thesis could be a good approach to investigate morphological changes under the effect of these factors.

Our findings, therefore, significantly contribute to predicting the evolution of coastal morphology, particular the intertidal mudflat profile and the development
of tidal channel networks, which will help to understand the resilience of tidal flats and salt marshes in coming years when sea-level rise and global warming.

6.3 Limitations and suggestions for future research

The growth of biofilms is generally believed to prevent water evaporating from the pore space between particles. We show in Chapter 3, when measurements of the Chl-a content were taken into account, the capacity to predict the variation of water content during exposure was improved. Some additional work is needed to generalise this model. An evaporation rate was computed using equations from Dingman (1994). These equations should be confirmed by a much more extensive experimental base. More sophisticated measuring technology would also improve predictions. For example, evaporation rate (water content change) could be recorded using a weighing lysimeter while Chl-a content could be measured at greater frequency. To control unexpected effects of weather factors such as temperature, radiation, humidity and wind speed on evaporation, experiment design should consider an environment with a consistent weather conditions during the experiment.

In the numerical models used in this research (Chapters 4 & 5), I included coefficients of recovery that allow erosion resistance to decrease during the subsequent immersion (increases $ER$ and decreases $T_{cr}$). The linear form of this model, and the coefficients are not well tested because in the experiment 2, no recovery of sediments was detected (due to the confounding effect of biofilm growth). A series of experiments should be designed to address this issue. For example, sediment cores could be exposed to elevated temperature with various duration, then re-wetted following the procedure of the re-wetting experiment introduced in Chapter 3. Two sets of sediment cores could be used, one for testing erosion resistance of sediment after exposure and the other for after re-wetting. To investigate the recovery rate of sediments, re-wetting experiments should be conducted for 2, 4 and 6 h, followed by EROMES tests. Nevertheless, including the
rewetting process in the model based on limited data gives an indication of the potential importance of this term as air temperature and exposure time varied.

The numerical models were entirely parameterized with my empirical data from the Firth of Thames (New Zealand), and additional work is needed to generalize the model to other sites. I suggest that collection of sediment cores should be carried out on different intertidal flats (different median grain size and clay composition), and more seasonal samples should be collected.

Previous studies have reported a substantial effect of low-tide rainfall on the erodibility of surficial sediments on intertidal flats by changing water content, meanwhile mangroves have been widely recognised to have significant effect on dynamics of sediment on intertidal areas. Nevertheless, numerical models in this research excluded the effect of rainfall and mangroves. Future studies, therefore, should include these kinds of effects into more comprehensive model runs. Given that there are many models that investigated the effect of mangrove on coastal morphological evolution, it would be easily integrated into these models. Besides, to our knowledge there was no model undertaken to test the effect of low-tide rainfall on intertidal morphology yet. I suggest that a yearly probability function applied for low-tide rain events over intertidal flats could be used to modify the exposure parameterisation in numerical coastal models.
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