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Abstract. The increasingly widespread availability of multicore and manycore computers demands new programming languages that make parallel programming dramatically easier and less error prone. This paper describes a semantics for a new class of declarative programming languages that support massive amounts of implicit parallelism. The key idea is that rather than writing low-level imperative programs that define a sequence of state updates, we write a set of high-level rules that are all executed in parallel, acting on a global database of facts. A simple declarative semantics is possible, because rules can add new tuples to the database but cannot modify existing tuples, and because abstract timestamps are used to record causality relationships between tuples.

It turns out that negation and garbage collection are the two crucial features that enable us to recover the efficient mutable updates that are possible in imperative languages. This paper develops the semantics of negation, using a direct least-fix-point (LFP) construction, and shows that this semantics agrees with the well-founded, perfect and stable semantics. The paper develops an efficient bottom-up execution algorithm based directly on the LFP construction. It also gives a declarative formulation of the problem of garbage collection and describes an algorithm for doing garbage collection. Finally it is claimed that the programming language described can form the basis of a practical general purpose programming language.

1 Introduction

Combining logic and programming has a long history. Kowalski [19, 20] and Colmeraur [8] introduced Prolog in the early 1970s. Codd [7] introduced relational databases at a similar time. Since then there has been much work in extending and refining these approaches in the form of more advanced and efficient Prolog-like languages and dataflow languages [17]. Relational database theory has also been extended to include deductive databases [22].

The overall agenda of these efforts has been to maintain the best of the logical and procedural worlds. The logical world seeks a declarative reading of
programs, which as a result of simple semantics can be reasoned about easily. If this agenda is successful then it should be easy to prove programs correct [5, 11], debug programs [31, 32], and transform and modify them while maintaining correctness [26]. The procedural world seeks programs that are efficient, where the programmer can reason about and control resource usage, and where programs can interface with the existing computing milieux.

We perceive the current attempts to merge logic and programming to be incomplete. Most logic languages need to move outside their pure logical foundations in order to include facilities such as I/O and to enable efficient execution [6]. Kowalski [18] argues that this is a major reason for the limited adoption of logic programming. He points out that in a multi-agent reactive world, pure logic programming is best suited for just the think phase of the observation-thought-action cycle shown in Fig. 1. It is not good at observing changes to its input environment, or at performing update actions that change the real world.

While very successful and widely deployed, relational databases overlap with logic only for queries. Deductive databases and abductive logic programming extend this to include the observation and commit-to-an-action phases of Fig. 1, but it is still difficult to express the effects of the updates [18].

Over the last decade, we have designed a language, called Starlog, that has a simple logical semantics, and which is able to encompass traditionally difficult areas including input and output and mutation of the underlying database. The intention is that this be a general purpose language with (ultimately) good run time performance. We have developed several compilers for different subsets of the language, including one compiler that chooses data structures automatically and generates reasonably efficient sequential Java code whose execution speed is comparable to hand-coded Java programs [3].

Recently, we have observed that this style of programming exposes a large amount of potential parallelism, and we have started developing a new language called JStar for parallel programming. JStar has the same semantics as Starlog, but will use a more Java-like syntax. It will have a compiler that can transform programs to run efficiently on various parallel architectures (manycore CPUs,
cluster computers, GPUs etc.) with good scalability. Our motivation is that the JStar language will be easy to formally reason about and will also be a compact, efficient and powerful programming language which can be easily retargeted to parallel computing platforms.

This paper describes the common semantics of Starlog and JStar – that is, a logic programming language that has the following key features:

**relational data:** all data is stored in flat relations, as in the relational database model, rather than using lists or more complex data structures as is common in Prolog programs. This makes it easier to distribute data for parallel computation, and makes it possible to defer the choice of underlying data structures to the compiler [3].

**timestamps:** each tuple in a relation has an abstract *timestamp* associated with it. This gives a temporal view of the data, which enables programs to observe time-varying inputs, react to those inputs by generating actions that update the external world, and to see the effects of those actions as new inputs arrive.

**causality:** a causality relation is defined between timestamps, to indicate which tuples depend on other tuples, and which are independent. We use causality to ensure that negation is sound, to control the evaluation order of the program, to determine which computations can be performed in parallel, and (together with garbage collection) to enable destructive updating of data within the program, which is important for efficiency.

Section 2 defines syntax and terminology, then Section 3 discusses some small example programs. Section 4 defines a number of terms that are used in Section 5, which contains one of the major contributions of the paper – a direct (and hence potentially efficient) least fix point construction for Horn clause logic including negation. Section 6 presents a series of refinements of the fix point construction, giving more efficient interpreters for the language. Section 7 specifies the garbage collection challenge and Section 7.4 gives an algorithm for garbage collection that satisfies that specification. Finally, Section 8 gives conclusions and further work. The JStar website, http://www.cs.waikato.ac.nz/research/jstar, gives further information about the JStar and Starlog languages.

## 2 Notation and Definitions

By a *logic program* we mean a finite set of *clauses*, written as:

\[ A \leftarrow B \]

where \( A \) is referred to as the *head* of the clause and \( B \) as its *body*. The head \( A \) is an *atom*, which is a predicate symbol applied to zero or more terms. Terms are constructed from constant and function symbols, plus variables, as usual. The body \( B \) is a set of *literals* \( B_1, B_2, \ldots, B_m \). A literal is either a *positive literal*, which is just an atom, or a *negative literal*, which is a negated atom [23, 28].
A subset of the predicate symbols are identified as **built-in predicates** and may not appear in the head or in any negative literals of any program clause. Also, any variable which appears in a clause must appear in at least one positive literal (including built-in literals) in the body. Each clause is universally quantified over all the variables in the clause.

The **language** $L$ of $P$ consists of all the well-formed formulae of the first order theory obtained in this way. The **Herbrand base** $B_P$ of $P$ is the set of all ground atoms of the theory [23]. $P^*$ denotes the **ground instantiation** [23] of the program $P$. The convention is used that terms which may contain unbound variables will be written in boldface (for example $A \leftarrow \bar{B} \in P$), whereas terms which are ground are written as Roman capitals (for example $A \leftarrow B \in P^*$).

By an interpretation $I$ of $P$ we mean a subset of the Herbrand base $B_P$. The semantics of built-in predicates is represented by the interpretation $I \circ P$.

**Definition 1.** [Reduction [28]] The reduction of $P^*$ modulo an interpretation $I$ is the set of (ground) clauses

$$P^*/I \equiv \{ A \leftarrow (\bar{B} - I) \mid A \leftarrow \bar{B} \in P^* \land (I \not\models \neg \bar{B}) \}$$

We will be particularly interested in $P^*/I_o$, the reduction modulo the built-in predicates.

Given the body $\bar{B}$ of a clause, we distinguish the following four subsets:

- $\bar{B}^+$ the positive literals that are not built-in predicates.
- $\bar{B}^-$ the negative literals.
- $\bar{B}^\sim$ the negative literals with their negation stripped from them.
- $\bar{B}^\circ$ the built-in predicates.

**Definition 2.** [≲] Throughout the paper we will be using a pre-order (reflexive transitive ordering) ≲ on the Herbrand base. In general this will depend on the program $P$. We will also use the strict partial order (irreflexive ordering) $<$, defined by:

$$x < y \equiv x \lesssim y \land \neg (y \lesssim x)$$

and the equivalence relation $\sim$ which is derived from ≲ as follows:

$$x \sim y \equiv x \lesssim y \land y \lesssim x$$

These orderings are extended to negative literals by adding the following axioms and forming the minimal transitive closure of the relations:

$$x \lesssim y \Rightarrow x < \text{not}(y)$$

$$x < y \Rightarrow \text{not}(x) < y$$

≲ is also extended to ground clauses by adding $(A \leftarrow \bar{B}) \lesssim (C \leftarrow \bar{D})$ iff $A \lesssim C$ and forming the transitive closure.
To understand the ordering of negative literals, note that for any pair of positive tuples $x, y$ such that $x$ strictly precedes $y$, we have $x < \overline{\text{not}}(x) < y$. This shows that $\overline{\text{not}}(x)$ becomes known immediately after the calculation of $x$ has been completed. If that calculation did produce the tuple $x$, then $\overline{\text{not}}(x)$ is false, whereas if the calculation failed to produce $x$, then $\overline{\text{not}}(x)$ is true. We use this ordering to define causality relationships between tuples and between rules in our programs.

**Definition 3. [Causal]** A program $P$ is causal if for every rule instance $A \leftarrow B \in P^*$

\[
\forall B \left( B \in \bar{B}^+ \land (I_o \models \bar{B}^o) \Rightarrow B \precsim A \\
B \in \bar{B}^- \land (I_o \models \bar{B}^o) \Rightarrow B < A \right)
\]

**Definition 4. [Strongly Causal]** A program $P$ is strongly causal if for every rule instance $A \leftarrow B \in P^*$

\[
\forall B \left( B \in \bar{B}^+ \cup \bar{B}^- \land (I_o \models \bar{B}^o) \Rightarrow B < A \right)
\]

The notion of causality is similar to local stratification and weak stratification which are at the basis of earlier work on the semantics of logic programs [28, 15]. If $P$ is causal and $P^*/I_o$ is Noetherian (contains no infinite descending chains) then $P^*/I_o$ is locally stratified as defined by Przymusinski [29]. Then $P^*$ is weakly-stratified [28].

### 3 Example Programs

This section shows several example Starlog programs, to give an overview of how this style of language can be used for several kinds of numerical and graph calculations. We have also used Starlog for other applications, such as controlling LEGO robots, composing MIDI music files, developing Java Swing GUI programs and graphical animations, but it is beyond the scope of this paper to discuss such applications.

#### 3.1 Finding Prime Numbers

Our first example program generates all the prime numbers up to a given number $\text{MAX}$, using the Sieve of Eratosthenes. It generates all multiples of known primes, and uses negation to find numbers that are not multiples, so must be primes. The tuples in this program are all stratified by their first parameter (except for $\text{println}$, which uses the last parameter), then by the tuple name. The tuple names are ordered so that $\text{num}$ and $\text{mult}$ are before $\text{prime}$, and $\text{prime}$ is before $\text{println}$. Note that, although $\text{mult}$ and $\text{num}$ are unordered, the rule on lines 04-05 is still stratified, because $M > N$.

01: $\text{num}(2) \Leftarrow \text{true}.$
02: $\text{num}(N+1) \Leftarrow \text{num}(N), \; N < \text{MAX}. \; \% \text{Generate all numbers 2..MAX}$
03: mult(M) ← num(N), prime(P), N \geq P, \% Generate multiples of P
04: M is N\times P, M < \text{MAX}.
05: prime(N) ← num(N), \text{not}(\text{mult}(N)). \% Deduce prime numbers
06: println(prime(N), N) ← prime(N).

If this program is executed with MAX=5000, it produces the following output:

prime(2)
prime(3)
prime(5)
prime(7)
prime(11)
prime(13)
...
prime(4999)

Note that the predicate \text{println} is used to communicate results to the outside world. This idiom where output occurs in the head of a rule rather than the body may be startling to those used to logic programming but is an important part of preserving purity while interfacing with the real world.

3.2 Transitive Closure of a Graph

This program computes the transitive closure \(t(X, Y)\) over a base relation \(r(X, Y)\). The ordering is \(t(\cdot, \cdot) > r(\cdot, \cdot)\), that is, all tuples \(t(X, Y)\) are greater than all tuples \(r(U, V)\). Also \(t(\cdot, \cdot) \preceq t(\cdot, \cdot)\), that is, all \(t(\cdot, \cdot)\) tuples order as equal. This version is only causal, not strongly causal.

\[
t(X, Y) ← t(X, Z), t(Z, Y).
t(X, Y) ← r(X, Y).
\]

There is no claim that this is an efficient program. It relies for its termination on the fact that if a tuple is generated more than once then it only triggers further computation the first time.

The second version is strongly causal. To do this a counter \(I\) is added for each iteration of the transitive closure in the tuples \(tr(I, X, Y)\) (which means that a new transitive link from \(X\) to \(Y\) has been computed during iteration \(I\)) and \(tp(I, X, Y)\) (which indicates a provisional result). Also, explicit code is added to check that tuples computed in earlier iterations are not repeated. This includes the tuple \(su(I, X, Y)\), which indicates that a result at time \(I\) should be suppressed because there has been an earlier result with the same pair \(X, Y\). It is assumed that the builtin predicates include integer comparison (\(\geq\)) and addition.
\[
\begin{align*}
t(X, Y) & \leftarrow \text{tr}(_, X, Y) \\
\text{tp}(I+1, X, Y) & \leftarrow \text{r}(X, Y), \text{tr}(I, Z, Y). \\
\text{su}(I, X, Y) & \leftarrow \text{tp}(I, X, Y), \text{tr}(K, X, Y), I > K. \\
\text{tr}(I, X, Y) & \leftarrow \text{tp}(I, X, Y), \neg \text{su}(I, X, Y). \\
\text{tr}(0, X, Y) & \leftarrow \text{r}(X, Y). \\
\end{align*}
\]

This program uses the following causality ordering:
\[
\begin{align*}
\text{r}(_, _) & < \text{tr}(_, _) < t(_, _). \\
\text{tp}(I, _, _) & < \text{su}(I, _, _) < \text{tr}(I, _, _). \\
\text{tr}(K, _, _) & < \text{tp}(I, _, _) \text{ when } K < I. \\
\end{align*}
\]

### 3.3 A Running-Maximum Program

The final program incrementally outputs the maximum of all input numbers seen so far. It illustrates external input (the \text{input}(\text{Time}, \text{Number}) relation is an input to this program), negation, assignment and how to make large jumps in time. All the tuples are stratified firstly by an integer timestamp (the first parameter of each tuple, except for \text{println}, where the last parameter is the timestamp), and then by the name of the tuple - these are ordered as follows:

\[
\text{input} < \text{val} < \text{value_neg} < \text{value} < \text{assign} < \text{println}
\]

\[
\begin{align*}
01: & \quad \text{println}(\text{max}(T, M), T) \leftarrow \text{assign}(T, \text{max}, M). \\
02: & \quad \text{assign}(T, \text{max}, N) \leftarrow \text{input}(T, N), \text{value}(T, \text{max}, M), M < N. \\
04: & \quad \text{assign}(T, \text{max}, N) \leftarrow \text{input}(T, N), \neg \text{value}(T, \text{max}, _)). \\
05: & \quad \text{val}(T, \text{max}) \leftarrow \text{input}(T, _). \\
07: & \quad \%\% \text{This records the current assignment (when each input arrives).} \\
10: & \quad \text{value}(T, K, M) \leftarrow \\
11: & \quad \text{val}(T, K), \\
12: & \quad \text{assign}(T0, K, M), \\
13: & \quad T0 < T, \\
14: & \quad \neg \text{value_neg}(T, K, T0)). \\
15: & \quad \text{value_neg}(T, K, T0) \leftarrow \\
16: & \quad \text{val}(T, K), \\
17: & \quad \text{assign}(T0, K, _), \\
19: & \quad T0 < T, \\
20: & \quad \text{assign}(U, K, _), \\
21: & \quad T0 < U, U < T.
\end{align*}
\]

In practice, we often write negations like line 14 in a sugared form as
not(assign(U, K, _), T0 < U, U < T)

and omit the definition of auxiliary predicates such as value_neg. But to keep
the semantics simple, we shall avoid such syntactic sugar in this paper.

Here is an example execution with four input numbers arriving at various
times. For real-time reactive programming, these arrival times might correspond
to seconds or milliseconds. For non real-time programming, they might corre-
spond to the line numbers of an input file that is read sequentially, where the
missing line numbers correspond to input lines that are empty or do not contain
a valid number.

<table>
<thead>
<tr>
<th></th>
<th>input</th>
<th>val</th>
<th>value</th>
<th>assign</th>
<th>println</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(1,13)</td>
<td>(1,</td>
<td>max)</td>
<td>(1,max,13)</td>
<td>max(1,13)</td>
</tr>
<tr>
<td>4</td>
<td>(4,11)</td>
<td>(4,</td>
<td>max)</td>
<td>(4,max,13)</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>(7,23)</td>
<td>(7,</td>
<td>max)</td>
<td>(7,max,13)</td>
<td>max(7,23)</td>
</tr>
<tr>
<td>10</td>
<td>(10,42)</td>
<td>(10,</td>
<td>max)</td>
<td>(10,max,23)</td>
<td>max(10,42)</td>
</tr>
</tbody>
</table>

4 Semantic Concepts

This section introduces several operators and relations that are needed to de-
define the semantics of the language. Many of them are taken from the standard
literature on the semantics of logic programming languages, but some, like the
selection operators in Section 4.1 are specific to our language.

**Definition 5. [Preferable [30]]** For two interpretations I, J, we say that I is
preferable to J, written I ⊑ J, iff

∀x (x ∈ I − J ⇒ ∃y (y ∈ J − I ∧ y < x))

**Definition 6. [Perfect [30]]** A model M of the program P is perfect iff there
is no other model K of P where K ⊑ M.

We will be considering a number of different operators on the Herbrand
universe $V : 2^{2B} → 2^{2B}$. These will include the immediate consequence operator,
$T_P$ as well as other selection operators that are related to $T_P$ but are monotone.

**Definition 7. [Monotonic]** An operator $V$ is monotonic iff

∀I, J (I ⊆ J ⇒ V(I) ⊆ V(J))

**Definition 8. $[V^\alpha]$** For all ordinals $\alpha$ and transformations $V$ we define $V^\alpha(I)$
as follows:

$V^0(I) = \emptyset$

$V^{\alpha + 1}(I) = V(V^\alpha(I))$

$V^\alpha(I) = \bigcup_{\beta < \alpha} V^\beta(I)$ where $\alpha$ is a limit ordinal.

For the special case $V^\alpha(\emptyset)$, we write $V^\alpha$. 
Definition 9. [Immediate consequence operator [23, p37]] $T_P(I)$ is the set of all atoms $A \in B_P$ such that there is a clause $A \leftarrow \overline{B} \in P^*$, where $\overline{B}$ follows from the interpretation $I$ and the builtins $I_o$:

$$T_P(I) \equiv \{ A \mid A \leftarrow \overline{B} \in P^* \land (I, I_o \models \overline{B}) \}$$

$T_P(I)$ computes all consequences that are true given an interpretation $I$. In programs without negation $T_P$ is monotonic with respect to the subset ordering. However, in the presence of negation it may not be. The technical work below is mainly concerned with finding a variant of $T_P$ and an ordering on interpretations to restore monotonicity.

We will only ever need to consider one program at a time so we usually omit the subscript $P$ from the operators in what follows. We also assume that $P$ is at least causal.

Definition 10. [∆]

$$\Delta(I) \equiv T(I) - I$$

$\Delta$ computes all the new consequences that are derivable from $I$.

Definition 11. [Π]

$$\Pi(I) \equiv \{ A \mid A \leftarrow \overline{B} \in P^* \land (I, I_o \models \overline{B}) \land \not\exists y, z (y \in \Delta(I) \land z \in \overline{B}^\sim \land y \preceq z) \}$$

$\Pi(I)$ approximates the largest set of consequences that can be “safely” deduced from $I$, that is, consequences that can not be later contradicted by new consequences which invalidate the negations in rules. $\Pi$ includes all the derivations in $T$ except where the generating rule contains a negation which is fore-shadowed by tuples which are earlier in the ordering and in the newly derived results.

It is possible to directly specify $\Pi$ only because of the existence of the $\preceq$ ordering. The major contribution of this part of the paper is to show how $\Pi$ can be used both to directly specify a semantics and to effectively compute it.

Before proceeding it is necessary to put a weak constraint on the program $(P)$ and its ordering $\prec$.

Definition 12. [Noetherian program] A program $P$ and an ordering $\prec$ together are Noetherian iff $\Pi(I) = I$ implies $\Delta(I)$ has no infinite descending chain according to $\prec$.

This constraint is a very weak one. For example $\Delta(I)$ is always Noetherian whenever it is finite or the Herbrand Universe itself is Noetherian. In all practical cases where a program runs for only a finite (possibly unbounded) number of steps, $\Delta(I)$ will be finite. In all the following work we will assume that the program and ordering are Noetherian. Of course when computing the semantics of a program it will be necessary to first show that it satisfies the Noetherian condition.
To violate this condition it is necessary for a program to generate an infinite descending chain as it moves forward. The following example shows such a program.

**Example:**
\[ \begin{align*}
p(\text{s}(I)) &\leftarrow p(I) \\
p(0) &\leftarrow q(I), \text{not}(q(s(I))) \\
\end{align*} \]

put together with the ordering
\[ \begin{align*}
p(I) &\leq p(s(I)) \\
p(I) &\leq q(I) \\
q(s(I)) &< q(I) \\
\end{align*} \]

Calculation from this program gives:
\[ \Pi^n = \{p(0), p(s(0)), \ldots, p(s^n(0))\} \]
and
\[ \Pi^\omega = \{p(0), p(s(0)), \ldots\} \]

However \( \Delta(\Pi^\omega) = \{q(0), q(s(0)), \ldots\} \), which contains an infinite descending chain.

### 4.1 Selection Operators

During program execution we want flexibility about what newly deduced facts trigger further computation. For example, in a sequential execution it may be more efficient to select one tuple at a time or in distributed execution flexibility in the choice of triggers may help avoid excessive latency. Selection operators provide room to do this. They choose a subset of \( \Pi(I) \) (including \( I \) itself). \( \Pi \) itself is the most inclusive selection operator.

**Definition 13. [Selection Operator]** An operator \( V \) is a selection operator iff
\[ \Pi(I) \cap I \subseteq V(I) \subseteq \Pi(I) \quad \text{and} \]
\[ V(I) = I \Rightarrow \Pi(I) = I. \]

The first line of this definition ensures that \( V(I) \) contains all safe tuples that are already in \( I \), and that it does not choose any unsafe facts — that is, it is bounded above by \( \Pi(I) \), which is the set of all safe consequences. The second line ensures that \( V(I) \) does not stop choosing new facts too early. It will be shown that any selection operator can be safely used to compute the least fix-point.

Fig. 2 illustrates the relationship between the selection operators and \( \Pi, \Delta \) and the minimal model \( M_p \) defined below.

### 5 Semantics

In this section we will demonstrate that any selection operator has a least-fixpoint which is equal to the perfect model \( M_p \). Often such least fix-points are constructed by showing that the operator is monotone and then applying the Tarski-Knaster theorem. However as the following example shows this approach
Fig. 2. Selection Operators
cannot be naively followed because $\Pi$ is not monotone either in the $\subseteq$ ordering or the $\sqsubseteq$ ordering.

**Example:**
Consider the following single clause program:

\[ p \leftarrow \neg q \]

To check the monotonicity of $\Pi$ consider the following cases:

- $\emptyset \subseteq \{q\}$, $\emptyset \sqsubseteq \{q\}$ and
- $\Pi(\emptyset) = \{p\}$, $\Pi(\{q\}) = \emptyset$ but
- $\{p\} \not\subseteq \emptyset$ and $\{p\} \not\sqsubseteq \emptyset$.

showing that $\Pi$ is not monotone on either ordering.

The least-fixpoint will be constructed in two stages. First we establish the following three conditions on any selection operator $V$:

1. For all ordinals $\alpha$, if $I = V^\alpha$ then $V(I) = I$ iff $T(I) = I$.
2. $\alpha \leq \beta \Rightarrow V^\alpha \subseteq V^\beta$.
3. For any model $K$ of the program $P$ and ordinal $\alpha$ then $V^\alpha \subseteq K$.

Note that these conditions apply only to the interpretations $V^\alpha$, not to all interpretations. As shown by the example earlier, the conditions do not hold in general and require the construction of the least fix-point to occur in the space only of the sets $V^\alpha$, not the space of all possible interpretations.

Secondly we use these results to construct a least fix-point and show that it is equal to $M_P$.

**Theorem 14.** For a selection operator $V$, $V(I) = I$ iff $T(I) = I$.

**Proof.** Assume $T(I) = I$. From the definition of $\Delta$, $\Delta(I) = \emptyset$. From the definition of $\Pi$, $\Pi(I) = T(I) = I$ which in turn implies $V(I) = I$.

Assume $V(I) = I$. From the definition of selection operator $V(I) \subseteq \Pi(I)$ and from the definition of $\Pi$, $\Pi(I) \subseteq T(I)$, thus $I = V(I) \subseteq T(I)$.

Conversely, $V(I) - I = \emptyset$ and from the definition of selection operator $\Delta(I) = \emptyset$, which implies $T(I) \subseteq I$.

\[ \square \]

**Theorem 15.** Given a selection operator $V$, then for all ordinals $\alpha$,

\[ V^\alpha \subseteq V(V^\alpha) \]

and

\[ x \in \Delta(V^\alpha) \Rightarrow \forall \beta < \alpha \exists y (y \in \Delta(V^\beta) \land y \subseteq x) \]

**Proof.** The proof will proceed by a transfinite induction on both hypotheses in concert.

They are trivially true for $\alpha = 0$.
Consider the case when $\alpha$ is a successor ordinal and let $\alpha = \beta + 1$. Note that by the induction hypothesis $V^\beta \subseteq V^\alpha$.

First establish that for $x \in \Delta(V^\alpha)$ there exists $y \in \Delta(V^\beta), y \leq x$. This establishes the more general condition by recursion on $\beta$. From the definition of $\Delta, x \in \Delta(V^\alpha)$ implies $x \notin V^\alpha$ and that there is some ground clause $x \leftarrow \bar{B} \in \mathbf{P}^*/I_0$ where $V^\alpha \models \bar{B}$. By the induction hypothesis $x \notin V^\beta$. We now split into a number of subcases.

First consider the case when $V^\beta \models \bar{B}$. Because $x \notin V^\beta$ then $x \in \Delta(V^\beta)$ and as $x \leq x$, $x$ supplies a value for $y$.

Second consider the case when $V^\beta \not\models \bar{B}$. There are two possible reasons for this: either $y \in \bar{B}^+$ and $y \notin V^\beta$, $y \in V^\alpha$, that is, $y \in \Delta(V^\beta)$ but by causality $y \in \bar{B}^+$ implies $y \leq x$ and thus $y$ satisfies the condition; or $y \in \bar{B}^-$ and $y \in V^\beta, y \notin V^\alpha$ which contradicts the induction hypothesis that $V^\beta \subseteq V^\alpha$.

Continuing the successor case consider a counter example $x$ for the subset condition, a member of $V^\alpha$ which satisfies the condition $x \in V^\alpha, x \notin V(V^\alpha)$. From the definition of a selection operator this implies that there is a ground clause $x \leftarrow \bar{B} \in \mathbf{P}^*/I_0$ where $V^\alpha \models \bar{B}$ and $\exists y, z(y \in \Delta(I) \land z \in \bar{B}^\land y \leq z)$.

Given that $x \in V^\alpha, x \notin V(V^\alpha)$) and the constraint $\Pi(V^\alpha) \cap V^\alpha \subseteq V(V^\alpha)$ then $x \notin \Pi(V^\alpha)$. There are two possible reasons for this: either $V^\alpha \not\models \bar{B}$ or $V^\alpha \models \bar{B}$ and $\exists y, z(y \in \Delta(V^\alpha) \land z \in \bar{B}^\land y \leq z)$.

Consider first $V^\alpha \not\models \bar{B}$. There are two possible reasons for this: either $\exists y(y \in \bar{B}^+ \land y \in V^\beta \land y \notin V^\alpha)$, but this contradicts the hypothesis that $V^\beta \subseteq V^\alpha$; or $\exists y(y \in \bar{B}^+ \land y \notin V^\beta \land y \in V^\alpha)$, which implies that $y \in \Delta(V^\beta)$, but this contradicts the selection of the ground clause $x \leftarrow \bar{B}$.

Consider second $V^\alpha \models \bar{B}$ and $\exists y, z(y \in \Delta(I) \land z \in \bar{B}^+ \land y \leq z)$, Using the first result for the successor case this implies that $z \in \Delta(V^\alpha)$ which implies that $x \notin \Pi(V^\beta)$ and because $V^\beta \subseteq V^\alpha$ this contradicts the assumption that $x \in V^\alpha$.

This completes the proof of both the induction hypotheses for the successor case.

Consider the case when $\alpha$ is a limit ordinal, that is, $V^\alpha = \bigcup_{\beta < \alpha} V^\beta(I)$. First we will show that given $x \in \Delta(V^\alpha)$ then $\forall \beta(\beta < \alpha \Rightarrow \exists y(y \in \Delta(V^\beta) \land y \leq x))$). From the definition of $\Delta, x \in \Delta(V^\alpha)$ implies $x \notin V^\alpha$ and that there is some ground clause $x \leftarrow \bar{B} \in \mathbf{P}^*/I_0$ where $V^\alpha \models \bar{B}$. Consider some $\beta < \alpha$ and note that $x \notin V^\beta$. We now split into a number of subcases.

First, consider the case when $V^\beta \models \bar{B}$. Because $x \notin V^\beta$ then $x \in \Delta(V^\beta)$ and as $x \leq x$, $x$ supplies a value for $y$.

Second, consider the case when $V^\beta \not\models \bar{B}$. There are two possible reasons for this. The first reason is such that $y \in \bar{B}^+ \land y \notin V^\alpha$. These conditions imply that there is some ordinal $\gamma > \beta$ such that $y \notin V^\gamma \land y \in V^{\gamma+1}$, which implies $y \in \Delta(V^\gamma)$. From the induction hypotheses this implies there is some $z \in \Delta(V^\beta)$ such that $z \leq y$. Thus $z \leq x$ and we supplies the value of $y$ we are seeking. The second possible reason is that $y \in \bar{B} \land y \notin V^\alpha$ but this contradicts the induction hypothesis that $V^\beta \subseteq V^\alpha$.

Continuing the limit case consider a counter example $x$ for the subset condition, a member of $V^\alpha$ which satisfies the condition $x \in V^\alpha \land x \notin V(V^\alpha)$. There is
Given a selection operator $V$ then for all ordinals $\alpha, \beta$, $\alpha \leq \beta$ implies $V^\alpha \subseteq V^\beta$. 

**Proof.** Do a trans-finite induction on all ordinals using the previous theorem and the definition of $V^\alpha$. 

**Theorem 17.** Given a selection operator $V$ then for all ordinals $\alpha$ and a model $K$ of $P$, $V^\alpha \subseteq K$. 

**Proof.** The proof proceeds by trans-finite induction on $\alpha$, using the induction hypothesis:

$$\forall x (x \in V^\alpha \land x \notin K \Rightarrow \exists y (y < x \land y \notin V^\alpha \land y \in K))$$

The result holds trivially for $\alpha = 0$. 

For the case when $\alpha$ is a successor ordinal, let $\alpha = \beta + 1$. There will be at least one ground clause $x \leftarrow B \in P^*/I_\circ$ where $V^\beta \models B \land \neg y, z (y \in \Delta(I) \land z \in B^- \land y \lessdot z)$. 

Given that $x \in V^\alpha \land x \notin V(V^\alpha)$ and the constraint $\Pi(V^\alpha) \cap V^\alpha \subseteq V(V^\alpha)$, then $x \notin \Pi(V^\alpha)$. There are two possible reasons for this: either $V^\alpha \nvdash B$ or $V^\alpha \models B$ and $\exists y, z (y \in \Delta(V^\alpha) \land z \in B^- \land y \lessdot z)$.

Consider firstly $V^\alpha \nvdash B$. There are two possible reasons for this: either $\exists y (y \in B^+ \land y \notin V^\beta$, but this contradicts the hypothesis that $V^\beta \subseteq V^\alpha$; or $\exists y (y \in B^- \land y \notin V^\beta \land y \in V^\alpha$, which implies that $y \in \Delta(V^\beta)$, but this contradicts the selection of the ground clause $x \leftarrow B$.

Consider secondly $V^\alpha \models B$ and $\exists y, z (y \in \Delta(I) \land z \in B^- \land y \lessdot z)$. Using the first result for the limit case this implies that $\exists w (w \in \Delta(V^\beta) \land w \lessdot y \lessdot z)$, which implies that $x \notin \Pi(V^\beta)$ and because $V^\beta \subseteq V^\beta + 1$ this contradicts the assumption that $x \in V^\beta + 1$.

This completes the proof of both the induction hypotheses for the limit case. 

$\Box$

**Theorem 16.** Given a selection operator $V$ then for all ordinals $\alpha, \beta$, $\alpha \leq \beta$ implies $V^\alpha \subseteq V^\beta$. 

**Proof.** Do a trans-finite induction on all ordinals using the previous theorem and the definition of $V^\alpha$. 

The result holds trivially for $\alpha = 0$. 

For the case when $\alpha$ is a successor ordinal, let $\alpha = \beta + 1$. There will be at least one ground clause $x \leftarrow B \in P^*/I_\circ$ where $V^\beta \models B \land \neg y, z (y \in \Delta(I) \land z \in B^- \land y \lessdot z)$. 

Given that $x \in V^\alpha \land x \notin V(V^\alpha)$ and the constraint $\Pi(V^\alpha) \cap V^\alpha \subseteq V(V^\alpha)$, then $x \notin \Pi(V^\alpha)$. There are two possible reasons for this: either $V^\alpha \nvdash B$ or $V^\alpha \models B$ and $\exists y, z (y \in \Delta(V^\alpha) \land z \in B^- \land y \lessdot z)$.

Consider firstly $V^\alpha \nvdash B$. There are two possible reasons for this: either $\exists y (y \in B^+ \land y \notin V^\beta$, but this contradicts the hypothesis that $V^\beta \subseteq V^\alpha$; or $\exists y (y \in B^- \land y \notin V^\beta \land y \in V^\alpha$, which implies that $y \in \Delta(V^\beta)$, but this contradicts the selection of the ground clause $x \leftarrow B$.

Consider secondly $V^\alpha \models B$ and $\exists y, z (y \in \Delta(I) \land z \in B^- \land y \lessdot z)$. Using the first result for the limit case this implies that $\exists w (w \in \Delta(V^\beta) \land w \lessdot y \lessdot z)$, which implies that $x \notin \Pi(V^\beta)$ and because $V^\beta \subseteq V^\beta + 1$ this contradicts the assumption that $x \in V^\beta + 1$.

This completes the proof of both the induction hypotheses for the limit case. 

$\Box$
Secondly, \( y \in \bar{B}^{-} \land y \notin V^\beta \land y \in K \). From causality \( y < x \). If \( y \in V^\alpha \) then \( \exists \gamma (\gamma < \alpha \land \beta < \gamma \land y \notin V^\gamma \land y \in \gamma \) thus \( y \in \Delta(V^\gamma) \). From the previous theorem this implies \( \exists z (z \subseteq y \land z \in \Delta(V^\delta)) \) which contradicts the assumption about the rule \( x \leftarrow \bar{B} \), so \( y \notin V^\alpha \) and \( y \) satisfies the hypothesis. \( \square \)

**Definition 18.** [Chain] An ordered set \( C \) is a chain iff \( \forall x \in C, y \in C \) either \( x \leq y \) or \( y \leq x \).

**Definition 19.** [CPO] A set \( C \) is a chain complete partial order over the ordering \( \leq \) if:

1. \( C \) is partially ordered by \( \leq \);
2. there is a bottom element, \( \bot \), such that \( \bot \leq x \) for all \( x \in C \);
3. for all chains \( (S_i)_{i \in I} \) there is a least upper bound \( \text{lub}_{i \in I}(S_i) \in C \).

**Theorem 20.** For a selection operator \( V \) there is a least ordinal \( \delta \) where \( V^\delta \) is a fix-point.

**Proof.** Construct a CPO using \( \subseteq \) as the ordering. Consider the interpretations \( V^\alpha \) for all ordinals \( \alpha \). These form a chain complete partial order (CPO) using the ordering \( \subseteq [10] \). Directly from Theorem 17 \( V \) is monotonic on this restricted set. By the Tarski-Knaster theorem \([33]\), \( V \) has a least fix-point on this CPO computed by an ordinal \( \delta \). \( \square \)

**Theorem 21.** From \([28]\): If the program \( P \) is weakly stratified then there is a unique minimal (under \( \sqsubseteq \)) perfect model, \( M_P \). \( M_P \) is also well-founded and unique stable.

**Theorem 22.** For a selection operator \( V \) with a least fix-point \( V^\delta \)

\[
V^\delta = M_P
\]

**Proof.** From theorem 14 \( V^\delta \) is a model. Also from theorem 17 \( V^\delta \sqsubseteq M_P \) but \( M_P \) is a minimal model (wrt \( \sqsubseteq \)) so \( V^\delta = M_P \). \( \square \)

### 5.1 Strong Causality

The work above has been carried out using only the weak notion of causality. This permits new literals to be added ”at the same time” as other literals which cause them. Strongly causal programs, however, only permit the conclusions to be added at a strictly later time. Assuming strong causality has two advantages: firstly it gives a simpler semantics (shown below) where \( M_P \) is the unique model of the programs completion; and secondly it permits a small simplification of the interpreters described below. This is achieved at some cost when writing programs as it may be necessary to add both parameters and rules in order to achieve strong causality. For example, the strong causality version of the transitive closure program in Section 3 is significantly more complex and difficult to understand than the simple causal version (5 rules versus 2 rules).
We now show that strongly causal programs have only a single model. This provides an exact semantics similar to that for logic programs without negation. It uses the notion of the completion of a program, $\text{comp}(P)$, which is defined in [1, 23].

**Theorem 23.** If the program $P$ is strongly causal and $B_P$ is Noetherian then the perfect model $M_P$ is a model of $\text{comp}(P)$ and is the only model of $\text{comp}(P)$.

**Proof.** $M_P$ is a model of $\text{comp}(P)$ [1, 23].

Let $M, N$ be models of $\text{comp}(P)$. Assume $M \neq N$ and choose a minimal $A$ whose membership of $M$ is different from its membership of $N$. That is, $A \in M \land A \notin N$ or $A \notin M \land A \in N$. But from the definition of $\text{comp}(P)$ there will be a ground clause $A \leftarrow B \in P^*/I_0$ where either $M, I_0 \models B$, and $N, I_0 \not\models B$ or $M, I_0 \not\models B$, and $N, I_0 \models B$. But this implies that there is some member $B$ of $B$ where either $B \in M - N$ or $B \in N - M$. However $B < A$ (from strong causality) which contradicts the assumption that $A$ is minimal. That is, the assumption that $M$ and $N$ are different leads to a contradiction. Thus given that $M_P$ is a model of $\text{comp}(P)$ it is the only model. $\square$

Note that this theorem requires a stronger Noetherian condition on the entire Herbrand base not just $V^\delta$.

## 6 Interpreters

Having established a semantics we will now define a sequence of algorithms for generating the least fix-point. The algorithms are given both a program, $P$ and a selection operator $V$ (see Defn. 13). The aim is to produce an efficient algorithm that avoids re-computing earlier results. The selection operator that is used will determine the resource usage of the algorithm and how much potential parallelism is available. We give versions of the algorithm that become successively more explicit and efficient, and we prove their correctness with respect to the semantics.

### 6.1 Simple Least Fixpoint

The first interpreter (see Fig. 3) is a straightforward implementation of the least-fixpoint procedure which introduces the notation used in the later versions. It uses the following variables (we use the convention that variables that are held over between iterations of the main loop are capitalised ($\text{Gamma}$) and those that are local to one iteration of the loop are lower case ($\text{delta}$)):

1. $\text{Gamma}$ - the set of all computed literals. This becomes the fixpoint model of the program $P$ when the algorithm terminates.
2. $\alpha$ - the number of iterations (used only to provide a link to the correctness results).
3. new - a complete recalculation of the current set of results.
1. $\alpha := 0$;
2. $\Gamma := \emptyset$;
3. do
4. $\text{assert } \Gamma = V^\alpha$;
5. $\text{new} := V(\Gamma)$;
6. $\delta := \text{new} - \Gamma$;
7. $\text{assert } \delta = \Delta(V^\alpha)$;
8. $\Gamma := \text{new}$;
9. $\alpha := \alpha + 1$;
10. until $\delta = \emptyset$;
11. $\text{assert } \Gamma = M_P$;

**Fig. 3.** Simple Interpreter

4. $\delta$ - the computed results that have not been seen before, used to detect termination.

**Theorem 24.** *The assertions in the program are true.*

*Proof.* See definitions 13($V^\alpha$), 10($\Delta$) and the theorems in Section 5. $\square$

### 6.2 Incremental $\Gamma$

The aim of the following interpreters is to avoid as much re-computation of results as possible. In the final version we will recompute both the set $\Gamma$ and (a variant of) $\delta$ fully incrementally. To do this it is necessary to generalize some of our earlier definitions to fit in with the new algorithms.

From Defn. 11 the definition of $\Pi$ is:

$$\Pi(I) = \{ A \mid A \leftarrow \bar{B} \in P^* \land (I, I_0 \models \bar{B}) \land \not\exists y, z (z \in \bar{B}^\sim \land y \in \Delta(I) \land y \preceq z) \}$$

This definition references both the set $\Delta$ and the negations $\bar{B}^\sim$ that occur in the rules. We want to make $\Pi$ computable directly from $\Delta$ but it does not contain quite enough information as it lacks the information about the negations. To provide this information we define variants of the operators $T$ and $\Delta$ that contain both the head of rules and the (ground) negations in the rules and incremental variants of $\Pi$ and the selection operator $V$.

**Definition 25.** $[T']$

$$T'(I) \equiv \{ A \leftarrow \bar{B}^\sim \mid A \leftarrow \bar{B} \in P^* \land (I, I_0 \models \bar{B}) \land \not\exists y, z (z \in \bar{B}^\sim \land y \in \Delta(I) \land y \preceq z) \}$$

**Theorem 26.**

$$T(I) = \{ A \mid A \leftarrow \bar{B} \in T'(I) \}$$
Proof. Directly from the definitions of $T'$ and $T$.

Definition 27. $[\Delta']$
\[ \Delta'(I) \equiv \{ A \leftarrow \bar{\bar{B}} \mid A \leftarrow \bar{\bar{B}} \in P^* \wedge (I, I_0 \models \bar{\bar{B}}) \wedge A \notin I \} \]

Theorem 28.
\[ \Delta(I) = \{ A : A \leftarrow \bar{\bar{B}} \in \Delta'(I) \} \]

Proof. Directly from the definitions of $\Delta'$ and $\Delta$.

$\Pi'$ is defined as an incremental version of $\Pi$.

Definition 29. $[\Pi']$
\[ \Pi'(I) \equiv \{ A \mid A \leftarrow \bar{\bar{B}} \in P^* \wedge (I, I_0 \models \bar{\bar{B}}) \wedge A \notin I \} \]

Theorem 30.
\[ \Pi'(I) = \Pi(I) - I \]

and if $T(I) \supseteq I$ then $\Pi(I) = \Pi'(I) \cup I$.

Proof. Directly from the definitions of $\Pi'$ and $\Pi$.

Note that $T(V^\alpha) \supseteq V^\alpha$ so the theorem above applies to the calculations in the interpreter.

In an important result, which enables incremental calculation, $\Pi'$ can be computed using only $\Delta'$.

Theorem 31.
\[ \Pi'(I) = \{ A \mid A \leftarrow \bar{\bar{B}} \in \Delta'(I) \wedge A \notin I \} \]

Proof. Directly from the definitions of $\Pi'$ (Defn. 29), $\Pi$ (Defn. 11), $\Delta$ (Defn. 10) and $\Delta'$ (Defn. 27).

Because the theorem above uses only $\Delta'$ in the calculation of $\Pi'$ we can reformulate the calculation in terms of the operator $\Pi''$.

Definition 32. $[\Pi'']$
\[ \Pi''(\Delta'(I)) \equiv \Pi'(I) \]

The final redefinition is an incremental form for the selection operators $V$.

Definition 33. $[V']$
\[ V'(I) \equiv V(I) - I \]

Theorem 34. If $V(I) \supseteq I$ then $V(I) = V'(I) \cup I$.

Proof. Directly from the definitions of $V$ and $V'$.
As $V(V^0) \supseteq V^0$ this theorem applies to the calculations in the interpreters.

Now we further recast the calculation of $V'$ so that it uses $\Delta'$ directly. The
is the efficient incremental form that will eventually be used in the interpreter.

**Definition 35.** $[V'(I, \Delta')]$

$$V'(I, \Delta') :$$

- if $\Delta' = \emptyset$ then
  - return $\emptyset$
- else
  - return a non-empty subset of $\Pi''(\Delta')$
fi;

**Theorem 36.** The two forms of $V'$ are related as follows:

$$V'(I) = V'(I, \Delta'(I))$$

In general the calculation of the non-empty subset can depend on $I$, although
in practice this seems not to be an interesting or useful thing to do. Usually
the calculation need involve only consideration of $\Delta'$. For example, when the most
general selection operator is used $V(I) = \Pi(I)$ and then $V''(I, \Delta') = \Pi''(\Delta')$.

There is one selection operator that is of significant interest in practice. It
selects all the minimal elements in $\Delta$. This is similar to what is done in discrete
event simulation where the lowest event(s) on the current event list are selected
next for execution. It is formulated here in its incremental form $Ev'$.

**Definition 37.** $[Ev']$

$$Ev'(I, \Delta') \equiv \{ A | A \leftarrow B \in \Delta' \land \exists C, D(C \leftarrow D \in \Delta' \land C < A) \}$$

It is easily verified that for any interpretation $I$

$$\emptyset \subseteq Ev'(I, \Delta'(I)) \subseteq \Pi''(\Delta'(I)) = \Pi'(I)$$

and hence that the operator $Ev(I) \equiv Ev'(I, \Delta'(I)) \cup I$ is a selection operator.

$Ev'$ is interesting for both its simplicity and computational efficiency and its
ability to deliver multiple tuples for execution, thus making it suitable for parallel
and distributed execution. It also provides a tight coupling between the ordering
$\preceq$ and the execution order, which can be useful when resource consumption is
important and it is necessary to restrict the amount of parallel execution.

Combining these definitions and adapting the previous interpreter we arrive
at the interpreter in Fig. 4, which calculates $\Gamma$ incrementally.

Line 5 of this interpreter uses the definition of $\Delta'$ and expands it to an
explicit calculation on the set $\Gamma$. Note that the expression $I, I_{\theta} \models \bar{B}$ in
the definition of $T(I)$ is expanded into explicit conditions on the variable binding
$\theta$ applied to the rule selected from $P$. The process of generating the binding $\theta$
has not yet been made explicit.

delta is then used in line 9 for the incremental calculation of $\Gamma$ using
$V'$ (Defn. 33).
1. \( \text{Gamma} := \emptyset; \)
2. \( \alpha := 0; \)
3. do
4. \( \text{assert Gamma} = V^\alpha; \)
5a. \( \text{delta} := \)
5b. \( \{(E \leftarrow F)^\theta | \)
5c. \( E \leftarrow F \in P \land \)
5d. \( F^\theta \subseteq \text{Gamma} \land \)
5e. \( F^\theta \subseteq I_o \land \)
5f. \( \text{Gamma} \cap F^\neg \theta = \emptyset \land \)
5g. \( E^\theta \notin \text{Gamma} \)
5h. \( \); \)
6. \( \text{assert delta} = \Delta'(V^\alpha); \)
9. \( \text{Gamma} := V'(\text{Gamma}, \text{delta}) \cup \text{Gamma}; \)
10. \( \alpha := \alpha + 1; \)
11. until delta = \emptyset;
12. \( \text{assert Gamma} = M_P; \)

Fig. 4. Interpreter which Computes Gamma Incrementally

6.3 Incremental Delta

Although \( \text{Gamma} \) is now being incrementally calculated, \( \text{delta} \) is still being recomputed from the full set \( \text{Gamma} \) on each iteration. The next version of the interpreter in Fig. 5 is modified so that \( \text{delta} \) is recomputed incrementally from the previous value of \( \text{delta} \).

The first modification to the previous interpreter maintains \( \text{Delta} \) (now capitalized) between the iterations and computes its initial value on line 2. This computation is a specialization of line 5 of Fig. 4 and explicitly finds all rules that have no positive goals (although they may contain builtin calculations and negations which always succeed because there are no earlier results). This modification also requires a slight re-adjustment of the loop with the check at the top of the loop and a resulting re-arrangement of the calculations.

The core of the incremental calculation is the calculation of \( \text{Delta} \) on lines 10 through 14. Showing the correctness of these lines requires a non-trivial proof (Theorem 39).

The variable \( \text{new} \) is broken out of the incremental calculation of \( \text{Gamma} \). It holds the items which have been selected from \( \text{Delta} \) as being safe (members of \( \Pi \)) and which trigger the next round of computation. In the assertions we label the values of the variables by the iteration that they occur in (eg \( \text{new}_\alpha \) is the value assigned to \( \text{new} \) in iteration \( \alpha \)). From \( V(V^\alpha) \supseteq V^\alpha \) and the assertion \( \text{new} = V(V^\alpha) - V^\alpha \) the sequence \( \text{new}_\alpha \) is a disjoint partition of the model \( M_P \). So nothing is ever included in \( \text{new} \) more than once. From this it can be seen that
α := 0;
Delta := \{(E \leftarrow F^+)\theta : E \leftarrow F \in P, F^+ = \emptyset, F^\theta \subseteq I_o\};
Gamma := \emptyset;
while Delta \neq \emptyset do
  assert Gamma = \bigcup_{\beta < \alpha} new_{\beta} = V^\alpha;
  assert Delta = \Delta'(V^\alpha);
  new := V'(Gamma, Delta);
  assert new = V(V^\alpha) - V^\alpha = V'(V^\alpha);
  Gamma := Gamma \cup new;
  d_0 := \{A \leftarrow B \in Delta | A \in new\};
  d_1 := \{A \leftarrow B \in Delta | new \cap B^- \neq \emptyset\};
  d_2 := \{(E \leftarrow F^-)\theta |$
  E \leftarrow F \in P \land$
  \exists F (F \in F^+ \cap new \land (F^+ \theta - \{F\}) \subseteq Gamma) \land$
  F^\theta \subseteq I_o \land$
  Gamma \cap F^-\theta = \emptyset \land$
  E\theta \notin Gamma
  };
  \alpha := \alpha + 1;
Delta := (Delta - d_0 - d_1) \cup d_2;
end while;
assert Gamma = \bigcup_{\alpha} new_{\alpha} = MP;

Fig. 5. Interpreter which Computes Delta Incrementally
a rule $E \leftarrow \bar{F} \in P$ will generate a result $(E \leftarrow \bar{F})\theta$ at most once (this follows from the condition $F \in F^+ \cap new$).

Of course there can be multiple rules that all give the same answer, this is a problem for the programmer not the interpreter. Also there can be partial results placed in $Delta$ which contain a negation which are later eliminated on line 11. Again we view this as an issue for the programmer who may be able to manipulate the rules and the ordering so that the negation is computed early enough to eliminate the result at the point where it is generated.

Examination of this interpreter can tell us a lot about its potential efficiency when implemented. Significant experience in implementing versions of this interpreter has been reported [4, 3].

The execution time of line 7 depends on the actual selection operator used. In practice it requires an ordered event list over the set $Delta$. At one extreme, the selection operator can be $Ev$ (or a subset), which requires being able to find one or more minimal elements in $Delta$. At the other extreme, when $II$ is the selection operator the negations in $Delta$ can be included in the ordering data structure over $Delta$, allowing a fast check of whether the negations can still potentially fail.

Line 9 is the inclusion of $new$ into $Gamma$. $Gamma$ will in practice require some form of indexing [3] and this step requires insertion into whatever indexing has been chosen (the indexes may be highly dependent on the structure of the program).

Line 10 (and 14) requires the removal of the selected elements in $new$ from $Delta$, which necessitates removal of the new items from the event list.

Line 11 (and 14) requires removal of items from $Delta$ whose negations have been selected. The best way of doing this will depend on which selection operator is used. If $Ev$ is the selection operator then line 11 can be omitted and replaced by a check that the negations of elements in $new$ are not currently in $Gamma$. It is this variant of the interpreter that has been used elsewhere [3].

The calculation in line 12 requires matching atoms in rules to both $new$ and $Gamma$. The first of these is on line 12c. For each item in new it requires finding a rule which can match it. This can be done by a static index across the rules or in many cases generating explicit code to call the execution of the rule. The fact that such optimization can be done is crucial for fast execution of Starlog programs.

Lines 12e, 12f and 12g all require finding items in $Gamma$ which are matched against partially instantiated atoms from the current rule. This can be done by providing suitable indexing on $Gamma$, which may be strongly program dependent.

Later we will examine a framework for doing rule dependent optimizations of line 12.

The following theorems establish the correctness of this interpreter.

**Definition 38.** $[W_\alpha]$

$$W_\alpha \equiv V(V^\alpha) - V^\alpha = V'(V^\alpha)$$
Theorem 40. The assertions in the interpreter hold.
Proof. The assertion \( \text{new} = V(V^\alpha) - V^\alpha = V'(V^\alpha) \) follows directly from the definition of \( V' \). The two assertions about \( \text{Gamma} \) and \( \text{Delta} \) follow from that and the theorem above. The terminating assertion follows in the event that the while loop finitely terminates when \( \text{Gamma} \) is the least fix-point of \( V \). \( \square \)

6.4 Explicit Bindings

The final version of the algorithm replaces the calculation of \( d_2 \) on line 12 of Fig. 5 with an explicit sequential calculation of the binding \( \theta \).

The matching of positive goals is done in two places. On line 12b a rule is selected and then on line 12e a chosen positive goal from the rule is matched against the newly computed tuples (we refer to this process as triggering and to the matching tuple in \( \text{new} \) as the trigger). Later, in the \( \text{conseq} \) function which computes all possible bindings for the selected rule, the remaining positive goals are matched one by one against previously computed tuples in \( \text{Gamma} \).
This version of the interpreter also makes clearer how indexing can be used to improve performance. The triggering in line 12e can be done by constructing a static index over the positive goals in the rules. Such indexing allows tuples to be immediately paired with an appropriate rule and positive goal as they are placed into new.

An index over Gamma can potentially improve execution speed in the matching of positive goals in line 26 and in the checks of the negations in line 12i and of the newly generated head tuple in line 12j.

6.5 Optimization

It is possible to significantly optimize the interpreter above using static information from particular programs [3]. These optimizations depend on the orderings between the goals in individual rules and operate by allowing certain important execution steps to be omitted for particular cases.

There are four points in the interpreter where these optimizations can apply:

1. where tuples in new trigger the execution of a rule (line 12e Fig. 6 and line 12c Fig. 5)
2. where a lookup is done of tuples in Gamma (line 26 Fig. 6)
3. where negated tuples in new are checked against the partial rules in Delta, by analogy with triggering we refer to this as the negation trigger point (line 11 Fig. 5)
4. where negations are checked against Gamma when new tuples are being generated, by analogy with the lookup point we refer to this as the negation lookup point (line 12i Fig. 6 and line 12e Fig. 5)

The guard conditions for the optimizations are given in terms of two ideas. That of one goal dominating another, that is, the dominating goal occurs later than the other in all instantiations of the rule where the built-in goals are true. Domination is extended to a maximal goal which dominates all other positive goals.

Definition 41. [Domination]

Given a clause \( R = A \leftarrow \bar{B} \)
\( B \in \bar{B} \) is dominated by \( C \in \bar{B} \) iff \( I_\circ \models (\bar{B} \Rightarrow B < C) \).

Definition 42. [Maximal Element]

Given a clause \( R = A \leftarrow \bar{B} \)
\( B \in \bar{B}^+ \) is the maximal element of \( R \) iff \( \forall C (C \in (\bar{B}^+ - \{B\})) \Rightarrow I_\circ \models (\bar{B} \Rightarrow B > C) \).

The optimizations are:

1. If a positive goal, \( B \), is dominated by another positive goal, \( A \), then \( B \) need never be used as a trigger. This follows because if \( B \) was used as a trigger then the later lookup of \( A \) in Gamma will fail because it is later than \( B \) and thus cannot be in Gamma. The result of this is to reduce the work done when a tuple matching \( B \) is placed in new.
2. If a negation, \( \text{not}(C) \), is dominated by a positive goal, \( B \), then \( \text{not}(C) \) need not be checked again at the negation trigger point. This follows because \( B \) is later than \( C \) and so if \( B \) is in \( \text{Gamma} \) then it is already known if \( C \) will be in \( \text{Gamma} \) and the negation lookup is a sufficient check. The result of this is that the goal \( \text{not}(C) \) can be omitted from a partial rule when placing it in \( \text{Delta} \). This reduces the complexity of \( \text{Delta} \) and any indexes over it, as well as reducing execution time at the negation trigger point.

3. If a negation, \( \text{not}(C) \), dominates all positive goals then there is no point in checking \( C \) at the negation lookup point as a tuple matching \( C \) cannot be in \( \text{Gamma} \) at that point. The result of this is to reduce the amount of computation at the negation lookup point.

4. If the head of a rule, \( A \), can only be matched with maximal goals (in other rules) then it need never be added to \( \text{Gamma} \). The is because it will never be matched at the lookup point only at the trigger point. The result is that any indexing structure over \( \text{Gamma} \) will be simplified, time need not be taken to insert \( A \) into \( \text{Gamma} \) and the memory used by \( \text{Gamma} \) will be reduced.

5. If the head of a rule, \( A \), can only be matched with positive goals that are dominated by another goal then it can never be used at the trigger point. Also if any negative goals in the rule are dominated by a positive goal then \( A \) will never be part of any partial rule that needs a negation trigger. The result is that \( A \) need never be inserted into \( \text{Delta} \) but only into \( \text{Gamma} \). This reduces the complexity of any index over \( \text{Delta} \), time need not be taken to insert into or retrieve from \( \text{Delta} \) and the memory used by \( \text{Delta} \) is reduced.

The importance of these optimizations is that they are significant steps on the way to demonstrating that Starlog programs can be compiled to execute as efficiently as any other language. In addition, there are many well-known query optimization techniques for relational systems [34, 9] that can be applied to Starlog.

7 Garbage Collection

The various interpreters all contain the monotonically increasing set of computed results \( \text{Gamma} \). In practice it is untenable to retain all tuples as this may unboundedly increase the memory needed to run a program. There are three reasons why we might want to retain a particular tuple in \( \text{Gamma} \):

1. because it contributes to the future computation of the program. That is, it may match a positive or negative literal in a rule that may generate more tuples.
2. because it is an externally-visible tuple that must be printed or that causes some other real-world action such as writing to a file or displaying a shape on a screen.
3. because we want to record it for documentation or debugging purposes. For example, a declarative debugger could use \( \text{Gamma} \) to display and analyze the complete execution of the program, or of a particular rule.
In practice, the first reason is the challenging one that leads us to define garbage collection. The externally-visible tuples are typically acted upon at the time that tuples are added to \textit{Gamma}, and it is not necessary to retain them once their external actions have been performed (unless reason 1 also applies). The third reason for retaining tuples is easily satisfied by saving old tuples in \textit{Gamma} into an external file or database for later analysis. So the only tuples in \textit{Gamma} that we must retain during the computation are those that influence the computation of future tuples. The rest can be garbage collected. A sufficiently accurate garbage collection algorithm should allow programs to execute with a memory usage that is proportional to the same program in an imperative language.

One example where garbage collection is particularly important is where the program uses only the most recently-timestamped value of a tuple, and all earlier values can be discarded. Detection of this case can make it possible to update the tuple using a destructive assignment, thus recovering the efficiency of imperative programs.

This garbage collection issue is also encountered in other languages such as Lisp and Java, where data that has no references (or only circular references) is periodically removed by a garbage collection process. Such garbage collection approximates the removal of items that will never be used in the future, as clearly if items have no reference pointers then they will never be used. This is only an approximation as it is possible to have items that will never be used but which are still referenced.

A related problem is that solved by ‘fossil collection’ in optimistic simulation [16, 12]. There as time advances through the parallel execution of the simulation some items will become no longer referenceable, so can be removed.

The results of this section incorporate aspects of both of these types of collection. The initial results allow for a wide range of different approximations and we anticipate much follow-on work to establish good practical algorithms that balance execution time, complexity and efficiency at removing garbage.

In this section we will first give a logical specification of the set of items that must be retained in \textit{Gamma} at each iteration of the interpreter(s). We will then give an exemplary algorithm that is capable of computing this set, and prove it correct with respect to the specification.

### 7.1 Definition of Garbage

The definition of the set of items that should be kept, \(\kappa\), is based on two sets: \(\Gamma\) the set of results which have been computed so far; and \(\Psi\), a superset of the values to be computed in the future. \(\Psi\) provides different approximations to the final result \(M_P\) and thus leads to different approximations of the set of items that should be kept. The more accurate that \(\Psi\) is, the more garbage we can remove.

**Definition 43. [Future Set]**

\[\Psi\text{ is a future set of }\Gamma \iff \Psi \supseteq \{x \mid x \in M_P \land \exists z (z \in \Delta(\Gamma) \land x \gtrsim z)\}.\]
Definition 44. [Keep Set] Given $\Psi$, a future set of $\Gamma$, the keep set is defined as:

$$
\kappa(\Gamma, \Psi) = \{x \mid x \in \Gamma \land \\
\exists A, B (A \leftarrow \bar{B} \in P^* \land \\
A \in \Psi \land \\
\bar{B} \subseteq I_o \land \\
\exists \bar{D}, \bar{E} (\bar{D} \cup \bar{E} = \bar{B}^+ \land \bar{D} \cap \bar{E} = \emptyset \land \\
\bar{D} \subseteq \Gamma \land \\
\bar{E} \subseteq \Psi \land \bar{E} \neq \emptyset \land \\
((x \in \bar{D} \cup \{A\} \land \bar{B}^\sim \cap \Gamma = \emptyset) \lor \\\nx \in \bar{B}^\sim \cap \Gamma)
\})
\} \}
$$

This definition checks each rule in the program looking for tuples in $\Gamma$ that will be used in future applications of the rule. Such tuples can be either positive goals that will be used to fire future rules, heads that will prevent duplication of results or negated goals that will prevent future rules from firing.

The positive goals in the rules are partitioned into two disjoint sets in all possible ways: $\bar{D}$, the goals which occur in the current $\Gamma$ and which will need to be kept; and $\bar{E}$, the goals which will occur in the future (this last must be nonempty or else the rule will never fire in the future). If the tuple has negated goals which occur in the current $\Gamma$ then it is sufficient to keep those and not keep the positive goals or the head (the future rule instance must fail, this can be ensured by keeping the negated tuples, remembering that the other positive tuples may be kept for other reasons in other rules). As the head of the rule, $A$, can be generated by multiple rules or by different firings of the current rule then it is necessary to also retain $A$ in $\Gamma$.

In addition correctness of the rule instance is checked by ensuring that the head lies in the future, $A \in \Psi$, and that all the builtins are correct, $\bar{B}^\circ \subseteq I_o$.

Fig. 7 illustrates this definition. It shows a ground instance of a rule $A \leftarrow B_1, B_2, B_3$ where $B_3$ occurs in the future set (note that $x \lesssim B_3$ where $x$ is in the current $\Delta$). Thus $B_1$ and $B_2$ must be kept because they may participate in the future calculation of $A$. In this case $B_3$ is in the approximation $\Psi$ but not in the model $M_P$. So if $\Psi$ had been a better approximation to the future computation then keeping this instance could have been avoided and $B_1$ and $B_2$ could be garbage collected (provided they did not need to be kept for another reason).

There is a sense in which the definitions above are not optimal, because there are programs where the set of tuples that should be kept is not unique. For example in the following program

$$
p \leftarrow q \\
p \leftarrow r
$$
Fig. 7. Garbage Collection
where \( q < p \) and \( r < p \), if \( \Gamma = \{ q, r \} \) then either \( \{ q \} \) or \( \{ r \} \) could be retained and still lead to the correct model \( M = \{ p, q, r \} \). The definitions above only approximate this case and both \( q \) and \( r \) are retained (\( \kappa(\{ q, r \}, \{ p \}) = \{ q, r \} \)).

Similarly in the following program

\[
s \leftarrow \neg t, \neg u
\]

where \( t < s \) and \( u < s \), if \( \Gamma = \{ t, u \} \) then either \( \{ t \} \) or \( \{ u \} \) could be retained and still lead to the correct model \( M = \{ t, u \} \). Again the definitions above only approximate this case and both \( t \) and \( u \) are retained (\( \kappa(\{ t, u \}, \emptyset) = \{ t, u \} \)).

It is unclear whether in practice such extra reductions in the size of a kept set would be useful.

One way of obtaining a better approximations for the future computation is to do a greatest fix-point calculation starting from \( \Gamma = \Psi \cup \text{Gamma} \). Because \( M \subseteq T(\Gamma) \) then \( T(\Gamma) - \Gamma \) can potentially be used as an improved approximation to \( \Psi \). (This is similar to the alternating fix-point used in the calculation of the well-founded semantics [13]). For example, it seems that the reference-following algorithms of classical garbage collection only appear when such a greatest fix-point strategy is pursued. We do not explore this issue further in this paper.

The following theorem shows that future sets are an adequate approximation of future computation when applied to the monotone increasing results generated by a selection operator.

**Theorem 45.** For any selection operator \( V \) and any \( \Psi \) (a future set of \( V^\alpha \)):

\[
V^\alpha \cup \Psi \supseteq M_P
\]

**Proof.** Consider some \( x \in M_P \). If \( x \in V^\alpha \) then the result trivially holds. If \( x \notin V^\alpha \) then there will be a \( \beta > \alpha \) where \( x \in V^{\beta+1} \) and \( x \notin V^\beta \) which implies that \( x \in \Delta(V^\beta) \). From Theorem 3 this implies that \( \exists y (y \in \Delta(V^\alpha) \land y \lesssim x) \). The definition of future set then implies \( x \in \Psi \). \( \square \)

### 7.2 Garbage Collection Algorithm

Fig. 8 shows modifications to the interpreter of Fig. 5 to include garbage collection. Line 9 is modified to include reference to a garbage collection function and because \( \text{Gamma} \) now no longer includes all tuples computed earlier the assertions on lines 5 and 16 are weakened.

Lines 20 through 24 specify a function which is applied on each cycle to (optionally) do garbage collection. The selection of the sets \( \Psi \) and \( \text{res} \) are non-deterministic and can cover a range of strategies and implementations. Later we investigate using \( \Delta \) to compute \( \Psi \) and efficient calculation of \( \kappa \). The most likely choices for \( \text{res} \) are some approximate superset of \( \text{mustkeep} \) when garbage collection is done or \( \text{Gamma} \) when no garbage collection is done.

### 7.3 Correctness

The basic issue with correctness is to show that the future computation after garbage collection is the same as what would have happened if there was no
5'. \textbf{assert} \Gamma \subseteq \bigcup_{\beta < \alpha} \text{new}_\beta = V^\alpha; \\
9'. \Gamma := \text{keep}(\Gamma, \Delta) \cup \text{new}; \\
16'. \textbf{assert} \Gamma \subseteq \bigcup\alpha \text{new}_\alpha = M_p; \\
20. \text{keep}(\Gamma, \Delta) : \\
21. \textbf{select} \Psi \supseteq \{ x \mid x \in M \land \exists z (z \in \Delta(\Gamma) \land z \subseteq x) \}; \\
22. \text{mustkeep} := \kappa(\Gamma, \Psi); \\
23. \textbf{select} \text{res where} \text{mustkeep} \subseteq \text{res} \subseteq \Gamma; \\
24. \text{return} \text{res}; \\

\textbf{Fig. 8. Garbage Collection Interpreter - modifications from Fig. 5}

garbage collection. The theorem below considers two parallel executions of the algorithm, one with the original line 9 of Fig. 5 and the second using the modified line 9' of Fig. 8. We will use unprimed values for the variables at different iterations for the first algorithm, \( \Delta_\alpha, \text{new}_\alpha, d_{2\alpha} \), and primed versions for the second modified algorithm \( \Delta'_\alpha, \text{new}'_\alpha, d'_{2\alpha} \).

The theorem below shows that the primed and unprimed versions of all the variables except \( \Gamma_\alpha \) are the same.

\textbf{Theorem 46.} \( \forall \alpha \) the variables \( \Delta_\alpha, \text{new}_\alpha, d_{0\alpha}, d_{1\alpha}, d_{2\alpha} \) are the same as \( \Delta'_\alpha, \text{new}'_\alpha, d'_{0\alpha}, d'_{1\alpha}, d'_{2\alpha} \) respectively and \( \Gamma_\alpha \supseteq \Gamma'_\alpha \).

\textbf{Proof.} The proof will be by induction on \( \alpha \).

First we observe that if the theorem holds up to \( \beta \) then the variables \( \text{new}_{\beta+1}, d_{0\beta+1}, d_{1\beta+1}, d'_{0\beta+1}, d'_{1\beta+1} \) respectively. This follows directly from the fact that the calculation of \( \text{new}_{\beta+1} \) depends only on \( \Delta_\beta \) and the calculations for \( d_{0\beta+1}, d_{1\beta+1} \) depend only on \( \Delta_\beta \) and \( \text{new}_{\beta+1} \). Also \( \Gamma_{\beta+1} \supseteq \Gamma'_{\beta+1} \) follows from the induction hypotheses and the equality of \( \text{new}_{\beta+1} \) and \( \text{new}'_{\beta+1} \). If the equality of \( d_{2\alpha} \) and \( d'_{2\alpha} \) can be proven then the equality of \( \Delta_\alpha \) and \( \Delta'_\alpha \) follows immediately.

We first assume that the hypothesis holds for all \( \beta < \alpha \) and show that assuming \( d_{2\alpha} \neq d'_{2\alpha} \) leads to a contradiction. Given some \( \textbf{E} \leftarrow \overline{\textbf{F}} \in \mathbf{P} \) and an \( \mathbf{F} \) from line 12c we split into two cases.

\textbf{Case I:} \((\textbf{E} \leftarrow \overline{\textbf{F}})^-\theta \in d_{2\alpha} \) and \((\textbf{E} \leftarrow \overline{\textbf{F}})^-\theta \notin d'_{2\alpha} \).

For this to happen one of the conditions for the calculation of \( d_2 \) must fail in the primed case but not the original case. There are three possible subconditions that might fail: \((\overline{\textbf{F}}^+\theta - \{\textbf{F}\}) \subseteq \Gamma'_\alpha, \Gamma'_\alpha \cap \overline{\textbf{F}}^+\theta = \emptyset, \) or \( \textbf{E}\theta \notin \Gamma'_\alpha \). But because \( \Gamma'_\alpha \supseteq \Gamma'_\alpha \) the last two conditions must succeed for the primed case. Thus it is the condition \((\overline{\textbf{F}}^+\theta - \{\textbf{F}\}) \subseteq \Gamma'_\alpha \) that must fail. This implies that there is some \( G \in (\overline{\textbf{F}}^+\theta - \{\textbf{F}\}) \)
where $G \in \text{Gamma}_\alpha$ and $G \notin \text{Gamma}'_\alpha$. Thus there will be a $\gamma < \alpha$ where $G \in \text{new}_\gamma$ and thus $G \in \text{Gamma}_\alpha$ and $G \in \text{Gamma}'_\alpha$. Thus there will be an earliest $\beta$ where $\gamma \leq \beta < \alpha$ where $G \in \text{Gamma}_\beta, G \in \text{Gamma}'_\beta$ and $G \in \text{Gamma}_{\beta+1}, G \notin \text{Gamma}'_{\beta+1}$.

We will now show that $G \in \kappa(\text{Gamma}'_\beta, \Psi'_\beta)$ for any future set $\Psi'_\beta$ of $\text{Gamma}'_\beta$, and thus that it will be a member of res in Fig. 8. This contradicts the conclusion $G \notin \text{Gamma}'_{\beta+1}$). To do this we equate $A \leftarrow B$ in the definition of a keep set with $(E \leftarrow F) \theta$ and $G$ with $x$.

Consider each term of the definition of the keep set and show that each is satisfied for $\kappa(\text{Gamma}'_\beta, \Psi'_\beta)$.

From line 12d of the algorithm $\bar{F}^\circ \theta = \bar{B}^\circ \subseteq I^\circ$.

From lines 9 and 12c of the algorithm $\bar{B}^+ = \bar{F}^+ \theta \subseteq \text{Gamma}_\alpha$ and thus because $\beta < \alpha$, $\bar{B}^+ = \bar{F}^+ \theta \subseteq \text{Gamma}_\beta \cup \Psi_\beta$. From line 12c $F \in \text{new}_\alpha$ and because $\beta < \alpha$ $F \notin \text{Gamma}_\beta$ which implies that $F \in \Psi_\beta$. Also recall that $G \in \text{Gamma}_\beta$ and that $G \in \{F^+ \theta - \{F\}$). Together these imply that it is possible to partition $\bar{B}^+$ into subsets $D$ and $E$ where $G \in D$, $D \subseteq \text{Gamma}_\beta$, $E \subseteq \Psi_\beta$ and $F \in E$ so that $E \neq \emptyset$.

From line 12g $E\theta = A \in \text{Gamma}_{\alpha+1}$ and thus $A \in \Psi'_\beta$.

Finally from line 12e we deduce that $\bar{B}^\sim = \bar{F}^\sim \theta \cap \text{Gamma}_\alpha = \emptyset$ and because $\text{Gamma}'_\beta \subseteq \text{Gamma}_\beta$ then $\bar{B}^\sim \cap \text{Gamma}_\beta = \emptyset$. This last implies that $D$ is included in $\kappa$ and thus that $G \in \kappa$.

This completes Case I.

Case II: $(E \leftarrow \bar{F}^-) \theta \notin d_{2\alpha}$ and $(E \leftarrow \bar{F}^-) \theta \in d'_{2\alpha}$. Following similar logic as for Case I one of the conditions for the calculation of $d_2$ must fail in the original case but not the primed case. There are two possibilities: the failure of the condition on line 12c, $\text{Gamma}_\alpha \cap \bar{F}^\sim \theta = \emptyset$, or the failure of the condition on line 12f, $E \notin \text{Gamma}_\alpha$.

Consider the first possibility, it implies that there is a some $G \in \text{Gamma}_\alpha, G \notin \text{Gamma}'_\alpha, G \in \bar{F}^\sim \theta$. From the induction hypothesis there will be a first $\beta$ where $G \in \text{new}_\beta, G \in \text{Gamma}_\beta, G \in \text{Gamma}'_\beta, G \in \text{Gamma}_{\beta+1}, G \notin \text{Gamma}'_{\beta+1}$.

Following similar logic to case I we will deduce that $G \in \kappa(\text{Gamma}'_\beta, \Psi'_\beta)$.

Consider each term of the definition of the keep set and show that each is satisfied for $\kappa(\text{Gamma}'_\beta, \Psi'_\beta)$.

From line 12d of the algorithm $\bar{F}^\circ \theta = \bar{B}^\circ \subseteq I^\circ$.

From lines 9 and 12c of the algorithm $\bar{B}^+ = \bar{F}^+ \theta \subseteq \text{Gamma}_\alpha$ and thus because $\beta < \alpha$, $\bar{B}^+ = \bar{F}^+ \theta \subseteq \text{Gamma}_\beta \cup \Psi_\beta$. From line 12c $F \in \text{new}_\alpha$ and because $\beta < \alpha$ $F \notin \text{Gamma}_\beta$ which implies that $F \in \Psi_\beta$. Also recall that $G \in \text{Gamma}_\beta$ and that $G \in \{F^+ \theta - \{F\}$). Together these imply that it is possible to partition $\bar{B}^+$ into subsets $D$ and $E$ where $G \in D$, $D \subseteq \text{Gamma}_\beta$, $E \subseteq \Psi_\beta$ and $F \in E$ so that $E \neq \emptyset$.

From line 12g $E\theta = A \in \text{Gamma}_{\alpha+1}$ and thus $A \in \Psi'_\beta$.

We know that $G \in \text{Gamma}'_\beta$ and thus that $\bar{F}^\sim \theta \cap \text{Gamma}'_\beta \neq \emptyset$ that is $\bar{B}^\sim \theta \cap \text{Gamma}'_\beta \neq \emptyset$, which implies that $\bar{B}^\sim \theta \cap \text{Gamma}'_\beta$ is included in $\kappa$ and thus that $G$ is included in $\kappa$.
This completes the first possibility for Case II. Consider the second possibility for Case II and let $G = E_\theta$. This implies that $G \in \text{Gamma}_\alpha, G \notin \text{Gamma}'_\alpha$. There will be a first $\beta < \alpha$ where $G \in \text{new}_\beta$ and thus $G \in \text{Gamma}_\beta, G \in \text{Gamma}'_\beta$. There will be a first $\gamma, \beta < \gamma \leq \alpha$ where $G \in \text{Gamma}_\gamma, G \in \text{Gamma}'_\gamma, G \in \text{Gamma}_\gamma+1, G \notin \text{Gamma}'_{\gamma+1}$.

We again applying the same logic as case I. This implies that the expression $x \in \overline{D} \cup \{A\} \land \overline{B} \setminus \Gamma = \emptyset$ is satisfied and that $G = A$ is included in $\kappa$.

This completes the second possibility for Case II.

7.4 Explicit Calculation of the Keep Set

This section develops one of many possible ways of calculating the keep set. The algorithm given in Fig. 9 explicitly iterates over all the rules and computes the partition of $\overline{B}^+$ into two subsets $\overline{D}$ and $\overline{E}$ where the members of $\overline{D}$ are ground tuples in $\Gamma$ and the members of $\overline{E}$ may not be ground and are intended to lie in the future. This done using the recursive procedure $\text{partition}$.

Throughout $\Psi$ is a future set for $\text{Gamma}$.

Lines 1 through 3 of Fig. 9 iterate over all rules and for each rule call the method $\text{partition}$. This method recursively checks each member of $\overline{P}$ (which was initialized to $\overline{B}^+$ on line 2. For each $B \in \overline{P}$ two possibilities are explored. First a series of recursive calls is made to $\text{partition}$ with each possible binding $\theta$ of $B$ to a member of $\text{Gamma}$. In these cases $B$ is added to $\overline{D}$. These bindings will eventually be placed in the keep set if all other conditions can be meet. Second $\text{partition}$ will be recursively called with $B$ placed in $\overline{E}$ the set of tuples which are to occur in the future. Finally when all members of $\overline{P}$ have been considered (that is $\overline{B}^+$ has been partitioned into $\overline{D}$ and $\overline{E}$) a call is made to the $\text{check}$ method.

The real work of the algorithm is deferred to this procedure $\text{check}$ which is given an abstract definition in Fig. 10 and whose implementation is deferred to Fig. 11. The abstract definition of $\text{check}$ exactly reproduces the original definition of $\kappa(\text{Gamma}, \text{Delta})$.

In order to construct code for $\text{check}$ two issues must be dealt with; which future set to use, and how to effectively compute the builtin calls.

The result will be an algorithm which in general returns a superset of the definition of $\kappa$. Such an approximation is safe because the algorithm of Fig. 8 (and theorem 46) is happy with $\text{res}$ being a superset of the keep set.

The first issue is settled by letting the future set $\Psi$ be composed of all tuples that lie in the future of the current $\text{Delta}$ set. In the algorithm we need to check if a (possibly non-ground) term $E$ could (after instantiation) lie in this future set. We use the expression $\text{Delta mayCause } E$ to indicate this.

**Definition 47. \[ . \text{ mayCause } . \]**

\[ \text{Delta mayCause } E = \exists x, \theta (x \in \text{Delta} \land x \subseteq E\theta) \]
0. \textit{keep}(\textit{Gamma}, \textit{Delta}) : \\
1. \hspace{1em} \textbf{return} \bigcup_{A - B \in \textit{P}} \textit{partition}(\textit{Gamma}, \textit{Delta}, A, \overline{\textit{B}}^+, \emptyset, \emptyset, \overline{\textit{B}}^-, \overline{\textit{B}}^c); \\

10. \textit{partition}(\textit{Gamma}, \textit{Delta}, A, \overline{\textit{P}}, \overline{\textit{D}}, \overline{\textit{E}}, \overline{\textit{N}}, \overline{\textit{I}}) : \\
11. \hspace{1em} \textbf{if} \\
12. \hspace{2em} \boxempty \textit{true} \rightarrow \\
13a. \hspace{3em} \textbf{return} \textit{partition}(\textit{Gamma}, \textit{Delta}, A, \overline{\textit{P}} - \textit{B}, \overline{\textit{D}}, \overline{\textit{E}} \cup \textit{B}, \overline{\textit{N}}, \overline{\textit{I}}); \\
13b. \hspace{3em} \bigcup_{\emptyset | \textit{B} \in \textit{Gamma}} \textit{partition}(\textit{Gamma}, \textit{Delta}, A, (\overline{\textit{P}} - \textit{B})\emptyset, \overline{\textit{D}} \cup \textit{B}\emptyset, \overline{\textit{E}}\emptyset, \overline{\textit{N}}\emptyset, \overline{\textit{I}}\emptyset) \\
14. \hspace{1em} \textbf{else} \\
15. \hspace{2em} \textbf{return} \textit{check}(\textit{Gamma}, \textit{Delta}, A, \overline{\textit{D}}, \overline{\textit{E}}, \overline{\textit{N}}, \overline{\textit{I}}); \\
16. \hspace{1em} \textbf{fi} \\

\textbf{Fig. 9.} Calculation of Keep Set

\textit{check}(\textit{Gamma}, \textit{Delta}, A, \overline{\textit{D}}, \overline{\textit{E}}, \overline{\textit{N}}, \overline{\textit{I}}) : \\
= \{ x \mid x \in \textit{Gamma} \land \\
\exists \emptyset (A\emptyset \in \Psi \land \\
\overline{\textit{I}}\emptyset \subseteq \textit{I}_5 \land \\
\overline{\textit{E}} \subseteq \Psi \land \\
((x \in \overline{\textit{D}} \cup \{A\} \land \overline{\textit{N}}\emptyset \cap \Gamma = \emptyset) \lor x \in \overline{\textit{N}}\emptyset \cap \Gamma) \\
\} \\

\textbf{Fig. 10.} Abstract Definition of check
Naively this would require matching each member of \( \Delta \) with \( \mathbf{E} \). However, as in the interpreters, this can be optimized by a suitable index over \( \Delta \). Also it is possible to be optimistic about this and return true even if it is not clear that there is a suitable \( x \) or \( \theta \). In fact a correct (but not perhaps useful) implementation would be to always return true. A full investigation of implementation techniques for this is not undertaken in this paper.

The second issue is that the algorithm in Fig. 9 may leave the negated goals \( \bar{N} \) and the builtin goals \( \bar{I} \) only partially bound. The precise check implied by the definitions of \( \kappa \) and \( \text{check} \) requires that they be fully grounded. In the case of \( N \) this can be done by matching against \( \Gamma \). However for the builtins this cannot necessarily be done finitely. The problem with the builtins is that it is easy to construct a set of builtin calls (e.g., simple arithmetic, say \( X > Y \)) that have an infinite set of solutions. In the actual execution of the program this is dealt with by placing restrictions on the rules so that they have only a finite number of solutions and by saying that it is the programmer’s responsibility to ensure that they can be effectively computed. However, we must be more careful here as we will not necessarily be grounding all of the positive goals (some are in \( \mathbf{E} \) which is in the future set which can be infinite). Thus a builtin calculation that is perfectly well-behaved during normal execution might yield an infinite number of solutions when checked by the garbage collector.

This is dealt with by using a predicate \( \text{finiteGoal}(B) \) which can be applied to a (possibly non-ground) builtin goal \( B \). It should return true only if there are a finite number of possible ground solutions for \( B \). It is free to return false if it is ever in doubt and a correct (but probably not useful) implementation is to always return false. One example technique for arithmetic is to return true whenever the arguments are suitably ground. Thus \( \text{finiteGoal}(\text{add}(X,Y,Z)) \) can return true whenever two or more of \( X, Y, Z \) are ground. We do not pursue this discussion further in this paper.

In Fig. 11 two methods \( \text{check} \) and \( \text{negations} \) are used recursively to ensure that the members of \( \mathbf{E} \) lie in the future (lines 2, 3 and 22, 23) and that the builtin calls have been satisfied (lines 4, 5 and 28, 29).

\( \text{check} \) recursively checks the future values and whenever possible evaluates builtin goals until no further execution or future checks are possible. Then it checks if any of the negations, \( N \), are in \( \Gamma \) (recall that this implies that they are ground). If this is so then we are guaranteed that the condition \( N\theta \cap \Gamma = \emptyset \) in the expression \( ((x \in \bar{D} \cup \{A\} \land N\theta \cap \Gamma = \emptyset) \lor x \in N\theta \cap \Gamma) \) in Fig. 10 will fail and thus the terms \( \bar{D} \cup \{A\} \) can be omitted from the result (see also \( ((x \in \bar{D} \cup \{A\} \land B\sim \cap \Gamma = \emptyset) \lor x \in B\sim \cap \Gamma) \) in Definition 44).

In either case possible values for the terms \( N\theta \cap \Gamma \) may need to be included. This possibility is explored by the recursive procedure \( \text{negations} \). It ensures that four conditions hold by the time it returns a result. It checks that the members of \( \mathbf{E} \) always lie in the future (lines 22 and 23). It checks that any safe builtins are executed (line 28 and 29). It omits any ground negations that are not in \( \Gamma \) from the results (lines 24 and 25). It ensures that all the negations are
check($\Gamma, \Delta, A, \bar{D}, \bar{E}, \bar{N}, \bar{I}$) :

1. if $\exists E (E \in \bar{E} \land \neg \Delta mayCause E)$ →
2. return $\emptyset$;
3. return $\bigcup_{\theta|I \in I_0} \check{\operatorname{Gamma}}, \Delta, A, \bar{D}, \bar{E}, \bar{N}, \bar{I} - \theta$;
4. else
5. if $\exists N (N \in \bar{N} \land N \in \Gamma)$
6. return $\negations(Gamma, Delta, \bar{E}, \bar{N}, \bar{I})$;
7. else
8. return $\bar{D} \cup \{A\} \cup \negations(Gamma, Delta, \bar{E}, \bar{N}, \bar{I})$;
9. fi
10. fi

$\negations(Gamma, Delta, \bar{E}, \bar{N}, \bar{I})$ :
11. if $\exists E (E \in \bar{E} \land \neg \Delta mayCause E)$ →
12. return $\emptyset$;
13. return $\bigcup_{\theta|N \in N_0 \land \neg \exists \Gamma \in \Gamma} \negations(Gamma, Delta, \bar{E}, \bar{N}, \bar{I})$;
14. else
15. if $\exists \Gamma \in \Gamma$ →
16. return $\negations(Gamma, Delta, \bar{E}, \bar{N}, \bar{I})$;
17. else
18. return $\bar{N}$;
19. fi
20. fi
21. fi

Fig. 11. Calculation of check
ground by taking any that are not and binding them in turn to all matching terms in Gamma (lines 26 and 27).

The overall algorithm is an approximation because there may be builtins that never become safe and so are never checked. This will result in more terms being returned than are required by the abstract definition.

8 Conclusions

This paper is intended to be a first step on the way to a programming language that combines the best of logic programming and imperative programming and as well addresses the challenges laid down by the recent switch of performance growth from faster processors to more parallel processors.

Logic programming in the broad sense, encompassing relational databases and their query languages, has been very successful in enterprise computing but has not significantly penetrated the practice of general purpose programming. Its strengths are a strong ability to reason about program correctness and a programming expressiveness that reduces the size of programs and the software engineering burden.

Imperative programming is ubiquitous in general purpose programming. Its perceived strengths are its execution time and memory usage efficiency, together with an ability to reason informally about these resource requirements, interfaces to real time and hardware systems, and large and complex libraries which interface to de facto and standards based external systems.

Since 2004 when the clock speeds of all major CPU families ceased to increase [2, 25] the entire computing world has been forced to confront an increasingly diverse and parallel hardware regime for cost effective and high performance computing. This includes multi-core CPUs, general purpose graphic processing units and circuit based technologies such as FPGAs and ASICs. Unfortunately, existing programming languages and their parallel programming semantics find this regime challenging and expensive. There is evidence, for example, that the whole thrust of hardware development is being called into question [2] because of the difficulty of solving these problems.

In the next section we summarize the steps that this paper has taken toward fulfilling these aspirations and then consider the next steps necessary.

8.1 Summary

The first accomplishment of this paper has been the specification of a simple least fix-point semantics for a pure logic programming language that explicitly incorporates a general ordering across the tuples of the language. This semantics has then been modified to give a fully incremental and hence efficient interpreter. The real importance of this is that we have also demonstrated that this pure logic programming language can directly deal with mutations and updates to data as well as interfacing with external data streams without moving outside its pure logical framework.
The potential efficiency of the language is made plausible by the incremental interpreter, by demonstration of the feasibility of garbage collection, by the discussion of program specific optimizations, and by reference to other work [3] where these have been used together with techniques to automatically select data structures for implementing relational tables. That work showed that a variety of Starlog benchmark programs could be compiled to code whose execution time was comparable with fully imperative implementations. This was accomplished by automatic estimation of the usage of each relational table within each program, then using selection algorithms to choose efficient representations for each table and each index.

The major technical challenge of this paper has been showing how to use explicit time stamps on all tuples in the program. Such time stamps permit the data in the program to be updated and garbage collected. This allows the data to be held and manipulated in relational tables rather than in the list and functor intensive data structures of classical logic programming. The use of tables, which are highly abstract, permits the efficient manipulation and optimization of the runtime environment.

The execution order is explicitly determined by the ordering between tuples. Thus the base assumption is that execution is parallel unless explicitly constrained by the programmer or by the data causality of the algorithm. This highly parallel basis for execution, together with the ability to retarget the highly abstract data representations of relational tables, makes the language a good candidate to address the problems inherent in increasingly diverse and parallel modern computational hardware.

8.2 Future Work

An implementation of Starlog for sequential execution has been reported in [3]. This implementation is preliminary and a number of aspects were incomplete and need further work.

The major lack in the system was that no automatic garbage collection was built into the system. At the time the system was written the theoretical underpinnings of garbage collection were not understood and ad hoc techniques were used where necessary to get programs to run to completion. Thus, a major piece of work that needs to be done is to implement a garbage collector and to demonstrate that it can achieve sufficient memory compaction sufficiently quickly that practical programs can run to completion. We expect this to require an investigation of the tradeoffs between execution time, compaction, and the complexity and sophistication of the techniques used. It is also plausible that the user may need to provide guidance to the garbage collector, similar to how programmers can specify the maximum time that tuples should be retained in the P2 dataflow language [24].

The Starlog system includes a way of specifying the ordering. However, experience with using this indicates that it may be overly general. Also it can be wordy for the programmer to specify the ordering, for example, some programs have as many lines devoted to specifying the ordering as to the logic of the code.
Further investigation is needed of compact ways of specifying the ordering, balancing the need to allow flexibility and parallelism, as well as ensuring that execution time is not affected by the complexity of the ordering. One interesting possibility is to provide ways of automatically inferring the ordering, similar to the type inference of some programming languages [27].

The system includes ways of specifying the data structures to be used. These can be specified by the user or derived automatically. This is a rich and complex area and much more work can be done on extending the range of underlying data structures that can be used and on techniques for selecting them automatically. One thorny problem here is what to do about situations where the best data structure is data dependent.

Implementing this language efficiently on parallel and other special purpose architectures will require a lot of work. Particular problems will be how to partition the data across the distributed resources and the communication algorithms between the partitioned data. We anticipate that, like the data structures, this will require a mixture of user specification and automatic techniques, coupled with performance feedback from actual execution. One extreme implementation is to map programs to circuit based technologies such as FPGAs and ASICs. This will require separating the static logic, which can be mapped directly to circuits, from the data, which needs to be mapped to RAM or other external memory.

Another area that still needs research and experience with real problems is interfacing Starlog to external interfaces and APIs. Areas of particular interest include: relational databases, file systems, operating systems, and libraries provided by host languages.

Because of the lack of widespread experience with the syntax of logic programs as compared with popular imperative languages such as C or Java we see a need to provide syntactic sugar to ease the transition. Areas of particular promise include: looping constructs, call and return patterns, and assignment.

Given that Starlog has a pure semantics and does not need to step outside them to deal with practical matters, there is an opportunity to use some of the powerful logical tools that this makes possible, including: algorithmic debugging [31], automated unit testing [35], integrity constraints [21], and abstract interpretation [14].

However, the most important next step is getting more experience with using the language in a wide range of programs. We need to find out if programs can be run efficiently in practice and if programmers can efficiently write and maintain the programs. We are looking forward to the experience.
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A Complete Interpreter

The following is a complete consolidated version of the interpreter of Fig. 5 including the modifications of Fig. 6, the addition of garbage collection, Fig. 8, and the keep function of Figs. 9 and 11.

\[
\alpha := 0; \\
\Delta := \{(E \leftarrow \bar{F}) \theta : E \leftarrow F \in P, \bar{F}^+ = \emptyset, \bar{F}^\theta \subseteq I_0\}; \\
\Gamma := \emptyset; \\
\text{while } \Delta \neq \emptyset \text{ do} \\
\quad \text{assert } \Gamma \subseteq \bigcup_{\beta<\alpha} \text{new}_\beta = V^\alpha; \\
\quad \text{assert } \Delta = \Delta'(V^\alpha); \\
\quad \text{new} := V'(\Gamma, \Delta); \\
\quad \text{assert } \text{new} = V'(V^\alpha) - V^\alpha = V'(V^\alpha); \\
\quad \Gamma := \text{keep}(\Gamma, \Delta) \cup \text{new}; \\
\quad d_0 := \{A \leftarrow B \in \Delta : A \in \text{new}\}; \\
\quad d_1 := \{A \leftarrow B \in \Delta : \text{new} \cap \bar{B}^\sim \neq \emptyset\}; \\
\quad d_2 := \{(E \leftarrow \bar{F}) \theta \mid \\
\quad \exists F, \psi (F \in \bar{F}^+ \land F^\psi \in \text{new} \land \\
\quad \theta \in \text{conseq}(\psi, \bar{F}^+ - F) \land \\
\quad \bar{F}^\theta \subseteq I_0 \land \\
\quad \Gamma \cap \bar{F}^\sim \theta = \emptyset \land \\
\quad E \theta \notin \Gamma)\}; \\
\quad \alpha := \alpha + 1; \\
\quad \Delta := (\Delta - d_0 - d_1) \cup d_2; \\
\text{end while;} \\
\text{assert } \Gamma \subseteq \bigcup_{\beta} \text{new}_\beta = M_\beta; \\
\text{conseq}(\theta, \bar{F}) \\
\quad \text{if } \bar{F} = \emptyset \text{ then} \\
\quad \quad \text{return } \{\theta\}; \\
\quad \text{else} \\
\quad \quad \text{select some } F \in \bar{F}; \\
\quad \quad \Psi := \emptyset; \\
\quad \quad \text{for all } \psi \text{ where } \exists D (D \in \Gamma \land D = F^\theta \psi) \\
\quad \quad \quad \Psi := \Psi \cup \text{conseq}(\theta \psi, \bar{F} - \{F\}); \\
\quad \quad \text{end for;} \\
\quad \quad \text{return } \Psi; \\
\text{fi.} \\
\text{keep}(\Gamma, \Delta) := \\
\quad \text{return } \bigcup_{A \leftarrow B \in P} \text{partition}(\Gamma, \Delta, A, \bar{B}^+, \emptyset, \emptyset, \bar{B}^-, \bar{B}^\circ);
partition(\Gamma, \Delta, A, \bar{P}, \bar{D}, \bar{E}, \bar{N}, \bar{I}) : 
if \[] \text{true} \rightarrow 
\text{return}\ partition(\Gamma, \Delta, A, \bar{P} - B, \bar{D}, \bar{E} \cup B, \bar{N}, \bar{I}) \cup 
\bigcup_{\theta \in \Gamma} partition(\Gamma, \Delta, A, (\bar{P} - B)\theta, \bar{D} \cup B\theta, \bar{E}\theta, \bar{N}\theta, \bar{I}\theta)
else 
\text{return}\ check(\Gamma, \Delta, A, \bar{D}, \bar{E}, \bar{N}, \bar{I});
fi

check(\Gamma, \Delta, A, \bar{D}, \bar{E}, \bar{N}, \bar{I}) :
if \exists E (E \in \bar{E} \land \neg \Delta \text{mayCause} E) \rightarrow 
\text{return} \emptyset;
\quad \text{finiteGoal}(I) \rightarrow 
\text{return} \bigcup_{\theta \in I} check(\Gamma, \Delta, A, \bar{D} \theta, \bar{E}\theta, \bar{N}\theta, (\bar{I} \circ I)\theta);
else 
if \exists N (N \in \bar{N} \land N \in \Gamma) 
\text{return} \text{negations}(\Gamma, \Delta, \bar{E}, \bar{N}, \bar{I});
else 
\text{return} \bar{D} \cup \{A\} \cup \text{negations}(\Gamma, \Delta, \bar{E}, \bar{N}, \bar{I});
fi
fi

\text{negations}(\Gamma, \Delta, \bar{E}, \bar{N}, \bar{I}) :
if \exists E (E \in \bar{E} \land \neg \Delta \text{mayCause} E) \rightarrow 
\text{return} \emptyset;
\quad \text{finiteGoal}(I) \rightarrow 
\text{return} \bigcup_{\theta \in I} \text{negations}(\Gamma, \Delta, \bar{E}\theta, \bar{N}\theta, (\bar{I} \circ I)\theta);
else 
\text{return} \bar{N};
fi

\text{Fig. 12. Complete Incremental Interpreter Including Garbage Collection}