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Abstract 
 

The regional income disparities in Brazil are well-known. Since the 1930s, such 

income disparities have declined only slightly. This thesis combines traditional 

economic theory with insights from regional science and economic geography to 

explain the development pattern in Brazil throughout the 20th century, using a 

wide range of data sets. It contributes to the consolidation of the field of New 

Economic Geography because some tools employed in this thesis have not yet had 

widespread use in the literature. The thesis also brings new insights for the 

understanding of Brazilôs development process. The key finding of the thesis is 

that there has been almost time-invariant spatial autocorrelation in Brazilôs growth 

process that impedes the lagging regions from catching up. The reason for this is 

that there is a clear cluster of contiguous rich regions (Southeast and South) ï i.e. 

the core - characterised not only by high real income levels and high market 

potential, but also by the fact that they have the largest markets and are the 

platform of the global economy in Brazil. In contrast, there is another cluster of 

contiguous poor regions (North and Northeast) ï the periphery - that has low real 

income levels, low market potential and low market access. The agglomeration of 

population and economic activity explains the observed concentration pattern. 

Although there were some efforts made through regional development policy to 

narrow the gaps amongst the regions, the agglomeration forces are very strong in 

Brazil. The creation of Brasília did not offset these agglomeration forces, partially 

because place-based policies matter. The creation of Brasilia obviously had major 

implications for Brasilia itself, but did not offset the agglomeration forces that led 

to the dominance of São Paulo. Similarly, investment in other lagging regions 

may not offset the advantages of São Paulo and Rio de Janeiro, but they may 

improve economic conditions in the lagging regions themselves if income 

transfers or subsidies are done for efficient industries.  
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CHAPTER 1 ï INTRODUCTION  

 

1.1. Problem statement 

Brazil is a Federation of 27 States
1
 located in South America. It shares a border 

with most of this regionôs countries, namely French Guiana, Suriname, Guyana, 

Venezuela, Colombia and Peru in the north; Bolivia and Paraguay to the West and 

Argentina and Uruguay in the South. At its East Coast lies the Atlantic Ocean. 

With a total area of about 8.5 million square kilometres, in 2010, its population 

was around 191 million inhabitants and its real GDP was approximately BR$ 

3,678 billion (in BR$ of 2000)
2
.  

 

Figure 1.1: Brazil in South Americaôs Map 

 

Source: www.infoplease.com/atlas/southamerica.html 

                                                 
1
 When considering Distrito Federal as a state. 

2
 The average commercial exchange rate BR$/US$ in 2010 was about R$ 1.76 per US$. This leads 

to a 2010 Real GDP of around US$ 2,090 billion (see IPEA). GDP data and population data are 

from IPEA (Institute of Applied Economic Research) and IBGE (Brazilian Institute of Geography 

and Statistics).   



2 

 

Brazil is well-known for having regional disparities among the highest in the 

world (Silveira-Neto & Azzoni, 2006, and the references therein). Regional 

inequality is important to study given that it limits growth potential and well-

being across regions. This thesis explains the problem of uneven regional 

economic development in Brazil. The understanding of this problem is important, 

especially for Brazil, a country where regional concentration of income and 

economic activity is almost timeless. For example, the share of income and 

population (as a percentage of the nationôs GDP and nationôs population) for the 

two most developed regions were as follows. The southeast region and the south 

region accounted for around 63 percent and 56 percent, and 16 percent and 17 

percent of the nationôs GDP in 1939 and 2008, respectively
3
. With respect to the 

population, these two regions were quite stable as well, varying from around 44 

percent to 42 percent, and from 12 percent to 15 percent from 1940 to 2008, 

respectively.  

 The changes for the other regions were also only slight
4
. The north and 

northeast regions accounted for 3 percent and 5 percent, and 17 percent and 13 

percent of the nationôs GDP in 1939 and 2008, respectively. Regarding 

population, the shares of these two regions doubled from 4 percent to 8 percent 

and declined from 35 percent to 28 percent from 1940 to 2008, respectively. 

When considering the metropolitan area data, the situation of a relatively stable 

pattern of concentration is quite similar: only two metropolitan areas, São Paulo 

and Rio de Janeiro, together, concentrated around 32 percent in 1939 and 26 

percent in 2008 of the nationôs GDP. However, there has been a twofold rampant 

concentration of population in these two metropolitan areas for which, when their 

populations are considered together as a percentage of the national population, 

there has been an increase from about 9 percent in 1940 to 19 percent in 2008.  

 Regarding differences in living standards, over time the ratios of the regionsô 

per capita income to the nationôs are also quite stable. These ratios varied for 

regions from 1939 to 2008 as follows: 1.39 to 1.32 for the southeast; 1.26 to 1.14 

for the south; 0.53 to 0.64 for north; and 0.48 to 0.47 for the northeast. At the 

                                                 
3
 See Brazilôs regions in Figure 2.1, section 2.2 below.  

4
 The only region that appears to have had a relatively large change is Middle-west (also called 

Centre-west). This regionôs shares varied from 2 percent to 9 percent from 1939 to 2008 for GDP; 

from about 3 percent to 7 percent from 1940 to 2008 for population; and from around 0.80 to 1.27 

from 1939 to 2008 for the ratio between this regionôs per capita GDP and the nationôs. These 

changes appear to be correlated with the Brasilia creation in the late 1950s. The economic effects 

of the creation of Brasilia will be analysed in detail in Chapter 6.   
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metropolitan area level, these ratios varied from 3.88 to 1.78 for São Paulo and 

from 3.51 to 0.88 for Rio de Janeiro. Overall, the disparities in income, population 

and living standards in about 1939 resemble those observed in 2008 for these 

three indicators. Therefore, from 1939 to 2008, the changes in regional disparity 

for those three key socio-economic variables seem to be insignificant, especially 

for data at the regional and state levels.  

 Moreover, analysing the 20th century, Marcelo de Paiva Abreu states that, 

ñ(é) overall, despite its structural changes over the 20th century, Brazilôs relative 

position [in the world] remains unchangedò (IBGE, 2006, p. 356). However, 

Brazilôs position has improved hugely since 2000: in contrast to a real GDP 

growth rate of 17 percent only from 1991 to 2000, from 2000 to 2008 Brazilôs real 

GDP growth rate was 35 percent (see Chapter 2 of this thesis, Table 2.1). These 

growth rates allowed Brazilôs GDP to become among the highest in the world and 

Brazil is expected to overtake Britain in 2011 as the worldôs sixth largest 

economy
5
. Considering that better regional equity in Brazil would increase growth 

rates for the regions lagging behind, narrow the income gap between the regions 

as a consequence and also improve overall well-being, the outlined evidence is 

also consistent with findings of econometric models. Consequently, studies to 

explain regional disparities in Brazil, considering various sub-periods since 1939, 

have demonstrated a slow, rather than fast, income convergence nationwide or 

just within the regions (see, for instance, Ferreira, 2000; Magalhães, Hewings & 

Azzoni, 2005; Silveira-Neto & Azzoni, 2006). This pattern is consistent with that 

observed in ómany arenas of the global economyô (McCann, 2008, p. 356; Poot, 

2004, p. 6).  

1.2. Background and Research Objectives 

 The study of regional income disparity in Brazil has typically taken four 

approaches. These approaches mostly use data at the macro-regional and state 

levels. The first approach, which is essentially descriptive, finds that, for the 

whole period considered, the regional disparities are quite stable because changes 

                                                 
5
 See, for instance,  http://www.economist.com/blogs/dailychart/2011/11/focus. 

http://www.telegraph.co.uk/finance/globalbusiness/8860417/Brazil-to-overtake-UK-as-sixth-largest-economy.html
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in the regionsô shares in the nationôs GDP are small (Rolim, 2008; Gomes, 2002)
6
. 

Concluding the analysis of development in Brazil, Gomes (2002, p. 25) states:  

In the pleasant side, there has been convergence of per capita 

GDPs among the Brazilian states, although this has not been true 

for every subperiod between 1947 and 1999. As to the official 

regions (North, Northeast, Center-West, Southeast, and South), the 

trend is less clear, the more so because of troublesome Northeast. 

All in all, in the last half-century, growth at a reasonable speed has 

been the rule for states and regions. Social conditions have also 

improved everywhere. The bad news is that disparities, be they 

economic or social, among regions, states, and municipalities 

remain great. The worn-out expression ñthe two Brazilsò still holds, 

as anyone can testify looking at the map with p. c. GDPs of the 

countryôs municipalities: a divide between a rich South and a poor 

North is easily seen. And, worse than all this, in the last fifteen 

years or so, convergence among state p.c. GDPs has stopped, if not 

been reversed.     

 

 The second approach employs traditional econometric models, namely a 

neoclassical growth model (Barro & Sala-i-Martin, 1992, 2004). First, it finds that 

while inequality within the (macro) regions falls, between the regions it increases. 

Secondly, absolute convergence in income was in place until the 1980sô; since 

then, the convergence process is stable (Azzoni, 1997b; Ferreira, 2000). As 

Ferreira (2000, pp. 484-485) points out,  

 

(é) In the 1970s, a decade of generally high rates of per capita 

income growth, convergence was restricted mainly to the states 

located in the south-east, south and centre west regions (only in 

five of the 15 states located in the north and north-east, the poorest 

regions, the per capita income gap with respect to the national 

average was reduced in this period). After 1980, simultaneously to 

the dramatic reduction in growth rates, the speed of convergence 

among the rich states decelerated, while the poor states, in the 

north and north-east, started to catch up. As a consequence of these 

different influences, the estimates of the speed of absolute and 

conditional convergence moved in opposite directions between the 

two periods. 

  

 The third approach employs Exploratory Spatial Data Analysis (ESDA) 

without any regression modelling (Mossi, Aroca, Fernández & Azzoni, 2003; 

Silveira-Neto & Azzoni, 2006; Gondim, Barreto & Carvalho, 2007). Such studies 

                                                 
6
 For example, Rolim (2008, p. 7, Table 1) found that from 1985 to 2004 the highest change in the 

regional share was that for the southeast region, -4.7 percent (see also Gomes, 2002, p. 10, Figure 

2).   
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found two income clusters in Brazil: a cluster of low income in the northeast and 

another of high income in the southeast; they also found that states with wealthier 

neighbours are more likely to grow faster. So, there is no evidence of national 

convergence. Finally, the fourth approach, which is scarce in the literature, 

acknowledges the role of space and estimates both spatial and conventional 

econometric models. This approach finds that after introducing spatial dependence 

in the analysis of the regional disparity, the convergence rate of income per capita 

is higher and also that there have been clubs of convergence due to spatial 

autocorrelation in Brazilôs growth process (Magalhães, Hewings & Azzoni, 2005; 

Silveira-Neto & Azzoni, 2006; Resende, 2011)
7
. Indeed, Magalhães, Hewings & 

Azzoni (2005, p. 17) note:  

 

(é) it is possible to infer from the results in hand that, although 

some convergence among states is taking place, it seems to be 

more of a regional phenomenon or perhaps some type of club 

convergence than a global convergence process. States like São 

Paulo would be a dominant force in one club while the Northeast 

states would form a second group or club. 

 

 Moreover, by means of a multiple spatial scales study, Resende (2011, pp. 

650-651) found for the period 1991-2000 that the dispersion of per capita income 

decreased 13.2 percent for clubs of rich regions and increased 9.7 percent for 

clubs of poor regions in Brazil. In other words, two conclusions can be drawn 

from the evidence of these four approaches in the literature. First, that national 

convergence is unclear and depends on the chosen sub-period of analysis. 

Secondly, irrespective of the approach used, there is a consensus that the found 

convergence rate is very small, which makes regional disparities almost timeless 

and generates a clear pattern of core-periphery (Brakman, Garretsen & van 

Marrewijk, 2001). The objective of this thesis is to demonstrate the role of second 

nature geography in the growth of regions in Brazil. In doing so, this study argues 

that the latter two literature approaches outlined above explain Brazilôs regional 

disparities more than the former two.   

 

                                                 
7
 These studies also employ a Barro & Sala-i-Martin (1992) growth model, but have a merit of 

incorporating spatial interactions in their regression modelling. 
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1.3. Thesis Relevance 

The development of regions can be explained either by first nature geography or 

second nature geography, or by both. Historically, traditional economic theory 

explains growth and development of regions by ñfirst natureò geography only. 

The ñfirst natureò geography factors include natural resources, climate, soil 

quality, natural harbours, and navigable rivers; to these factors are added 

exogenous factors (e.g. culture, type of management, etc) that lead to differences 

in technology and institutions across regions (Krugman, 1991a, 1991b, 1998; 

Brakman, Garretsen & van Marrewijk, 2001; Mellinger, Sachs & Gallup, 2003; 

Hanson, 2003; Poot, 2004; Bosker, 2008). Many regions lagging behind in Brazil 

are endowed with most of those ñfirst natureò geography factors, which illustrates 

that the traditional economic theory fails in solely emphasising ñfirst natureò 

geography to explain regional disparities.  

 However, the regional science and economic geography literature also 

consider the role of second nature geography. The second nature geography 

factors are a result of interaction between agglomeration forces and diffusion 

forces within and among the regions. Agglomeration forces include access to 

large markets, the presence of a large variety of goods and services, and an 

efficient labour market. Diffusion forces involve congestion, pollution, high 

competition between goodsô suppliers, and higher prices of immobile factors of 

regions such as land and buildings (Mellinger, Sachs & Gallup, 2003; Hanson, 

2003; Poot, 2004; Bosker, 2008). It is the interplay between (some of) the 

elements of the two ñnaturesò of geography that explain regionsô development. 

 This thesis is important in four respects. First, it considers elements of both 

ñfirst natureò geography and ñsecond natureò geography to understand regional 

economic disparities in Brazil. Secondly, although some of the tools of analysis 

employed are considered by the international literature, their use in this thesis for 

Brazilôs economic history is original. Thirdly, several previous studies clearly 

pointed out the regional disparities and concentration of economic activities in 

Brazil, but they do not explain Brazilôs peculiar nature of concentration, i. e. the 

fact that, irrespective of the performance of the national economy, the gaps 

between regions essentially do not narrow. Finally, some of the tools used in this 

thesis (for example, the application of the corrected power law method in the 

analysis of city size distribution using longitudinal metropolitan area data; spatial 
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shift-share methodology, etc) have only received analytical attention in the 

international literature and lack empirical application. At most, their use is in an 

experimental phase and is not yet widespread for empirical investigation among 

scholars. Thus, it is hoped that this thesis will bring more consensus related to the 

validity of these techniques in the theoretical debate in the fields of regional 

science and economic geography.  

 

1.4. Thesis Hypotheses and Research Questions  

This study asks the following questions:  

(1) Why is there still significant concentration of economic activities in Brazil?  

(2) Why, in a span of 70 years, has there been no clear sign of a fall in the 

disparity of the three key socio-economic indicators as shown in 1.1 above?  

  

The posited answers to these questions, which become this thesisô hypotheses, 

are: 

(1) The essentially time-invariant pattern of concentration of economic activities in 

Brazil holds because the patterns of spatial interactions among regions have not 

been changed significantly since the Second World War and earlier; 

(2) The economy needs simultaneous shocks (i.e. more place-based policies) to 

significantly reduce concentration in Brazil;  

(3) The mechanisms of the growth process cannot be clearly detected, so, it is 

difficult to understand how they function in Brazil; 

The rich and accessible databases from IPEA and IBGE allow for application of a 

set of techniques outlined below to test these hypotheses.  

 

1.5. Research Methods and Data Sources 

This thesis combines tools of the traditional economic theory with those from the 

regional science and economic geography literature. From these frameworks, the 

thesis is able to evaluate and test whether the stability of the spatial / regional 

concentration holds in Brazil. To test this regularity, a set of tools has been 

employed. The quantitative methods are as follows: (1) the neoclassical growth 

and convergence method (Barro & Sala-i-Martin, 1992, 2004; Ozgen, Nijkamp & 

Poot, 2010), (2) the power law for size of cities (Gabaix, 1999a, 1999b; Overman 

& Ioannides, 2001; Gabaix & Ioannides, 2003; Ioannides & Overman, 2003; 
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Anderson & Ge, 2005; Gabaix & Ibragimov, 2006; Soo, 2005, 2007; Córdoba, 

2008; Bosker, 2008; The New School, 2010), (3) the classic shift-share 

methodology (Andrikopoulos, Brox & Carvalho, 1990; Selting & Loveridge, 

1994; Ray & Harvey, 1995; Dinc, Haynes & Qiangsheng, 1998; Dinc & Haynes, 

1999, 2005; Yasin, Alavi, Sobral & Lisboa, 2010), (4) exploratory spatial data 

analysis of the shift-share components, Moranôs I and cluster analysis (Moran, 

1950; Cochrane & Poot, 2008) and (5) spatial shift-share (Nazara & Hewings, 

2004; Mitchell, Myers & Juniper, 2005), (6) the Seemingly Unrelated Regression 

(SUR) models (Zellner, 1962) for the levels of GDP, GDP per capita and 

population and for growth of GDP per capita, as well as spatial GDP per capita 

growth models (Barro & Sala-i-Martin, 1992, 2004; LeSage & Pace, 2009; 

Ozgen, Nijkamp & Poot, 2010). The thesis employs quantitative methods and uses 

secondary data obtained mainly from IPEA and IBGE
8
.  

 

1.6. Structure of the thesis  

Chapter 2 outlines the regional science and economic geography theories, as 

opposed to the traditional economic theory. It uses a variety of indicators to 

illustrate why the former two theories explain the regional disparities in Brazil 

better than the latter (which has two main literature branches as pointed out in 

section 1.2). With the support of theoretical interpretation of the evidence, the key 

finding is that the lagging regions in Brazil are so because their disadvantages in 

ñsecond natureò geography outweigh their advantages in ñfirst natureò geography. 

One of the most important elements of economic geography theory related to 

ñsecond natureò geography is increasing returns to scale that arise in a situation of 

a market of monopolistic competition due to agglomeration of economic activities 

(Krugman, 1991a, 1991b). The effects of such agglomeration on regional growth 

are analysed in the Chapter 3, which employs the Glaeser, Kallal, Scheinkman & 

Shleifer (1992) model and related seminal work (Henderson, Kuncoro & Turner, 

1995; Combes, 2000) to test whether agglomeration externalities, such as those of 

Marshall-Arrow-Romer (MAR), Porter, and Jacobs (Marshall, 1890; Arrow, 

1962; Romer, 1986; Jacobs, 1969; Porter, 1990; De Groot, Poot and Smit, 2009) 

play a role in regional growth in Brazil. From a range of modelsô specifications, in 

                                                 
8
 The software packages used in chapters 2 to 6 are Microsoft Excel and Stata, except in chapter 4, 

in which besides these softwares were also used Geographic Information System (GIS). 
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line with MAR and Porter theoretical frameworks, the evidence suggests that 

specialisation is important for regional growth in Brazil.      

 The concentration of economic activity is positively correlated with market 

potential (or market scale, or home market effect) (Krugman, 1995). Chapter 4 

tests the regularity of market potential over the 20th century for the urban areas of 

Brazil by the power law (or the rank-size rule), which was originally introduced 

by Pareto (Gabaix, 1999a, 1999b; Gabaix & Ibragimov, 2006; Eeckhout, 2004, 

2009; The New School, 2010). Despite strong political aspects (e.g. dictatorship, 

1940-1945; 1964-1984; democracy, 1945-1964; 1989-2008), economic (closed 

economy, 1964-84; trade liberalisation, 1989-2008), waves of immigration (e.g. 

the late 1930s) and internal migration (e.g. the creation of Brasilia) that shaped the 

city size distribution in Brazil, the power law still holds
9
. This stochastic growth 

process in Brazil was also confirmed by application of panel unit root tests for the 

whole sample which provided evidence for Gibratôs law from 1984. Chapter 4 

finds that although the absolute value of the power parameter is smaller than 1 

(one is the level predicted by its special case, Zipfôs law), there is convergence to 

1, indicating an increasing concentration of population in the 100 largest urban 

areas in Brazil, which is consistent with the found positive correlation between 

growth of the 100 largest urban areas and their initial sizes since 1940. The 

findings from the power law provide new insights for the understanding of 

concentration of economic activity (or, interregional variation in the market 

potential). This indicates that, unless a significant exogeneous shock occurs, a 

large variation in size of cities for a certain size threshold is expected in Brazil.     

 Chapter 5 uses the traditional shift-share method to analyse growth of 

employment in regions (states) of Brazil. (For this methodôs details, see, for 

example, Dunn, 1960; Esteban-Marquillas, 1972; Arcelus, 1984; Berzeg, 1978, 

1984; Haynes & Machunda, 1987; Selting & Loveridge, 1994; Dinc, Haynes & 

Qiangsheng, 1998; Dinc & Haynes, 1999; Fotopoulos, Kallioras & Petrakos, 

2010.) The key finding is that north and centre-west states grew fastest due to 

better industry-mix
10

 and competitive effects. As the regional science and 

economic geography literature pay particular attention to the effect of spatial 

interaction on growth of regions, this chapter also applies the standard techniques 

                                                 
9
 This includes the traditional power law and its corrected version. 

10
 This is consistent with their lowest averages in Hirschman-Herfindahl Index calculated across 

sectors within the states from 1981 to 2006. 



10 

 

of the exploratory spatial data analysis (ESDA) such as Moranôs I and Moran 

scatterplots (Getis, 1991; Anselin, 1995; Cochrane & Poot, 2008; Le Gallo & 

Kamarianakis, 2010) for two shift-share components, the industry-mix and 

competitive effects, both of which show a positive spatial autocorrelation. The 

analysis is complemented by the most recent development of the shift-share 

method (Nazara & Hewings, 2004), which directly incorporates the role of 

neighbour regions for regionsô growth, from which it was found that the states that 

grew fastest usually performed well in the potential spatial spillover effect and in 

the spatial competitive effect. The latter findings and those from ESDA illustrate 

the role of geographical location for regional growth in Brazil. 

 Chapter 6 uses the urban areas defined in Chapter 4 to test for the economic 

effects of the creation of Brasilia city. Chapter 6 ties up the empirical law 

confirmed in Chapter 4 (the power law) with growth of regions. Two hypotheses 

are tested, i) the regional development policy, and ii) the agglomeration forces 

theory. This thesis test allows for evaluation of whether the effects of 

agglomeration forces (that cause concentration of income and population in the 

two largest cities of São Paulo and Rio de Janeiro) confirmed by the power law in 

Chapter 4 more than offset the effects of large scale regional development policy 

(the creation of Brasilia) on the pattern of economic activity established before 

Brasiliaôs creation (Krugman, 1994; Krugman & Venables, 1995; Skilling, 2001; 

Crawford, 2004; Poot, 2004; McCann, 2009a). Chapter 6 is a natural experiment 

as Brasiliaôs birth was an exogenous shock created by the policy makers to change 

the pattern of concentration of economic activity from the southeast and south 

regions as well as from coastal Brazil to the countryside. The creation of Brasilia 

and the underlining events mark an important change in Brazilôs development 

process: before 1956 Brazil was essentially an agrarian country, but after that 

year, and along with the development polices (industrialisation, infrastructure 

development, and urbanisation) that took place under the term of President 

Juscelino Kubitschek (1956-1961), the countryôs industries were boosted.  

 Using seminal neoclassical works in growth and convergence (Barro & Sala-

i-Martin, 1992, 2004; Ozgen, Nijkamp & Poot, 2010) and employing different 

modelsô specifications, Chapter 6 shows the extent to which the convergence 

model holds for Brazil. The key findings of this chapter are that even though the 

convergence model holds (however, again, the convergence rate is small and falls 
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from about 3 percent to 1 percent from 1949 to 2008), Brasilia either had no effect 

or had a crowding-out effect on the spatial pattern of economic activities 

(measured by GDP per capita) in Brazil, impeding growth of its neighbour 

regions. After the 1960s, Rio de Janeiro lost importance, with a recovery in the 

late 2000s. In 2008, Rio and São Paulo had a similar to each other positive effect 

on growth of GDP per capita of their neighbour regions. The increased 

importance of the largest city of São Paulo is confirmed by an increase in the 

significance level (from 1949 to 1970, and stable since then) of its positive effect 

on growth of neighbouring regions. This finding, therefore, implies that the effects 

of agglomeration forces more than offset those of the policy behind Brasiliaôs 

creation, something that the policy makers did not expect.  

 Finally, Chapter 7 summarises the main findings of the thesis. It evaluates the 

extent to which the regional science and economic geography frameworks better 

explain the persistence of high concentration of income and of economic activity 

in Brazil, briefly considers policy implications of the findings and their caveats, 

and the avenues for future research.  
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CHAPTER 2 - ECONOMIC GEOGRAPHY AND UNEVEN REGIONAL 

SOCIO-ECONOMIC DEVELOPMENT IN BRAZIL  

 

2.1. Introduction 

 This chapter describes the regional economy of Brazil. In doing so, it argues 

that (under)development of Brazilian regions obeys spatial patterns. This 

argument illustrates the limitation of the mainstream neoclassical economic theory 

which ignores that economic activities are not homogeneous in space (Krugman, 

1991a, 1991b, 1998; Brakman, Garretsen & van Marrewijk, 2001 and the 

references therein; Mellinger, Sachs & Gallup, 2003; Fujita & Krugman, 2004
11

). 

However, in recent decades, many scholars have recognised the importance and 

implications of space for the distribution of economic activities and growth of 

regions (Anselin, 1995; Nazara & Hewings, 2004; Autant-Bernard, Mairesse & 

Massard, 2007; LeSage & Pace, 2009). The question asked here is: why are the 

north and northeast regions of Brazil, considering the selected socioeconomic 

variables below, the less developed in the country?  

 This chapter demonstrates that statesô underdevelopment in Brazil is due to 

the fact that the advantages of ñfirst natureò geography are more than offset by 

disadvantages of ñsecond natureò geography for those backward states. For 

example, even though northeast states are coastal states, they still lag behind due 

to their problems with the second nature geography; that is, they cannot benefit 

from agglomeration or cluster economies that arise as a result of economies of 

scale and increasing returns at the firm level, due to lack of market access, given 

that they are located far from the biggest national markets of São Paulo and Rio 

de Janeiro
12

. Within the overall structure of this thesis, this chapter is important 

for two reasons. First, it uses the most extensive and updated regional data in 

Brazil; secondly, it provides theoretical explanations for regional disparities in 

Brazil. These aspects contrast previous descriptive studies which even though 

they do make an effort to analyse data, they do not relate these data to the 

pertinent economic theory. The theoretical approach used in this Chapter is the 

                                                 
11

 The ideas discussed in this Fujita & Krugmanôs paper are similar to those presented in the form 

of a chapter by Krugman in Clark, Feldman & Gertler (2003). 
12

 This problem is known in the literature as a problem of Peripherality. For a discussion of its 

implications for growth both at regional and national levels, see McCann (2003) and the references 

therein, Poot (2004) and Hanson (2003). The latter author does not use the term óPeripheralityô but 

the explanations for agglomeration of economic activity that he provides in some sections of his 

work, focusing on the United States, imply the same idea of óPeripheralityô discussed by the 

former two authors. 
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new economic geography (Krugman, 1995; McCann, 2003; Bosker, 2008) which 

highlights that differences in performance of regional economies depend on 

location factors such as first nature geography and second nature geography. 

 The first nature geography factors include natural resources, climate, soil 

quality, natural harbours, and navigable rivers; to these factors are added 

exogenous factors (e.g. culture, type of management, etc) that lead to differences 

in technology and institutions across regions. The second nature geography 

factors are a result of interaction between agglomeration forces and diffusion 

forces within and among the regions. Agglomeration forces include proximity to 

large markets, the presence of a large variety of goods and services, and an 

efficient labour market. Diffusion forces involve congestion, pollution, high 

competition between goodsô suppliers, and higher prices of immobile factors of 

cities such as land and buildings (Mellinger, Sachs & Gallup, 2003; Hanson, 2003, 

pp. 479-481; Poot, 2004, pp. 7-10; Bosker, 2008, pp. 1-7). This chapter is 

organised as follows. The next section briefly describes the data used and their 

sources. Section 2.3 discusses the indicators selected
13

. Lastly, section 2.4 

provides the concluding remarks.  

 

2.2. Data and Sources 

 To show and discuss the scale of economic concentration in Brazil, the 

regional variation of the following socio-economic indicators is considered: 

income as measured by GDP shares and by per capita GDP; total population and 

population density (or market scale); share of economically active population in 

total population (or labour force participation); human capital proxied by 

education levels (or knowledge intensity); potential unemployment rate (or 

resources underutilisation), average total employment, and labour productivity 

measured by total product (GDP or output) per worker (or efficiency and capital 

intensity); share of manufacturing employment in the total economically active 

population (or manufacturing concentration or industrialisation); size of 

manufacturing firms; electricity consumption per inhabitant as a proxy for 

economic activity (or, resource intensity); poverty rates as measures for a negative 

home market effect (or deprivation); and the Gini Index as a measure of inequality 

(or fairness). These indicators are considered at the national, regional, and state 

                                                 
13

 This selection was determined by data availability. 
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levels of Brazil (for states and regions of Brazil, see Figure 2.1). The data used 

were obtained from two official data sources in Brazil: IPEA ï Instituto de 

Pesquisa Econômica Aplicada (or, Institute of Applied Economic Research, 

www.ipea.gov.br) and IBGE ï Instituto Brasileiro de Geografia e Estatística (or, 

Brazilian Institute of Geography and Statistics, www.ibge.gov.br.). Both sources 

are rich in regional socio-economic data about Brazil.  

 

Figure 2.1: States and Regions in Brazil
14

 

 

 
Note: Center West stands for Centre-west. 

 

Source: http://www.brazilmycountry.com/brazil-map.html#regions%20map 

  

                                                 
14

 In this thesis, middle-west and centre-west expressions are used interchangeably. 

http://www.brazilmycountry.com/brazil-map.html#regions%20map
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2.3. Descriptive Results 

2.3.1. Gross Domestic Product, GDP 

 Total GDP data (see Table 2.1) indicate that there is great disparity in the 

proportion of national income across states and regions. However, there is 

evidence of convergence in the form of a decline in the share of São Paulo, Rio de 

Janeiro and Minas Gerais. In 1939, São Paulo alone accounted for approximately 

one-third of the national GDP. When considering the location of this state, 

southeast, it is found, in 1939, that just three states ï São Paulo, Rio de Janeiro, 

and Minas Gerais ï represented more than 60 percent of the nationôs income. On 

the other hand, there were a limited number of states that had similar income 

shares. For example, Table 2.1 shows that only Rio Grande do Sul achieved an 

income share comparable to one of the states in the southeast region, namely 

Minas Gerais. Outside of the southeast and south regions, the two states that had a 

considerable income share are found in the northeast. These states are Bahia and 

Pernambuco, both of which had almost identical shares in national income in 

1939. Overall, the southeast and south regions, together, accounted for 

approximately 80 percent of income in Brazil at that time (see Table 2.1). 

 Except for some convergence, with the share of the southeast and south 

declining to 73 percent by 2008, the described pattern did not significantly change 

from 1939 to 2008. Most changes observed were small changes within the 

regions. For example, in the southeast, São Paulo and Espírito Santo increased 

their national income shares at the expense of a loss of Rio de Janeiroôs and Minas 

Geraisôs national income shares. This situation was reversed in the south region as 

the leading state of Rio Grande do Sul, lost rather than gained its national income 

share at the expense of Paraná and Santa Catarina which had increases in their 

national income share, but the overall share of income for the southern region 

remained practically unchanged between 1939 and 2008.  

 Outside the southeast and south regions, Bahia managed to keep its share in 

national income, Pernambuco faced a half-decline, approximately, in its share 

from 1939 to 2008. Other north, northeast, and centre-west states kept very low 

income shares, except the young Distrito Federal. This state, from almost zero 

share in 1960, reached a share comparable to that of Bahia State in 2008. Bahia is 

an old and prominent state in the northeast. Overall, evidence shows that there has 

been a modest convergence over the period, but this convergence process seems 
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to apply between the regions only, rather than within the regions and the nation 

simultaneously (see also Mossi, Aroca, Fernández & Azzoni, 2003).  

 Even though the southeast experienced a decline in its share, it still has the 

highest share (see Table 2.1). The increase in north and middle-west shares 

coincides with a fall in northeast share. The northeast region, however, is a 

backward region. This pattern is known in the literature as Kuznets hypothesis 

which argues that during the development process of a country, the regions (or 

groups of people) that have lower shares of income in the early stages of the 

countryôs development tend to increase their shares over time, which reduces 

inequality (Kuznets, 1955). 

 

Table 2.1: Evolution of States and Regionsô GDP Shares, 1939-2008 
State 1939 1950 1960 1970 1980 1991 2000 2008 

Acre - - - 0.13% 0.12% 0.13% 0.15% 0.22% 

Amazonas 1.09% 0.72% 0.85% 0.69% 1.11% 1.68% 1.71% 1.54% 

Amapá - - - 0.11% 0.08% 0.16% 0.18% 0.22% 

Pará 1.57% 1.00% 1.38% 1.10% 1.55% 2.04% 1.72% 1.93% 

Rondônia - - - 0.10% 0.27% 0.42% 0.51% 0.59% 

Roraima - - - 0.03% 0.04% 0.09% 0.10% 0.16% 

Tocantins - - - 0.00% 0.17% 0.18% 0.22% 0.43% 

North Region 2.66% 1.71% 2.23% 2.16% 3.34% 4.71% 4.60% 5.10% 

Alagoas 0.91% 0.85% 0.81% 0.68% 0.66% 0.71% 0.64% 0.64% 

Bahia 4.45% 3.78% 4.23% 3.80% 4.33% 4.40% 4.38% 4.01% 

Ceará 2.09% 2.09% 1.96% 1.44% 1.54% 1.83% 1.89% 1.98% 

Maranhão 1.25% 0.79% 1.10% 0.82% 0.84% 0.81% 0.84% 1.27% 

Paraíba 1.33% 1.47% 1.42% 0.71% 0.65% 0.85% 0.84% 0.85% 

Pernambuco 4.41% 3.86% 3.47% 2.91% 2.53% 2.89% 2.64% 2.32% 

Piauí 0.87% 0.43% 0.41% 0.37% 0.38% 0.46% 0.48% 0.55% 

Rio Grande do Norte 0.79% 0.90% 0.89% 0.54% 0.63% 0.78% 0.84% 0.84% 

Sergipe 0.63% 0.48% 0.49% 0.43% 0.39% 0.64% 0.54% 0.64% 

Northeast Region 16.73% 14.65% 14.78% 11.71% 11.96% 13.37% 13.09% 13.11% 

Distrito Federal - - 0.04% 1.26% 1.99% 2.32% 2.69% 3.88% 

Goiás 1.19% 1.17% 1.41% 1.52% 1.70% 1.88% 1.97% 2.48% 

Mato Grosso do Sul - - - - 1.09% 0.99% 1.08% 1.09% 

Mato Grosso 0.95% 0.62% 1.01% 1.09% 0.61% 0.91% 1.22% 1.75% 

Middle-West Region 2.14% 1.79% 2.46% 3.87% 5.39% 6.10% 6.95% 9.20% 

Espírito Santo 1.21% 1.31% 1.05% 1.18% 1.47% 1.66% 1.96% 2.30% 

Minas Gerais 10.26% 10.53% 9.97% 8.28% 9.42% 9.52% 9.64% 9.32% 

Rio de Janeiro 20.34% 18.96% 17.04% 16.67% 13.73% 12.28% 12.52% 11.32% 

São Paulo 31.10% 34.76% 34.71% 39.43% 37.71% 35.25% 33.67% 33.08% 

Southeast Region 62.91% 65.55% 62.76% 65.55% 62.34% 58.71% 57.79% 56.02% 

Paraná 2.95% 4.90% 6.41% 5.43% 5.76% 5.87% 5.99% 5.91% 

Rio Grande do Sul 10.33% 8.97% 8.78% 8.60% 7.93% 7.74% 7.73% 6.58% 

Santa Catarina 2.27% 2.43% 2.59% 2.68% 3.29% 3.49% 3.85% 4.07% 

South Region 15.56% 16.29% 17.77% 16.71% 16.97% 17.11% 17.57% 16.56% 

Brazilôs Total GDP* 
(billion BR$ of 2000)  46.7 77.9 136.2 285.3 760 931.9 1101.3 1569.4 

Note: Statesô shares as well as Regionsô shares sum 100% separately. GDP data are in real terms. 

Before 1970, GDP data for Rondônia and Roraima states and for the Acre State (the three then 

named territories) are included in the Amazonas State, so for this period the Amazonasô GDP is 

the overall GDP for the four states. Distrito Federal was inaugurated in 1960, therefore it does not 

have data as a separate state prior to that date. On the other hand, over the same period, GDP data 

for Amapá are included in Pará (IPEA). Until 1970, GDP data for Mato Grosso also includes Mato 

Grosso do Sul which implies that Mato Grossoôs GDP is also the overall for these two states; the 

separation of the two states with a birth of Mato Grosso do Sul was on 1 January 1979, even 
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though the official law for separation was approved on 11 October 1977 (www.citybrazil.com.br). 

Before 1980, GDP data for Goiás also includes Tocantins; IPEA provides Tocantins GDP data for 

1980, but the official separation between these two states which culminated in birth of Tocantins 

State was in 1988 (www.citybrazil.com.br).  

*Note: The annual commercial average exchange rate Brazilian Real per United States Dollar 

(BR$ per US$), for example, was 1.8302 real per dollar for 2000 and 1.8346 real per dollar for 

2008 (IPEA); thus, Brazilôs real GDP grew approximately from US$ 601.7 billion in 2000 to US$ 

855.4 billion in 2008.    

 

2.3.2. Per capita Real Gross Domestic Product 

 Table 2.2 compares the evolution of statesô, regionsô and nationôs per capita 

GDP. Over the 1939-2008 period, real economic growth (in terms of growth in 

real GDP per capita) in Brazil was 3.1 percent per annum on average. In 1939, 

Rio de Janeiro, not São Paulo, was the state with the highest per capita GDP. In 

that year, only five (out of 27) states, namely Rio de Janeiro, São Paulo, Rio 

Grande do Sul, Paraná, and Mato Grosso (in this order), had a per capita GDP 

higher than the nationôs. Over the period, there had been a considerable increase 

in statesô per capita GDP for all states. However, even though north and northeast 

states also had a growth in their per capita GDP, they still fell behind the national 

average.  

 There were only eight states that performed better than the nation, with 

Distrito Federal, Santa Catarina, and Espírito Santo joining the 1939 short-list in 

2008. In this group of eight states, there was a dramatic change: São Paulo 

overtook Rio de Janeiro from 1960 to 2008, but the former state was, in turn, 

surpassed by Distrito Federal from 1970. Distrito Federal benefited by in-

migration of some of Brazilôs highly skilled labour (see how this state performs in 

human capital indicators, Figures 2.2 and 2.3 below) due to transfer of the 

countryôs capital from Rio de Janeiro to Bras²lia in 1960. While Distrito Federal 

started with a per capita GDP that was approximately 0.20 relative to the nationôs 

in 1960, with an annual average growth rate of 9.2 percent, it reached a per capita 

GDP level that was almost three times relative to the nationôs in 2008, which 

makes Distrito Federalôs income levels óuncommonlyô high by Brazilian 

standards.   

 Mato Grosso, Rio Grande do Sul, Paraná, São Paulo, and Rio de Janeiro 

performed better than the nation from 1939 to 2008 in terms of per capita GDP. 

Due to their real income levels, those states had either an identical or lower annual 

average growth rate relative to the nation (see Table 2.2). In contrast, some states 

with lower per capita GDP over the period compared to the nationôs, had the 
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highest average annual growth rates (higher than 3.3%). They were Tocantins, 

Sergipe, Goiás, Espírito Santo, Minas Gerais, and Santa Catarina (up to 1970). 

Additionally, two of the poorest regions, middle-west and north, but not northeast, 

had average annual growth rate higher than the nationôs (see Table 2.2). This 

evidence also supports convergence hypothesis.  

 

Table 2.2: Evolution of States and Regionsô real per capita GDP versus Brazil, 

1939-2008 
 

 

State 
1939 1950 1960 1970 1980 1991 2000 2008 

Average 
Annual growth 
rate, earliest 

year to 2008
15

 

Acre - - - 1.70 2.93 2.99 3.14 5.12 2.9% 

Amazonas 0.88 0.82 1.18 2.06 5.91 7.46 7.15 7.25 3.1% 

Amapá - - - 2.80 3.52 5.18 4.29 5.71 1.9% 

Pará 0.44 0.67 1.16 1.45 3.46 3.83 3.15 4.14 3.3% 

Rondônia - - - 2.67 4.17 3.47 4.27 6.20 2.2% 

Roraima - - - 2.30 3.97 4.02 4.09 6.13 2.6% 

Tocantins - - - - 1.74 1.84 2.11 5.29 4.1% 

North Region 0.55 0.65 1.03 1.50 3.84 4.38 4.08 5.29 3.3% 

Alagoas 0.33 0.61 0.86 1.22 2.54 2.64 2.56 3.22 3.3% 

Bahia 0.47 0.61 0.96 1.45 3.48 3.45 3.67 4.34 3.3% 

Ceará 0.56 0.61 0.80 0.94 2.21 2.68 2.89 3.68 2.8% 

Maranhão 0.46 0.39 0.60 0.79 1.61 1.54 1.68 3.16 2.8% 

Paraíba 0.42 0.67 0.96 0.85 1.79 2.46 2.72 3.55 3.2% 

Pernambuco 0.64 0.89 1.14 1.61 3.13 3.78 3.81 4.17 2.7% 

Piauí 0.45 0.32 0.43 0.62 1.33 1.64 1.94 2.78 2.7% 

Rio Grande do Norte 0.44 0.73 1.03 0.99 2.54 3.03 3.46 4.25 3.3% 

Sergipe 0.52 0.59 0.88 1.37 2.59 3.99 3.40 5.06 3.4% 

Northeast Region 0.50 0.64 0.90 1.19 2.61 2.93 3.08 3.88 3.0% 

Distrito Federal - - 0.36 6.71 12.88 13.48 14.67 23.80 9.2% 

Goiás 0.69 0.76 0.98 1.47 4.14 4.37 4.37 6.67 3.4% 

Mato Grosso do Sul - - - - 6.06 5.18 5.76 7.34 0.7% 

Mato Grosso 1.10 0.92 1.51 1.95 4.04 4.20 5.55 9.28 3.1% 

Middle-West Region 0.82 0.87 1.26 2.43 6.02 6.03 6.69 10.55 3.8% 

Espírito Santo 0.73 1.20 1.20 2.10 5.51 5.94 7.22 10.47 3.9% 

Minas Gerais 0.59 1.04 1.39 2.06 5.35 5.64 6.07 7.37 3.7% 

Rio de Janeiro 2.33 3.16 3.46 5.29 9.24 8.93 9.90 11.19 2.3% 

São Paulo 1.99 2.96 3.64 6.33 11.45 10.40 10.20 12.66 2.7% 

Southeast Region 1.45 2.27 2.79 4.69 9.16 8.72 8.99 10.96 3.0% 

Paraná 1.23 1.80 2.04 2.24 5.74 6.48 6.95 8.76 2.9% 

Rio Grande do Sul 1.45 1.68 2.19 3.68 7.75 7.89 8.45 9.51 2.8% 

Santa Catarina 0.97 1.21 1.64 2.63 6.89 7.17 8.21 10.54 3.5% 

South Region 1.31 1.62 2.04 2.89 6.78 7.20 7.82 9.45 2.9% 

Brazil 1.04 1.50 1.93 3.06 6.39 6.35 6.63 8.28 3.1% 

Note: GDP data are in thousands of BR$ in 2000. The assumptions made for statesô total GDP 

data in the note beneath Table 2.1 above also hold. Therefore, before 1970 Amazonas state per 

capita GDP is the overall per capita GDP for Rondônia, Roraima, Acre, and Amazonas states. On 

the other hand, over the same period, per capita GDP for Pará is the overall per capita GDP for 

both Amapá and Pará states. Until 1970, per capita GDP for Mato Grosso is the overall per capita 

GDP for both Mato Grosso and Mato Grosso do Sul. Before 1980, per capita GDP for Goiás is the 

overall per capita GDP for both Goiás and Tocantins states.  

  

                                                 

15
 The expression used for calculations of growth rate is Ὣ Ὡ ρ ρzππ, where yt-T 

and yt are the earliest and the latest yearôs GDP per capita and T is the time period between both 

years.  
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2.3.3. Population 

 Population data show that the northern states of Brazil are relatively less 

inhabited. The low levels of income in those states are therefore not surprising. 

However, there are states with low income even though they are highly populated. 

For instance, Bahia was the third most populated (see Table 2.3) in 1940 but it 

was ranked fifth in 1939 income share (see Table 2.1). The population distribution 

across states did not change between 1920 and 2008 though there were some 

changes in ranking among the top six states of São Paulo, Minas Gerais, Bahia, 

Rio de Janeiro, Pernambuco, and Rio Grande do Sul
16

. These states are leading 

states in their regions in terms of income. This finding is consistent with the 

argument of a circular causality between population and the location of economic 

activities: economic activities tend to agglomerate in regions with high population 

levels (home market effect); and population levels, in turn, tend to be high in 

regions with concentration of economic activities (Krugman, 1991a, 1991b, 1995; 

Brakman, Garretsen & van Marrewijk, 2001; Fujita & Krugman, 2004; Capello & 

Nijkamp, 2009). Table 2.3 reinforces the finding of the home market effect as the 

regions with the highest shares are those that also have some of their states among 

the top ten at the national level in both population and income.  

 Besides the home market effect of population size, modern economic 

geography suggests that population density is important too. The data in Table 2.4 

show that all states increased their population density levels from 1920 to 2008. 

Two findings can be drawn. First, the richest states of southeast and of northeast 

are among those with the highest density levels in all years. This is consistent with 

the previous findings of a circular causation for agglomeration (Krugman, 1991a, 

1991b, 1995; Brakman, Garretsen & van Marrewijk, 2001; Fujita & Krugman, 

2004; Capello & Nijkamp, 2009).  

  

                                                 
16

 This apparent regularity for population distribution will be tested in terms of the theory of the 

rank-size rule in Chapter 4. 
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Table 2.3: Evolution of the Shares of the States and Regions in Brazilôs 

Population, 1920-2008 
State 1920 1940 1950 1960 1970 1980 1991 2000 2008 

Acre 0.30% 0.19% 0.19% 0.23% 0.23% 0.25% 0.28% 0.33% 0.36% 

Amazonas 1.14% 1.01% 1.01% 1.02% 1.03% 1.20% 1.43% 1.59% 1.76% 

Amapá 0.12% 0.07% 0.07% 0.10% 0.12% 0.15% 0.20% 0.28% 0.32% 

Pará 3.09% 2.22% 2.22% 2.20% 2.33% 2.86% 3.37% 3.61% 3.86% 

Rondônia 0.08% 0.03% 0.03% 0.10% 0.12% 0.41% 0.77% 0.79% 0.79% 

Roraima 0.03% 0.03% 0.03% 0.04% 0.04% 0.07% 0.15% 0.16% 0.22% 

Tocantins 0.36% 0.40% 0.40% 0.48% 0.56% 0.62% 0.63% 0.70% 0.68% 

North Region 5.12% 3.96% 3.94% 4.16% 4.43% 5.56% 6.83% 7.46% 7.99% 

Alagoas 3.19% 2.31% 2.31% 1.80% 1.71% 1.67% 1.71% 1.65% 1.65% 

Bahia 10.87% 9.50% 9.50% 8.48% 8.05% 7.94% 8.08% 7.91% 7.65% 

Ceará 4.30% 5.07% 5.07% 4.73% 4.68% 4.44% 4.34% 4.33% 4.46% 

Maranhão 2.85% 3.00% 3.00% 3.53% 3.21% 3.36% 3.36% 3.30% 3.33% 

Paraíba 3.13% 3.45% 3.45% 2.86% 2.56% 2.33% 2.18% 2.05% 1.97% 

Pernambuco 7.03% 6.52% 6.52% 5.86% 5.54% 5.16% 4.85% 4.60% 4.61% 

Piauí 1.99% 1.98% 1.98% 1.83% 1.80% 1.80% 1.76% 1.66% 1.65% 

Rio Grande do Norte 1.75% 1.86% 1.86% 1.65% 1.66% 1.60% 1.65% 1.62% 1.64% 

Sergipe 1.56% 1.32% 1.32% 1.08% 0.97% 0.96% 1.02% 1.05% 1.05% 

Northeast Region 36.67% 35.00% 34.55% 31.81% 30.18% 29.25% 28.94% 28.15% 28.00% 

Distrito Federal 0.13% 0.17% 0.17% 0.20% 0.58% 0.99% 1.09% 1.21% 1.35% 

Goiás 1.30% 1.61% 1.61% 2.29% 2.60% 2.62% 2.74% 2.98% 3.08% 

Mato Grosso do Sul 0.43% 0.58% 0.58% 0.82% 1.07% 1.15% 1.21% 1.24% 1.23% 

Mato Grosso 0.32% 0.45% 0.45% 0.47% 0.64% 0.96% 1.38% 1.46% 1.56% 

Middle-West Region 2.18% 2.81% 3.07% 3.78% 4.89% 5.72% 6.42% 6.89% 7.22% 

Espírito Santo 1.49% 1.82% 1.82% 1.68% 1.72% 1.70% 1.77% 1.79% 1.82% 

Minas Gerais 19.20% 16.33% 16.33% 13.88% 12.33% 11.24% 10.72% 10.53% 10.47% 

Rio de Janeiro 8.83% 8.76% 8.76% 9.50% 9.66% 9.49% 8.72% 8.39% 8.37% 

São Paulo 14.98% 17.41% 17.41% 18.37% 19.08% 21.04% 21.51% 21.88% 21.63% 

Southeast Region 44.50% 44.32% 43.37% 43.43% 42.79% 43.47% 42.73% 42.60% 42.29% 

Paraná 2.24% 3.00% 3.00% 6.06% 7.44% 6.41% 5.75% 5.71% 5.59% 

Rio Grande do Sul 7.12% 8.05% 8.05% 7.72% 7.16% 6.53% 6.22% 6.07% 5.72% 

Santa Catarina 2.18% 2.86% 2.86% 3.04% 3.12% 3.05% 3.09% 3.11% 3.19% 

South Region 11.53% 13.91% 15.07% 16.81% 17.71% 15.99% 15.07% 14.89% 14.50% 

Brazilôs Total 
Population (millions 

of people) 30.7 41.2 52.0 70.6 93.1 119.0 146.8 166.1 198.6 

Note: Before 1960, a backcast for Distrito Federalôs population was done.  

Statesô shares as well as Regionsô shares sum 100% separately. 

 

 

 Secondly, there are some poor states with relatively high density levels in 

all years (e.g. Alagoas and Sergipe). These states are agricultural. This result is 

also in line with the literature (Krugman, 1991a, 1991b). Krugman (1991a, 1991b) 

develops a simple two-region model in which agglomeration may arise in a region 

specialising in agriculture activities due to economies of scale associated with 

non-mobile inputs, share of income spent in manufactured goods and transport 

costs. The transport costs parameter determines regional convergence or regional 

divergence in the long-run version of Krugmanôs model. The evolving distribution 

of population in Brazil is consistent with this model. The poor states in Brazil are 

agricultural, with less developed infrastructure, and they have small scale 
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manufacturing
17

. In 2008, comparison between the nation and regions shows that 

while the Amazonian region (north region and a part of centre-west) was still 

relatively less inhabited with very low population density, the economically most 

important regions of southeast and south had a density around four and two times 

of Brazilôs, respectively. 

 

Table 2.4: Evolution of States and Regionsô Population Density versus Brazil, 

1920-2008 
State 1920 1940 1950 1960 1970 1980 1991 2000 2008* 

Acre 0.62 0.54 0.75 1.05 1.41 1.97 2.73 3.55 4.14 

Amazonas 0.23 0.27 0.32 0.46 0.61 0.92 1.33 1.68 2.14 

Amapá 0.24 0.60 0.28 0.50 0.82 1.26 2.02 3.21 4.29 

Pará 0.78 0.74 0.93 1.26 1.77 2.77 3.95 4.81 5.87 

Rondônia 0.07 0.14 0.15 0.29 0.46 2.02 4.75 5.55 6.29 

Roraima 0.03 0.05 0.08 0.13 0.18 0.34 0.97 1.22 1.84 

Tocantins 0.40 0.58 0.76 1.18 1.82 2.58 3.30 4.19 4.61 

North Region 0.40 0.45 0.54 0.77 1.07 1.72 2.59 3.22 3.93 

Alagoas 34.26 33.30 39.45 46.05 57.43 71.48 90.00 98.44 112.59 

Bahia 6.32 7.40 8.60 10.70 13.38 16.89 20.92 23.28 25.68 

Ceará 8.98 14.07 18.23 22.54 29.71 36.02 43.50 49.41 56.75 

Maranhão 2.53 3.57 4.82 7.69 9.22 12.31 14.79 16.51 19.00 

Paraíba 17.19 25.43 30.29 32.88 42.26 49.14 56.57 60.31 66.28 

Pernambuco 21.71 27.08 34.61 42.09 52.51 62.49 72.04 77.52 88.99 

Piauí 2.48 3.33 4.15 4.94 6.70 8.52 10.23 10.96 12.40 

Rio Grande do Norte 10.25 14.65 18.24 22.02 29.24 35.82 45.31 50.58 58.82 

Sergipe 22.14 25.16 29.25 34.57 40.95 51.85 67.66 79.26 91.22 

Northeast Region 7.38 9.45 11.61 14.44 18.26 22.61 27.27 30.15 34.15 

Distrito Federal 6.88 12.04 13.76 24.38 93.14 203.93 275.00 347.56 441.82 

Goiás 1.05 1.75 2.83 4.55 6.81 8.79 11.78 14.56 17.19 

Mato Grosso do Sul 0.31 0.68 0.86 1.65 2.85 3.91 4.97 5.76 6.54 

Mato Grosso 0.13 0.18 0.24 0.38 0.68 1.29 2.24 2.68 3.27 

Middle-West Region 0.43 0.65 0.99 1.67 2.86 4.27 5.85 7.13 8.53 

Espírito Santo 11.95 20.26 25.30 30.19 35.08 44.37 56.31 64.73 74.92 

Minas Gerais 9.92 11.50 11.53 16.81 19.71 22.97 26.76 29.82 33.84 

Rio de Janeiro 62.64 82.90 109.13 154.94 207.71 260.75 291.68 318.14 362.55 

São Paulo 18.62 29.04 37.03 52.34 71.85 101.25 126.96 146.47 165.24 

Southeast Region 14.80 20.01 22.40 33.57 43.37 56.31 67.66 76.53 86.73 

Paraná 3.49 6.18 10.56 21.56 34.81 38.33 42.31 47.63 53.13 

Rio Grande do Sul 7.65 12.20 15.57 20.37 24.91 29.06 33.95 37.48 40.39 

Santa Catarina 7.04 12.40 16.55 22.43 30.39 38.00 47.59 54.25 63.24 

South Region 6.13 10.11 13.95 21.14 29.35 33.86 39.22 43.91 48.77 

Brazilôs Total 
Population Density 3.61 4.90 6.08 8.35 11.02 14.08 17.21 19.55 22.27 

Note: Population Density (Average) for each state is the ratio between stateôs population and 

stateôs area (in square kilometers). The Distrito Federal misses value for the area for the first three 

years of the table. It was assumed the area of 1960 subtracting it from the area of Goiás state so the 

total nationôs area remained unchanged.  

*Note: For 2008, the currently (April 2011) reported area on the IBGE website has been used; the 

reported total area of Brazil from IBGE is slightly higher by 12,148 square kilometres than the 

sum of its states areas. For 2008, it was used the reported total area to calculate the national 

density. For the other years, the area of Brazil is equal to the sum of its statesô areas. 
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 For instance, individually, these poor states, which are mostly located in north and northeast 

regions, had from 1981 to 2007 an average share in manufacturing employment at the regional and 

national levels of up to 11 and 1 percent only, respectively. For Tocantins state, those average 

shares were calculated for the period 1992-2007 due to missing data. 
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2.3.4. Share of Economically Active Population
18

 in Total Population 

 Table 2.5 shows the distribution of the share of economically active 

population in total population (i.e., the labour force participation rate). The pattern 

is similar to other indicators as some of the states and regions have the highest 

shares in this indicator as well as in others. Excluding 1920 and 1940, there is a 

positive correlation between labour force participation rate and real income per 

capita. For both these indicators, the southeast and south regions have the highest 

levels while the north and northeast present the lowest levels (compare rows of 

these regions in Tables 2.2 and 2.5).  

 Since 1940, the development process has created disparities in labour force 

participation rates across states (see Table 2.5). In that year, the states with the 

highest rates of labour force participation (and with at least 63 percent which was 

the nationôs rate) were São Paulo, Rio de Janeiro, Pará, Rondônia, Rio Grande do 

Sul, Bahia, Paraná, Tocantins, Roraima, and Mato Grosso. Five of these states 

were among those with the highest real per capita income in 1939; and while the 

other five states had a very low per capita income in 1939, their annual average 

growth rate of income per capita from 1939 to 2000 was above the nationôs.  

 In 2000, the states with the highest labour force participation rates (and even 

much higher than the nationôs rate of 46.6 percent) are Santa Catarina, Rio Grande 

do Sul, Distrito Federal, Roraima, Espírito Santo, São Paulo, Paraná, Goiás, Mato 

Grosso, and Minas Gerais. Again, six of these states are among those with the 

highest real income per capita in 2000, with three of the other four having an 

equal or higher annual average growth rate of real income per capita from 1939 to 

2000 compared to the nationôs and despite the fact that their level for that 

indicator (real income per capita) was lower than the nationôs. These findings are 

consistent with the new economic geography literature as high labour force 

participation reinforces the home market (or, high market potential for states and 

                                                 
18

 According to IPEA, ñEconomically active population involves people who during all the 12 

months or part of them prior to the date of the Census had done paid work, paid by money and/or 

goods or commodities including under licence, with remuneration for disease, with scholarships, 

etc, and those without remuneration that usually have worked 15 hours or more per week in an 

economic activity helping the person with whom they resided, or in a care institution or 

cooperative or, yet, as learners, interns, etc. Also considered in this condition were people aged 10 

years or more who did not work in the 12 months prior to the reference date of the Census but in 

the last two months have been actively seeking workò (IPEA). 
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regions) (Krugman, 1991a, 1991b, 1995; Brakman, Garretsen & van Marrewijk, 

2001; Clark, Feldman & Gertler, 2003; Capello & Nijkamp, 2009).   

 

Table 2.5: Evolution of States and Regionsô Labour Force Participation Rate 

versus Brazil, 1920-2000 
State 1920 1940 1950 1960 1970 1980 1991 2000 

Acre 37.9% 60.9% 63.1% 30.0% 30.0% 30.9% 34.4% 39.3% 

Amazonas 28.9% 60.7% 61.9% 29.5% 28.2% 31.1% 32.6% 41.0% 

Amapá 25.0% 58.1% 65.4% 27.5% 25.5% 28.0% 31.9% 39.4% 

Pará 27.0% 65.0% 64.6% 30.7% 28.6% 30.2% 32.9% 40.2% 

Rondônia 44.1% 64.5% 66.6% 31.7% 30.5% 34.9% 38.2% 46.6% 

Roraima 23.9% 63.0% 63.3% 26.6% 28.0% 33.8% 38.8% 50.9% 

Tocantins 26.7% 63.1% 63.3% 30.0% 28.5% 28.2% 33.9% 42.0% 

North Region 28.2% 63.4% 63.8% 30.2% 28.5% 30.5% 33.7% 41.4% 

Alagoas 22.3% 57.7% 61.0% 33.4% 30.4% 30.9% 34.1% 39.8% 

Bahia 24.2% 63.8% 62.4% 32.4% 30.7% 32.1% 35.1% 42.7% 

Ceará 21.5% 58.6% 61.4% 31.2% 28.8% 32.4% 35.6% 41.5% 

Maranhão 24.5% 62.2% 63.1% 31.7% 32.5% 32.7% 32.2% 39.6% 

Paraíba 22.0% 61.0% 62.3% 29.5% 28.3% 30.4% 34.5% 41.2% 

Pernambuco 23.2% 59.9% 63.6% 31.5% 29.2% 33.2% 35.5% 42.5% 

Piauí 22.0% 60.0% 61.6% 29.4% 28.8% 30.8% 34.0% 41.7% 

Rio Grande do Norte 22.3% 61.9% 62.6% 28.9% 26.5% 31.3% 34.9% 40.7% 

Sergipe 24.5% 62.3% 63.6% 34.0% 29.5% 31.0% 35.6% 42.4% 

Northeast Region 23.1% 61.1% 62.4% 31.5% 29.7% 32.0% 34.7% 41.6% 

Distrito Federal - - - - 33.2% 40.2% 43.7% 51.0% 

Goiás 22.2% 60.0% 62.3% 30.5% 29.7% 35.1% 41.2% 48.2% 

Mato Grosso do Sul 25.4% 61.9% 62.1% 31.0% 30.8% 36.7% 40.5% 47.5% 

Mato Grosso 23.2% 63.0% 61.9% 30.5% 31.2% 33.8% 39.8% 47.9% 

Middle-West Region 23.0% 60.9% 62.2% 29.0% 30.6% 36.1% 41.2% 48.5% 

Espírito Santo 25.2% 61.0% 64.4% 29.7% 28.6% 35.1% 40.4% 50.7% 

Minas Gerais 21.4% 61.7% 62.2% 30.5% 30.1% 35.4% 40.4% 47.7% 

Rio de Janeiro 31.6% 66.3% 69.6% 32.2% 32.4% 38.2% 42.0% 48.1% 

São Paulo 23.9% 66.3% 68.1% 34.8% 35.9% 41.6% 44.0% 50.2% 

Southeast Region 24.4% 64.4% 66.2% 32.7% 33.1% 39.0% 42.6% 49.2% 

Paraná 22.9% 63.4% 63.4% 33.0% 32.9% 37.5% 42.8% 49.0% 

Rio Grande do Sul 22.2% 63.9% 65.3% 32.8% 34.0% 41.2% 45.2% 51.2% 

Santa Catarina 24.0% 62.2% 62.1% 29.9% 30.4% 37.4% 43.5% 51.9% 

South Region 22.7% 63.4% 64.2% 32.4% 32.9% 39.0% 43.9% 50.5% 

Brazil 23.9% 63.0% 64.4% 32.0% 31.7% 36.3% 39.8% 46.6% 

Note: Distrito Federal has missing values for the first four years of the table. 
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2.3.5. Human Capital 

 Two measures of education act as proxies for Human Capital
19

. The first is 

the literacy rate (100 minus the percentage of illiterate people aged 15 years and 

older)
20

. The average of this indicatorôs annual data from 1980 to 2006 has been 

taken (see Figure 2.2). This indicates that, given its development level (e.g. until 

the middle of the 1950s, Brazil was essentially an agrarian country), Brazil has a 

relatively high (approximately 83 percent; see the reference line in Figure 2.2) 

literacy rate. However, there is a strong variation across its states and regions. For 

instance, while the ratios between the following statesô average and the nationôs 

average is approximately 1.11 for Distrito Federal and Rio de Janeiro, 1.10 for 

São Paulo, Santa Catarina, Rio Grande do Sul, Roraima, Amapá, and Amazonas, 

it is only 0.80 for Ceará and Paraíba, 0.78 for Maranhão, 0.74 for Piauí, and 0.73 

for Alagoas
21

. Therefore, there are huge gaps in literacy across Brazilian states.  

 

                                                 
19

 For these two human capital variables, the series is discontinuous starting from 1970. To 

calculate an average for a continuous series, the period from 1980 to 2006 was considered. The 

average calculated for these two variables for the 1970-2000 period using decadal data provided 

no significantly different result. 
20

 According to IPEA, the rate of illerate people is ñthe percentage of people aged 15 years and 

older who know neither reading nor writing of a simple noteò.  
21

 The latter five states are Brazilôs northeast states. For a discussion about the negative effects of 

low human capital for the northeastôs development, see also The Economist (2011), 

http://www.economist.com/node/18712379.  
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Figure 2.2: Average Literacy Rate: Brazil and its States, 1980-2006

 

 

 The second human capital measure is the average years of schooling for the 

population aged 25 years old or more. The average of this indicatorôs annual data 

from 1980 to 2006 has been taken (see Figure 2.3). The results are different from 

those of the literacy rate. For the schooling indicator, the average for Brazil from 

1980 to 2006 is 5.11 schooling years only (see reference line in Figure 2.3), which 

is very low compared to that suggested by the information on literacy taking into 

account the fact that the age range between the two variables differs.  

 Additionally, there are great differences across states as well as between 

statesô performance when compared to the nationôs average. For example, the 

ratio between the following states and the nation for this indicator is 

approximately 1.49 for Distrito Federal, 1.28 for Rio de Janeiro, 1.18 for São 

Paulo, 1.17 for Roraima, 1.15 for Amapá, 1.13 for Amazonas, 1.10 for Rio 

Grande do Sul, and 1.06 for Santa Catarina. On the other hand, this ratio for some 

of the other states fell quite a long way behind; approximately 0.77 for Sergipe, 

0.74 for Paraiba, 0.71 for Bahia, 0.69 for Tocantins, 0.68 for Ceará, 0.65 for 

Alagoas, 0.60 for Maranhão and Piauí. These latter eight states apart from 
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Tocantins
22

 are located in the northeast region and are the lagging ones 

nationwide, which shows that both human capital indicators are consistent with 

the picture for population distribution, income, and economic activities in Brazil.   

 

Figure 2.3: Average of schooling years: Brazil and its States, 1980-2006

 

2.3.6. Unemployment and Productivity 

 

2.3.6.1. Potential Unemployment Rate 

 Table 2.6 shows that from 1981 to 2007 the nationôs potential unemployment 

rate was quite stable. However, at regional level, all regions (except southeast and 

south) had a fall with northeast, middle-west and southeast having an ñUò pattern. 

In 1981, three (out of 5) regions had national standard in their potential 

unemployment rates, but the other two regions were against the nation: for the 

north region, the rate was as high as 70 percent and for the south region was about 

31 percent. This variation was also observed at state level. Overall, for instance, in 

1981, excluding Distrito Federal, the highest potential unemployment rates, from 

                                                 
22

 This state is located in the north region but is among the poorest states in Brazil, and it shares a 

border with three northeast states, two of which are among the poorest in both the northeast region 

and the nation (see Figure 2.1, and Tables 2.1 and 2.2). 
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66 percent to 74.1 percent, were observed in northern states. On the other hand, in 

1981, when considering a cut-off of 40 percent, the lowest potential 

unemployment rates (and smaller than the national average) were observed in 

three south states, in southeast states (except Rio de Janeiro) as well as in most 

northeast states (e. g. Sergipe, Piauí, Maranhão, Bahia, and Ceará) and middle-

west state of Mato Grosso do Sul.  

 While in the south and southeast (except São Paulo and Rio de Janeiro) the 

potential unemployment rates were quite stable during the period, in the lagging 

regionsô states of middle-west, northeast, and north, the rates declined 

significantly. In 2007, the potential unemployment rates were the lowest in 

lagging states (e. g. Tocantins, Rondônia) and all regions (except the leading 

region of southeast) had potential unemployment rates smaller than the national 

average. Overall, the states with a significant decrease in potential unemployment 

rate (or, with highest decrease in underutilization of resources, including human 

resources) were those with lower income per capita (or, lower market potential). 

This finding is consistent with Brazilôs development and convergence hypothesis 

(Kuznets, 1955; Barro & Sala-i-Martin, 2004).  
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Table 2.6: Evolution of States and Regionsô Potential Unemployment Rate, 1981-

2007 

 
State 1981 1991 1999 2007 

Acre 73.2%   23.1% 

Amazonas 63.6%   34.5% 

Amapá 70.3%   32.1% 

Pará 74.1%   39.6% 

Rondônia 70.8%   21.4% 

Roraima 71.2%   24.7% 

Tocantins* 66.0%   17.2% 

North Region 70.0% 54.2% 63.4% 33.7% 

Alagoas 40.4%   34.3% 

Bahia 37.9%   40.0% 

Ceará 39.8%   40.4% 

Maranhão 37.4%   24.0% 

Paraíba 42.4%   34.7% 

Pernambuco 40.2%   46.2% 

Piauí 37.1%   22.2% 

Rio Grande do Norte 46.0%   30.5% 

Sergipe 29.2%   28.4% 

Northeast Region 39.2% 29.1% 26.6% 37.1% 

Distrito Federal** 73.2%   44.4% 

Goiás 53.2%   36.4% 

Mato Grosso do Sul 36.3%   22.5% 

Mato Grosso 45.3%   28.1% 

Middle-West Region 40.4% 32.4% 29.1% 34.2% 

Espírito Santo 37.1%   40.4% 

Minas Gerais 36.5%   35.7% 

Rio de Janeiro 44.2%   55.3% 

São Paulo 39.9%   44.6% 

Southeast Region 40.0% 32.8% 34.4% 44.7% 

Paraná 29.3%   33.2% 

Rio Grande do Sul 31.4%   32.3% 

Santa Catarina 32.8%   27.5% 

South Region 30.9% 23.6% 24.2% 31.6% 

Brazil 40.4% 31.4% 47.1% 39.4% 

 

Note: The considered definition of potential unemployment rate is: (population minus children 

aged 14 and under minus persons aged 65 and over minus employment) divided by (population 

minus children aged 14 and under minus persons aged 65 and over). However, due to lack of data, 

there are the following restrictions: the population of both children aged 14 and under and of 

people aged 65 and over was not taken for Tocantins in 1981. 1991 and 1999 miss data by age 

group for the state level. The calculated potential unemployment rate is higher than the actual 

unemployment rate due to the fact that there were people employed or occupied in family 

businesses or farm who were considered unemployed.   

 

Note: *From 1981 to 1991, employment data for Goiás is Goiás+Tocantins. To disaggregate these 

two states, the average percentage of Tocantinsô employment share on Goi§sô employment from 

1992 to 2007 for the period 1981-1991 was assumed, and was subtracted the equivalent 

employment volume in Goiás employment. Employment was defined as the number of employed 

or occupied people in a paid professional occupation (IPEA). For details about the sectoral 

composition of employment across states, regions, and Brazil, see Chapters 3 and 5 below. In 

1981, to split Tocantinsô population from Goi§sô population was assumed the proportion of the 

former state on the latter in 1980.   

 

Note: **In 2007, due to lack of data, the proportion of children aged 14 or less and of people aged 

65 or more in Goi§s state was assumed for Distrito Federal in calculation of the latter statesô 

potential unemployment rate.  
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2.3.6.2. Employment 

 Figure 2.4 shows the statesô average total employment
23

 from 1981 to 2006. 

There are very few states that supplied a significant share of national employment. 

São Paulo was the state with the highest average employment (around 14.5 

million out of the 65.2 million national average). The remaining 26 states can 

basically be slotted into three groups. The first group is a limited number of seven 

states that follow São Paulo state
24

, namely (with their averages estimates, in 

millions, in brackets): Minas Gerais (7.3), Rio de Janeiro (5.5), Bahia (5.0), Rio 

Grande do Sul (4.7), Paraná (4.2), Pernambuco (3.0), and Ceará (2.8). This is a 

group of the usual southeast-south states and the three leading northeast states.  

 Two reference lines for 1 million and 2.5 million total employment averages 

were inserted in Figure 2.4. The second group of states, cannot reach a barrier of 

2.5 million but are able to ñbreak a barrierò of 1 million average total 

employment. These seven (with their averages estimates, in millions, in brackets) 

are: Santa Catarina (2.4), Maranhão (2.2), Goiás (1.9), Pará (1.4), Espírito Santo 

(1.3), Paraíba (1.3), and Piauí (1.2). For some of these states, these levels are a 

good achievement relative to their size. Finally, the third group is made up of the 

12 states which cannot reach 1 million average of total employment; some of 

which ñlackò economic activities, especially in the northern region of Brazil. 

These findings are consistent with the patterns shown by income and the other 

indicators. 

                                                 
23

 For employment, education, and Gini data for Tocantins state, there is no data from 1981 to 

1990, a period for which a backast was done. To fill the missing years of 1991, 1994, and 2000 for 

all states as well as for Brazil, the average between the two neighbouring years of the missing 

years has been taken. 
24

 However, the total employment average for these states is significantly smaller than that of São 

Paulo state. For example, the ratio between S«o Pauloôs employment average and Minas Geraisôs 

(which ranks second in Brazil in this indicator), is approximately 2.  



30 

 

Figure 2.4: Average Total Employment (million people): Brazilôs States, 1981-

2006 

 
Note: Over the same period, the average total employed population in Brazil was approximately 

65.2 million. 

 

 Following the discussion of employment, it is important to consider labour 

productivity. The results from Table 2.7 partially contradict those from Figure 2.4. 

Although northern states ñlackò economic activity, most of them had productivity 

levels higher than those observed for the national level and also comparable with 

those of the states of the most developed regions. In 1991, for instance, Amapá 

and Roraima - two unimportant states in terms of their shares in national income - 

had the ratio between their labour productivity and the nationôs equal to 

approximately 1.5 and 1.1, respectively. And also for 1991, this productivity ratio 

between Amapá and Rio de Janeiro as well as between Roraima and Rio Grande 

do Sul was equal to one. This performance, however, was not repeated in the 

years that followed for these two northern states because their employment 

growth rates were higher than their GDP growth rates.  

 The picture from the other regions is not surprising: overall, productivity 

levels are low in the northeast, and these levels are smaller than those observed at 
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national level. In contrast, the southeast-south and centre-west
25

 regions had high 

productivity levels. In particular, São Paulo and Rio de Janeiro had productivity 

levels much higher than those for the nation. These findings are consistent with 

the well-known regional disparity in Brazil (Ferreira, 2000; Azzoni, 2001; Mossi, 

Aroca, Fernández & Azzoni, 2003; Silveira-Neto & Azzoni, 2006). 

 

Table 2.7: Evolution of Labour Productivity: States versus Brazil, 1980-2007 
State 1980* 1991 2000 2007 

Acre 20 12 11 11 

Amazonas 29 28 25 18 

Amapá 22 22 14 14 

Pará 23 20 12 9 

Rondônia 21 14 15 11 

Roraima 22 16 11 12 

Tocantins 4 4 4 9 

North Region 19 18 14 11 

Alagoas 8 7 7 8 

Bahia 10 9 9 10 

Ceará 6 7 6 7 

Maranhão 5 4 3 6 

Paraíba 6 6 7 8 

Pernambuco 9 10 9 10 

Piauí 4 4 4 5 

Rio Grande do Norte 8 8 8 9 

Sergipe 7 10 8 10 

Northeast Region 8 7 7 8 

Distrito Federal 68 32 34 51 

Goiás 12 11 9 13 

Mato Grosso do Sul 15 12 12 13 

Mato Grosso 12 9 11 17 

Middle-West Region 18 15 14 20 

Espírito Santo 14 13 15 20 

Minas Gerais 15 13 13 14 

Rio de Janeiro 24 22 24 26 

São Paulo 28 24 23 26 

Southeast Region 23 20 20 22 

Paraná 14 14 14 16 

Rio Grande do Sul 17 16 16 17 

Santa Catarina 16 15 16 18 

South Region 16 15 16 17 

Brazil 17 15 15 17 

 

Note: Labour Productivity is GDP per unit of labour. For 1980, due to lack of employment data, 

the ratio between GDP of 1980 and Employment of 1981 was taken. This may be a problem for 

the results as states performed better than should be expected in the first column with data in this 

table. GDP data are in BR$ of 2000 (thousand). 

 

 

                                                 
25

 Distrito Federal stands with the growing and highest productivity levels. For example, the ratio 

between this stateôs productivity and the nationôs grew from 2.13 in 1991 to 3 in 2007. This is not 

a surprise when considering the finding regarding the human capital for this state which plays a 

key role for statesô income levels (for a quick understanding, see Figure 2.3 above).  
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2.3.7. Share of Manufacturing Employment in the Total Economically Active 

Population 

 Table 2.8 shows that from 1970 to 1995, the share of manufacturing 

employment in the total economically active population followed an inverted U-

shaped curve in Brazil. This is also true for all regions and 20 states. However, the 

levels vary across states and regions. Given that the north, northeast and middle-

west had the lowest shares of manufacturing in the total economically active 

population, this result indicates a skewed distribution of manufacturing 

employment, favouring southeast and south regions in Brazil. Indeed, in 1970, 

while southeast and south had 14 percent and 8 percent, respectively, in their 

shares of manufacturing employment in the total economically active population, 

the other regions had either 3 percent or 4 percent only. There was only a slight 

decrease in the gap of this indicator across regions because, in 1995, the southeast 

and south still had 11 percent and 12 percent, respectively, against either 4 percent 

or 5 percent only for each of the other regions.    

 These disparities are much clearer when considering the state-level data. In 

1970, the states with the highest share of manufacturing employment in the total 

economically active population were (in this order): São Paulo, Santa Catarina, 

Rio de Janeiro, Rio Grande do Sul, Amapá, Minas Gerais, and Pernambuco. Of 

these states, four had much higher shares than the national average and there was 

a huge gap between these four statesô indicator and those with the lowest. 

Eighteen states had the lowest shares (up to 4 percent only), in 1970, and were 

mostly north, northeast, and middle-west states.  

 In 1995, the states with the highest shares of manufacturing employment in 

the total economically active population were (in this order): Rio Grande do Sul, 

Santa Catarina, São Paulo, Paraná, Minas Gerais, Rio de Janeiro, Espírito Santo, 

Alagoas, and Amazonas. The first seven states are located in southeast and south 

regions while the latter two are northeast and north states, respectively. On the 

other hand, among the other 18 states, eight had either 1 percent, 2 percent or 3 

percent   (these are north and northeast states, excluding the middle-west state of 

Distrito Federal), and the remaining ten had either 4 percent or 5 percent (these 

are north and northeast states, excluding the middle-west states of Goiás, Mato 

Grosso do Sul, and Mato Grosso).  
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 Therefore, overall, analysing all years in Table 2.8, the conclusion is that 

manufacturing (as percentage of total economically active population) is 

concentrated either in south and southeast states or in a limited number of seven 

states from the other regions, namely Amazonas, Amapá, Pará, Rondônia, 

Alagoas, Rio Grande do Norte, and Pernambuco. These results are consistent with 

the Marshal-Arrow-Romer (MAR) hypothesis which argues that agglomeration of 

economic activities in the regions arises due to knowledge externalities. These 

knowledge externalities, in turn, either boost or hurt growth of regions depending 

on whether the agglomerated activities are specialised or diverse (Glaeser, Kallal, 

Scheinkman & Shleifer, 1992; Henderson, Kuncoro & Turner, 1995; Combes, 

2000; McCann, Mameli & Faggian, 2008; De Groot, Poot & Smit, 2009). 

 

Table 2.8: Evolution of the Shares of States and Regionsô Manufacturing 

Employment in the Total Economically Active Population, 1970-1995 
State 1970 1975 1980 1985 1995 

Acre 1% 1% 2% 2% 2% 

Amazonas 4% 7% 13% 12% 7% 

Amapá 7% 7% 7% 5% 1% 

Pará 4% 5% 7% 5% 5% 

Rondônia 4% 5% 5% 5% 5% 

Roraima 3% 4% 3% 2% 2% 

Tocantins 1% 1% 1% 1% 1% 

North Region 4% 5% 7% 6% 5% 

Alagoas 4% 6% 7% 6% 7% 

Bahia 3% 3% 5% 4% 2% 

Ceará 3% 4% 6% 6% 4% 

Maranhão 1% 1% 2% 2% 1% 

Paraíba 3% 4% 5% 4% 4% 

Pernambuco 6% 7% 8% 7% 5% 

Piauí 1% 2% 2% 2% 2% 

Rio Grande do Norte 4% 5% 8% 6% 4% 

Sergipe 4% 5% 7% 6% 3% 

Northeast Region 3% 4% 5% 5% 3% 

Distrito Federal 2% 4% 3% 3% 2% 

Goiás 3% 4% 5% 5% 4% 

Mato Grosso do Sul 3% 4% 5% 4% 4% 

Mato Grosso 2% 2% 5% 4% 5% 

Middle-West Region 3% 4% 5% 4% 4% 

Espírito Santo 5% 7% 9% 8% 7% 

Minas Gerais 6% 7% 10% 9% 8% 

Rio de Janeiro 12% 13% 14% 11% 7% 

São Paulo 20% 23% 26% 21% 14% 

Southeast Region 14% 16% 19% 16% 11% 

Paraná 5% 7% 9% 8% 8% 

Rio Grande do Sul 10% 14% 16% 15% 15% 

Santa Catarina 14% 17% 22% 19% 15% 

South Region 8% 12% 14% 13% 12% 

Brazil 9% 11% 13% 11% 8% 
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2.3.8. Size of Manufacturing Firms 

 Figure 2.5 shows that the average size of manufacturing firms from 1970 to 

1995 was 22 employees per manufacturing firm in Brazil (see reference line in 

Figure 2.5). However, there were some states that surpassed Brazilôs average size. 

These were (with their employees per manufacturing firm in brackets and in this 

order): Amazonas
26

 (44.83), Alagoas (32.33), São Paulo (31.67), Rio de Janeiro 

(28.67), and Pernambuco (22.5). Over the same period, these states, excluding 

Alagoas, were among those with the highest shares in national income and highest 

per capita income in their regions. The remaining 22 states are divided in two 

groups.  

 The first group involves 13 states where manufacturing firms average 

between 15.5 and 20.17 employees. The second group includes nine states that 

had 15 employees or fewer per manufacturing firm and were located in north, 

northeast, and middle-west regions. Overall, these results show that in Brazil 

firmsô competition is only slight as for around only half the states (not for at least 

about 20 states), the average manufacturing firm is small (using a cut-off of fewer 

than 15.5 employees per manufacturing firm). As a result, Porterôs hypothesis is 

only partially supported. It claims that within the regions, competition of 

specialised firms, rather than competition of diverse firms, promotes regional 

growth (Glaeser, Kallal, Scheinkman & Shleifer, 1992; Henderson, Kuncoro & 

Turner, 1995; Combes, 2000; McCann, Mameli & Faggian, 2008; De Groot, Poot 

& Smit, 2009)
27

.   

  

                                                 
26

 The Amazonas performance in this indicator is due to a manufacturing belt in this stateôs capital, 

Manaus. 
27

 This theoretical support for both Marshal-Arrow-Romer (MAR)ôs and Porterôs theories of 

knowledge externalities will be tested by econometric models in Chapter 3.  
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Figure 2.5: The Average Size of Manufacturing Firms: Brazil and its States, 

1970-1995 

 
Note: Manufacturing firm size is the ratio between manufacturing employment and manufacturing 

establishments. There are only six observation points for manufacturing establishments: 1907, 

1970, 1975, 1980, 1985, and 1995. To hold the regularity of a 5-year observation, an interpolation 

for manufacturing establishments for 1990 was done before the calculations of the manufacturing 

firm sizes. Due to a lack of disaggregated data, the first year of the series was excluded. Tocantins 

misses manufacturing employment in 1990 for which a backcast was done using this stateôs 

manufacturing employment from 1992 to 2007.  

 

2.3.9. Electricity Consumption per inhabitant 

 A real measure of the level of economic activity that is free from possible 

ñnoisesò is the average electricity consumption per inhabitant. As expected, the 

role of São Paulo in Brazil is clearly shown in Figure 2.6 below, where São Paulo 

has the highest average electricity consumption per inhabitant (approximately 

1.72 million megawatts hour) from 1961 to 2004. This electricity consumption 

level is consistent with S«o Pauloôs employment levels and its most developed 

manufacturing (sectoral data not shown here; for details, see Chapters 3 and 5 

below) in Brazil.  

 As with the other indicators, there are few states that match São Paulo state. 

The second ranked state, Rio de Janeiro, fell quite far behind: the average 

electricity consumption per inhabitant for Sao Paulo state is approximately 1.19 

times that of Rio de Janeiro. Minas Gerais, Santa Catarina, Espírito Santo, and 

Distrito Federal follow. These six states were higher than the national average, 
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which was approximately 1.012 million megawatts hour (see the reference line for 

this value in Figure 2.6). All the other states had their averages below the national 

average.  

 However, there are 13 states that were able to break a barrier of 0.5 million 

megawatts hour per inhabitant, which are (approximated values are in brackets) 

Rio Grande do Sul (0.94), Paraná (0.84), Pará (0.70), Bahia (0.609), Alagoas 

(0.602), Maranhão (0.60), Mato Grosso do Sul (0.597), Sergipe (0.581), Goiás 

(0.575), Pernambuco (0.55), Amapá (0.542), Amazonas (0.538), and Mato Grosso 

(0.535). The latter three states (Amapá, Amazonas, and Mato Grosso) were 

closely followed by the other eight states which had much lower (fewer than 0.5 

million megawatts hour) averages as a consequence of their very low levels of 

economic activity - associated with their low levels of income, even though those 

three latter states (Amapá, Amazonas, and Mato Grosso) have had high 

population density, especially since 1970 (see Table 2.4). The states with averages 

fewer than 0.5 million megawatts hour are essentially located in a contiguous 

north-northeast land area. Unless a huge shock occurs, firms will not choose these 

states as a location for their businesses. South Americaôs map of lights at night 

supports these results (see Figure 2.7). In sum, this indicator supports the 

argument of the role of initial conditions: firms tend to settle where others have 

already established; in turn, this attracts more companies to those locations 

(Krugman, 1991a, 1991b, 1995; Hanson, 2003).    
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Figure 2.6: Average Electricity Consumption per Inhabitant: Brazil and its States, 

1961-2004 

 
Note: Mato Grosso and Mato Grosso do Sul: the data for these two states are aggregated from 

1961 to 1975. Since the latter state has much higher electricity consumption than the former, to fill 

the missing values over this period, three steps procedure was employed: first, it was imputed the 

electricity consumption of Mato Grosso into Mato Grosso do Sulôs row. Second, it was filled the 

Mato Grosso cells by assuming that the average consumption share of this state over the period 

1976 to 2004 was also observed from 1961 to 1975. Finally, it was replaced values for Mato 

Grosso do Sul by the difference between the imputed ones for this state and those estimated for 

Mato Grosso in the previous step. Regarding Tocantins, to fill the missing values from 1961 to 

1988, it was assumed that the average share of this stateôs electricity consumption in Goi§s 

consumption between 1989 and 2004 was also observed for the period from 1961 to 1988 to which 

a backast was done; then it was adjusted Goiás consumption over the period from 1961 to 1998 by 

taking from it the estimated electricity consumption for Tocantins. These adjustments kept the 

national electricity consumption unaltered. There is a missing value in 1997 for Distrito Federal 

which was filled by the average electricity consumption between 1996 and 1998. The data for 

electricity consumption is annual from 1961 to 2004; however, there are missing years for 

population data. Annual population data was obtained by interpolation for the missing years. The 

interpolation obeyed the pattern showed by population data from the sources. 
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Figure 2.7: South America at night 

 

Note: The light in the south of Brazil is from Brazilôs southern neighbour countries and that in the 

northwest is also from Brazilôs neighbours in that region, not from Brazilôs northern states (for 

details of countriesô location in South America, see Figure 1.1). The image was taken on October 

23, 2000 and re-published in June 2011 (http://earthobservatory.nasa.gov/IOTD/view.php?id=896; 

http://geology.com). 

Source: NASA; http://geology.com. 

 

2.3.10. Poverty Rates
28

  

 Poverty rates are considered as measures for a negative home market effect 

(or deprivation). Figure 2.8 shows that all states in Brazil have reduced their 

poverty rates which indicates an improvement in local market potential. However, 

when considering the poverty level of Brazil as a reference, there are basically 

three groups of states. The first group involves northeast states: Alagoas, Piauí, 

                                                 
28

 According to IPEA, the poverty rate is measured as ñthe percentage of total population with 

domicile per capita income below the poverty line. The poverty line considered is the double of the 

extreme poverty line, an estimate of the value of a food basket with the minimum calories needed 

for an adequate individual living based on FAO and WHO recommendationsò (IPEA). There are 

missing data for 1991, 1994, and 2000 for which interpolation was done. Until 1991, Tocantins 

has missing values. 

http://earthobservatory.nasa.gov/IOTD/view.php?id=896
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Rio Grande do Norte, Sergipe, Bahia, Ceará, Maranhão, Paraíba, and 

Pernambuco. The second group includes northern states: Tocantins, Amapá, Pará, 

and also Acre since 1999. These two groups of states had poverty levels higher 

than the nationôs average. The third group includes southeast-south states: Espírito 

Santo, Minas Gerais, Rio de Janeiro, São Paulo, Paraná, Rio Grande do Sul, and 

Santa Catarina as well as the centre-west states: Distrito Federal, Goiás, Mato 

Grosso do Sul, and Mato Grosso. The states in the third group had much lower 

poverty rates than the national average. This finding shows a vicious circle: 

poverty is regionalised and its incidence is prominent in regions with the lowest 

levels in both income and economic activity; these regions are less urbanised 

(more agricultural), and have very low levels of human capital, which in turn 

reinforces poverty through a negative effect of low human capital on income. 

 

Figure 2.8: Poverty Rates (Percentage): Brazil and its States, 1981-2009 
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2.3.11. Inequality 

 Figures 2.9 and 2.9a-2.9e show a variation in inequality across states and 

regions
29

 versus Brazil, annually from 1981 to 2006. Looking at Brazilôs figure, 

even though since 2000 the inequality indicator started to fall reaching its lowest 

levels in the time series, it is still high, at 0.56. The overall picture is that in all 

Brazilian regions there are states that presented inequality levels comparable with 

the nationôs towards the end of the period. North and northeast regions had 

comparable levels of inequality and since the middle of the 1990s, states 

ñclusteredò in the same range of inequality, that is, inequality dispersion became 

smaller.  

 In contrast, in the south, all states showed inverted U-shaped inequality 

behaviour: inequality rose from 1981 to 1990 and then started to fall. Paraná and 

Rio Grande do Sul presented inequality levels higher than those of Santa Catarina. 

In the centre-west and southeast, when excluding the former region Distrito 

Federal, which had a rising inequality over the series, states within the regions had 

convergent inequality levels. The inequality levels to which states (particularly in 

the southeast region) and Brazil were converging were similar. In sum, inequality 

within Brazilian states remained high despite falling in the last seven years of the 

series, at above 0.50 for Brazil and for 26 states
30

. 

  

                                                 
29

 The Gini Index is one of standard measures for inequality, ranging from zero to one. The higher 

the Gini Index, the higher the country or regionôs inequality.  
30

 The only state with the smallest and more ñacceptableò inequality is Santa Catarina. 
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Figure 2.9: Gini Indexes: Brazil, its States and Regions, 1981-2006 

 
 

Figure 2.9a: North Region 
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Figure 2.9b: Northeast Region 

 

 

Figure 2.9c: Centre-west Region 
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Figure 2.9d: Southeast Region 

 

 

Figure 2.9e: South Region 
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2.4. Conclusion 

 This chapter assessed socio-economic regional data, mostly from 1920 (or 

1939) to 2008 in Brazil. The patterns observed are consistent with the new 

economic geography and spatial economic theory (Anselin, 1995; Krugman, 

1991a, 1991b; Brakman, Garretsen & van Marrewijk, 2001; Nazara & Hewings, 

2004; LeSage & Pace, 2009), as opposed to the mainstream neoclassical a-spatial 

economic theory (Sandroni, 1994
31

; Varian, 1992). Although no structural model 

has been estimated in this chapter, three main conclusions can be drawn from the 

descriptive data analysis.  

 First, the path followed by Brazil has changed dramatically over  the 20th 

century. Since the middle of the 20th century, the descriptive spatial data analyses 

indicate that there is no clear sign of a catch-up of the lagged regions as the 

improvement of these regions is only slight over the analysed period, and the 

finding seems to indicate a redistribution of income within the regions only.  

 Secondly, the concentration of economic activity and the resulting increase in 

regional income disparities in Brazil worsened from 1939 to 1950; then slightly 

improved from 1950 to 1960. From the latter year to the decades that followed, it 

worsened again. The decades 1960s and 1970s coincide with industrialisation in 

Brazil. The industrialisation process in Brazil was perverse because it 

concentrated investments in the southern regions, in part due to political power of 

these regions, which then stimulated in-migration of skilled workers from other 

regions searching for higher wages in the southern regions. This internal 

migration left the lagging regions with much less skilled labour. As a 

consequence, the spatial pattern of the Brazilian economy has changed, and the 

descriptive data show that there is no clear sign of a reversal because the change 

towards regional balance in Brazil is insignificant.  

 Thirdly, it was found that despite their coastal location, many states  are still 

poor because the advantages of their location are more than offset by the 

disadvantages of smaller (lack of) home market as well as poor access to the 

largest national markets due to distance and infrastructure underdevelopment. The 

next four chapters (Chapters 3 to 6) empirically test the extent to which these 

findings are true using the new economic geography and spatial economic theory 

                                                 
31

 See, for example, entries for economics scholars David Ricardo (1772-1823), Carl Menger 

(1840-1921), and William Stanley Jevons (1835-1882).  
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as theoretical frameworks. These chapters contribute to the economic and regional 

science literature by discussing hitherto unexplored issues and methodologies 

regarding the evolution of regional economies in Brazil, an important emerging 

country in the world, therefore a relevant experiment in economic and regional 

sciences. In short, these chapters provide new insights for the understanding of 

some of the established laws (or theories) and those of which their robustness is 

still being tested.  
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CHAPTER 3 ï AGGLOMERATION EXTERNALITIES AND 1981 -2006 

REGIONAL GROWTH IN BRAZIL  

 

3.1. Introduction  

Regional income convergence is a key area of debate among economists (Barro 

& Sala-i-Martin, 2004). If regions with a lower real income per capita grow faster 

than those with a higher real income per capita, economic growth can reduce 

interregional income inequality within a country. A standard model that explains 

the role of knowledge externalities in such convergence is the Glaeser et al. 

(1992) model (Glaeser et al., 1992; Henderson et al., 1995; Combes, 2000). Using 

a simple Cobb-Douglas production function, this model shows that the growth 

rate of employment is positively related to growth of technological knowhow and 

negatively related to the growth rate of wages. Assuming that wages are spatially 

equalised, employment growth differentials are then explained by the region-

specific impact of knowledge externalities due to regional specialisation, 

competition and diversity, based on the theories of Marshall-Arrow-Romer 

(MAR), Porter, and Jacobs. The Glaeser et al. (1992) model aims to quantify each 

of these effects separately. 

The theories advocated by Romer (1986) and Porter (1990) argue that the 

concentration of specialised industries in an area tends to benefit growth in that 

area because knowledge externalities enhance the productivity of clustered 

firms.
32

 In contrast, Jacobs (1969) argues that a cluster of specialised industries in 

a specific area can actually reduce growth because specialisation tends to inhibit 

competition among firms, thereby limiting regional growth potential. When 

competition among firms is limited, there is no place for diversity and the effects 

of knowledge will be impeded insofar as not reaching out to broader sectors. 

Thus, the expected relationship between manufacturing industry employment 

growth and dynamic knowledge externalities and competition is ambiguous 

because it depends on whether the adopted perspective is that of MAR, Porter or 

Jacobs (De Groot et al., 2009, p. 264). 

Despite the international acceptance and utilisation of the Glaeser et al. (1992) 

empirical model of the impact of these knowledge externalities, the model has not 

yet been applied to the case of Brazil. The present chapter therefore estimates the 

                                                 
32

 These theories are summarised in Glaeser et al. (1992), Henderson et al. (1995) and De Groot et 

al. (2009). 
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model for Brazil. There has been significant income convergence among Brazilian 

states in recent decades. This chapter focuses on the role played by knowledge 

externalities on growth in manufacturing industry employment and, by 

implication, real incomes over the period 1981 to 2006. While there are many 

studies of economic growth, convergence and regional income inequality in 

Brazil, none to date has adopted the Glaeser et al. (1992) model. A number of 

common empirical estimation approaches are employed, based on cross-section 

data, panel data and pooled-periods cross-section data. 

The chapter is structured as follows. The following section discusses the 

background literature on regional income convergence in Brazil. Section 3.3 

provides a descriptive analysis of regional growth in Brazil. Section 3.4 describes 

the data used and their sources. Section 3.5 reports and discusses the regression 

results. Lastly, section 3.6 provides concluding comments.  

 

 3.2. Literature 

Regional income convergence in Brazil has been widely studied. The 

literature has taken four approaches. The first approach estimates regression 

models using cross-section data. These regressions utilise the growth of per capita 

income over a given period in a region as the dependent variable and assume that 

this is negatively related to initial per capita income. This negative relationship is 

referred to as beta convergence (Azzoni, 1999, 2001, 2003; Silveira-Neto & 

Azzoni, 2006; Resende, 2011). Other predictors of growth are investment, 

education and the size of labour force (Ferreira, 2000). Other regressions explain 

per capita income of Minimum Comparable Areas (MCA) in terms of education, 

demographic indicators and the ratio of public expenditure over revenue of these 

areas (Rangel et al., 2008). These studies find evidence in favour of absolute 

income convergence across Brazilôs states.  

Additionally, an analysis of economic growth between 1970 and 2000 

explains growth in terms of a range of demographic and socioeconomic indicators 

(essentially education, per capita capital, and the crime rate). This study, by 

Coelho & Figueiredo (2007), focuses on municipalitiesô per capita income growth. 

Brauch & Monasterio (2007) focus on income convergence by means of 

Exploratory Spatial Data Analysis (ESDA) of the income shares of Minimum 

Comparable Areas. In an application of Quahôs (1997) methodology to examine 
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of distribution of income across Brazilian regions, Gondim et al. (2007) find 

convergence only within macro regions. Indeed, Magalhães et al. (2005, p. 17) 

point out that:  

 

(é) it is possible to infer from the results in hand that, although 

some convergence among states is taking place, it seems to be 

more of a regional phenomenon or perhaps some type of club 

convergence than a global convergence process. States like São 

Paulo would be a dominant force in one club while the Northeast 

states would form a second group or club. 

 

In other words, this study and several others (e.g. Resende, 2011 and references 

therein) found clubs of convergence ï a situation in which rich states and poor 

states converge within their macro regions, but in which interregional income 

disparity actually increases. 

 Silva & Silveira Neto (2007) apply Hansonôs (1998) model and evaluate the 

role of knowledge externalities through the estimation of manufacturing industry 

employment growth across Brazilian states from 1994 to 2002. Manufacturing 

industry employment growth is regressed against the following variables: average 

wage per worker, relative size of establishments, forward/backward linkages, 

agglomerations, manufacturing diversity, and distance. Market linkages and 

manufacturing diversity are both found to be positively associated with growth of 

manufacturing industry employment, thus confirming Jacobsô and Porterôs 

theories, while rejecting MAR theory. 

 The second approach to investigate regional income convergence is to use 

panel data analysis. The only study that uses this approach is Azzoni et al. (2000) 

who explain per capita income by geographic variables, labour force and human 

capital variables. They find conditional income convergence across Brazilian 

states.  

 The third approach applies time-series data analysis. For example, Barossi-

Filho & Azzoni (2003) use a sample of 20 Brazilian states to study the 

convergence of state per capita GDP in terms of national time dummies, structural 

breaks and the lag of income. After performing unit root tests, they find state-level 

convergence within Brazilian macro-regions.  

 The second and third approaches described above are rather rare in the 

literature regarding regional income convergence in Brazil. Finally, a fourth 

approach is simply descriptive and measures the inequality pattern in terms of 
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income inequality indicators or national income shares for selected time periods, 

rather than by means of estimating structural models. This approach finds either 

statesô income convergence at a national level or statesô income convergence only 

within macro-regions (Azzoni, 1997a; Andrade & Serra, 2001; Gomez, 2002; 

Mossi et al., 2003; and Rolim, 2008). 

This chapter estimates Glaeser et al.ôs model. The original Glaeser model is 

represented by the following equation: 

ɻÌÏÇ

ÌÏÇ ÌÏÇ ȟ

ȟ

ÇÓÐÅÃÉÁÌÉÚÁÔÉÏÎȟÃÏÍÐÅÔÉÔÉÏÎȟÄÉÖÅÒÓÉÔÙȟÉÎÉÔÉÁÌ ÃÏÎÄÉÔÉÏÎÓÅ        (3.1) 

 

On the left side of the equation (3.1), l is manufacturing industry employment. 

Taking two points of time, and assuming Ŭ=1, the dependent variable is 

manufacturing industry employment growth between period t and t+1. This is 

explained in terms of wage (w) growth (negatively), the national growth of 

technology (A), and by the g function which captures specialisation, competition, 

and diversity externalities, and initial conditions (e.g. human capital level or other 

variables considered relevant by the researcher); and lastly, Å  is a residual. 

 Glaeser et al.ôs model was first used in an attempt to explain regional 

economic growth and regional employment convergence by dynamic externalities 

using manufacturing industry employment data in the US (Glaeser et al. 1992; 

Henderson et al. 1995) and manufacturing industry employment and services 

employment data in France (Combes, 2000) before it became more widespread. 

De Groot, Poot and Smit (2009) summarise the international literature covering 

the period 1997-2006. Based on meta-analysis ï which consists of combining all 

empirical evidence in which at least one of the first three elements of the g 

function of equation (3.1) is tested for statistical significance ï they found 322 

articles that analyse dynamic externalities and that cited either Glaeser et al. 

(1992) or both Porter (1990) and Jacobs (1969).  

 Of these 322 articles, only 31 had a quantitative approach that was 

sufficiently similar to Glaeser et al. (1992) to permit a meta-analytic quantitative 

comparison and, together, these 31 articles yielded a total of 393 estimates. A 

summary of the significance tests conducted in the international literature is 

reproduced in Table 3.1. This table shows counts and percentages for each result 
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in the following classification: ñnegative significantò, ñnegative insignificantò, 

ñpositive insignificantò and ñpositive significantò under the following three 

elements of agglomeration externalities: specialisation, competition and diversity.  

 

Table 3.1: Counts of Statistical Significance of Knowledge Externalities in 

Empirical Estimates of the Glaeser et al. (1992) Model 

 SPECIALISATION COMPETITION DIVERSITY 

 Count % Count % Count % 

Negative significant 60 37 16 20 17 11 

Negative insignificant 33 20 13 16 40 26 

Positive insignificant 16 10 19 24 37 24 

Positive significant 53 33 31 39 58 38 

Total 162 100 79 100 152 100 

Source: De Groot, Poot & Smit (2009, p. 269) 

 

On balance, Table 3.1 indicates that there is slightly more evidence to suggest 

the impact of specialisation is more negative than positive. In contrast, the 

evidence, on average, supports more of a positive effect for competition and 

diversity externalities. Nonetheless, there is considerable uncertainty in the 

empirical evidence given the percentage of statistically insignificant results. This 

varies between 32 percent in the case of competition and 77 percent in the case of 

diversity. 

 

3.3. Growth in the regions of Brazil 

 This section first describes manufacturing employment growth and 

convergence among Brazilian regions. Secondly, it summarises some Brazilian 

economic trends since the 1980s and considers  the association between 

manufacturing  employment and per capita GDP in Brazil and in its macro-

regions
33

.  

 

3.3.1. Convergence in Brazil: A reassessment 

 In line with the previous convergence literature summarised in Section 3.2, 

the following questions are asked: (1) Do Brazilian states grow at the same rate? 

(2) If the answer to the previous question is no, do they show manufacturing 

industry employment convergence from 1981 to 2006? These two questions are 

answered based on Table 3.2. 

                                                 
33

 It is considered per capita GDP rather than GDP itself, because the former is an indicator of 

labour productivity, which captures production externalities.  
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Table 3.2: Evolution of Manufacturing Industry Employment in Brazil, 1981-

2006
34

 

 
 

Notes: SSR81 and SSC81 are Statesô Manufacturing Industry Employment Regional 

Shares and Statesô Manufacturing Industry Employment Country Shares in 1981, 

respectively, which were also calculated for 2006; RS1981 and RS2006 are Regional 

Manufacturing Industry Employment Country Shares; AVAMEGS=Annual Average of 

Manufacturing Industry Employment Growth at the State level=100*{[Natural Logarithm 

(Manufacturing Industry Employment in 2006/Manufacturing Industry Employment in 

1981) ]/25}; AVAMEGR=Annual Average of Manufacturing Industry Employment 

Growth at the Macro regional level=100*{[Natural Logarithm (Manufacturing Industry 

Employment in 2006/ Manufacturing Industry Employment in 1981) ]/25}. The total 

values of the second and fourth columns are less than 100% due to data deficiencies 

discussed in the text. 

Source:  IPEADATA. 

                                                 
34

This chapter focuses on manufacturing employment. It is worth mentioning that tertiary sector 

accounts for a significant share of employment. In the data used, the tertiary sector, which is 

aggregation of sectors of commerce, financial sector, services (not disaggregated further), and 

transportation & communications, accounted for about 60 percent of Brazilôs employment in 2006. 

These components of tertiary sector are considered individually in the calculation of diversity 

externality, which is one of the key independent variables of the models estimated in this chapter. 

The components of tertiary sector are also considered in Chapter 5 in the decomposition of the 

right-hand side of identities of both classic and spatial shift-share methods.     

Macro-Region State SSR81 SSC81 SSR06 SSC06 AVAMEGS AVAMEGR

Acre 3.22% 0.07% 2.97% 0.21% 7.13%

Amazonas 43.65% 0.89% 22.82% 1.59% 4.86%

Amapá 2.19% 0.04% 1.42% 0.10% 5.73% 7.46%

Pará 43.15% 0.88% 62.19% 4.33% 8.92%

Rondônia 7.27% 0.15% 9.24% 0.64% 8.42%

Roraima 0.53% 0.01% 1.36% 0.09% 11.25%

100.00% 100.00%

Alagoas 5.63% 0.86% 3.77% 0.62% 1.27%

Bahia 22.07% 3.37% 21.73% 3.60% 2.82%

Ceará 25.54% 3.90% 26.84% 4.44% 3.08%

Maranhão 4.81% 0.74% 8.66% 1.43% 5.23% 2.88%

Paraíba 6.15% 0.94% 8.86% 1.47% 4.34%

Pernambuco 23.73% 3.63% 15.18% 2.51% 1.09%

Piauí 2.78% 0.43% 4.55% 0.75% 4.84%

Rio Grande do Norte 5.26% 0.80% 6.26% 1.04% 3.58%

Sergipe 4.03% 0.62% 4.15% 0.69% 3.00%

100.00% 100.00%

Distrito Federal 6.74% 0.18% 9.25% 0.50% 6.64%

Goiás 54.91% 1.46% 52.41% 2.81% 5.19% 5.38%

Mato Grosso do Sul 26.30% 0.70% 17.27% 0.93% 3.69%

Mato Grosso 12.05% 0.32% 21.08% 1.13% 7.61%

100.00% 100.00%

Espírito Santo 1.85% 1.18% 3.37% 1.69% 3.99%

Minas Gerais 12.09% 7.71% 21.75% 10.89% 3.94% 1.59%

Rio de Janeiro 18.11% 11.56% 12.01% 6.01% -0.05%

São Paulo 67.94% 43.35% 62.87% 31.49% 1.28%

100.00% 100.00%

Paraná 26.24% 4.23% 31.55% 6.47% 4.26%

Rio Grande do Sul 48.01% 7.74% 39.76% 8.15% 2.77% 3.52%

Santa Catarina 25.76% 4.15% 28.70% 5.89% 3.96%

100.00% 100.00%

Brazil 99.91% 99.46% 2.56% 2.56%

North

Northeast

Centre-West

Southeast

South
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Table 3.2 shows the annual average growth rates of manufacturing industry 

employment from 1981 to 2006. At the national level, this growth rate was 2.56%. 

Growth rates vary across macro regions and, within macro regions, across states. 

At the macro regional level, the southeast, south and northeast grew at 1.59%, 

3.52% and 2.88% respectively. These macro regions had relatively high 

manufacturing employment shares in 1981: 63.80%, 16.12% and 15.29% 

respectively.  

 In contrast, the centre-west and north, with national manufacturing 

employment shares in 1981 of only 2.65% and 2.05% grew, respectively, at 

5.38% and 7.46%, on average, from 1981 to 2006. At the state level, both within 

the macro regions and the nation, states that grew fastest were those with lower 

manufacturing industry employment share in 1981. For instance, in the north 

macro region the smallest state of Roraima grew at 11.25%. This growth rate is 

above those for the two biggest states in the region, Amazonas and Pará, which 

grew at only 4.86% and 8.92%.  

 In the northeast, excluding Alagoas and Sergipe states, all other small states 

grew faster than the three that led manufacturing employment share in 1981. The 

growth rates for these leading states were Bahia 2.82%, Ceará 3.08%, and 

Pernambuco at 1.09%. In the centre-west, the leading states of Goiás and Mato 

Grosso do Sul were surpassed by the smaller ones, Mato Grosso and Distrito 

Federal. The growth rates for the former two states were 5.19% and 3.69% and for 

the latter two 7.61% and 6.64%. In the southeast, São Paulo and Rio de Janeiro 

grew less than Minas Gerais and Espirito Santo: the growth rates for the former 

two states were 1.28% and -0.05%; for the latter two 3.94% and 3.99%. Lastly, 

the southôs biggest state, Rio Grande do Sul, grew 2.77%, which was less than 

4.26% and 3.96% for Paraná and Santa Catarina, respectively. 

 Barro & Sala-i-Martin (2004, p. 464) show how absolute convergence can 

occur in relation to a given steady state. This is verified by calculating variance 

(ů
2
) of income, product (or output) or another variable of the researcherôs interest 

over time. If at the beginning of the period the variance across regions is higher 

(lower) than the variance at the steady-state level, the variance will decline 

(increase) over time. Assuming that there is a common steady-state for 

manufacturing industry employment across Brazilian states, Figure 3.1 shows 
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absolute convergence across states with a downward trend variance of 

manufacturing industry employment from 3.68 in 1983 to 1.95 in 2006, towards 

its unknown steady-state.
 35

 So, in line with the previous outlined literature that 

demonstrated real income convergence in Brazil, it can be seen that 

manufacturing industry employment convergence has also been present. 

 

Figure 3.1: Variance of Logarithm of Manufacturing Industry Employment 

Across Brazilian States 

 
 

 

3.3.2. Recent Experience of the Brazilian Economy  

 The Brazilian economy experienced high inflation and stagnation during the 

1980s and the beginning of the 1990s, and stabilisation plans failed (Macedo & 

Barbosa, 1997) until a successful stabilisation of the Real Plan in July 1994. 

However, the Cruzado Plan, implemented in February 1986, allowed the Brazilian 

economy to stabilise over six months, a short period in which a burst of GDP 

growth was observed.
 36

 Additionally, analysing the period 1980-1994, Abreu 

(2008b, p. 395) points out:  

 

In the years 1981-1983, during the administration of General João 

Figueiredo (1979-1985), the last of five successive military 

                                                 
35

 However, within macro-regions (see Figures 3.1a-3.1e in Appendix 3.1), the variance in the 

north and southeast is higher than that in the northeast, centre-west and south. Only the variance of 

the Southeast and South show a clear decline. This suggests that the macro-regions behave 

differently. This issue is reconsidered in the conclusion. 
36

The website of São Pauloôs Regional Council of Economics (CORECON) presents a summary of 

measures of plans implemented in Brazil over the period 1986-1994 and their main results. 
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presidents since the military coup of 1964, there was a sharp 

deterioration in the Brazilian GDP growth performance. Brazil 

suffered its most severe recession of the twentieth century. GDP 

fell 4.9 percent from its peak in 1980. After a brief recovery in 

1984-1985 when GDP grew on average 7 percent per annum ï 

years that also witnessed a transition from military to civilian rule 

(and ultimately a fully fledged democracy) ï growth performance 

remained mediocre during the following decades. Between 1981 

and 1994 GDP per capita increased on average less than 0.1 

percent annually. And there was only limited improvement in the 

decade after 1994.   

 

From 1994 to 2004, Abreu and Werneck (2008, p. 432) state that:  

In contrast with the previous fifteen years (1980-1994) there was 

some success in the period from 1995, in spite of many difficulties 

(é) But effective growth performance over the period continued 

to be mediocre: between 1994 and 2004 per capita GDP (gross 

domestic product) increased an average of only 0.9 percent per 

annum.  

 

 Therefore, with the exception of a few short time periods, the Brazilian 

economy performed poorly from 1981 to 2006. Despite this poor performance, a 

slight real income convergence was observed across the countryôs states (Ferreira, 

2000; Rangel et al., 2008). This sub-section investigates whether convergence in 

manufacturing industry employment is associated with the behaviour of per capita 

GDP at the state level in all macro-regions. To do this, the following questions are 

asked. First, is there a relationship between growth of manufacturing industry 

employment observed for Brazil and its per capita GDP? Secondly, if the answer 

to the first question is positive, is this correlation also present for states and 

macro-regions? Can states that follow the countryôs behaviour in terms of their 

manufacturing industry employment and per capita GDP growth be identified? 

 To answer the first question, manufacturing industry employment and real per 

capita GDP for Brazil are visually considered (see Figure 3.2). From 1985 to 1989 

both graphs are upward sloping; from 1989 to 1992 both decline; from 1992 to 

1997, while the manufacturing industry employment is basically constant, real per 

capita GDP increases from 1992 to 1994, followed by a decline between 1994 to 

1995, and again positive growth from 1995 to 1997. From 1997 to 1998, there is a 

fall in manufacturing industry employment, followed by strong employment 

growth between 1998 and 2006. Per capita GDP declines between 1997 and 1999.  
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 After 1999, per capita GDP also increases fairly strongly (but with 

oscillations) until 2006. Hence, while the fluctuations differ, manufacturing 

industry employment and per capita GDP in Brazil exhibit a positive relationship. 

Moreover, the sub-periods 1984-1988, 1989-1990 and 2000-2006 in which 

manufacturing industry employment of Brazil respectively grows, falls and grows 

again is remarkably consistent with the recent Brazilian economic cycles defined 

by Rolim (2008, p. 2, Figure 1). According to Rolim (2008), these aforementioned 

cycles refer, respectively, to the Brazilian presidencies of Sarney, Collor, and 

Lula. 

 

Figure 3.2: Manufacturing Industry Employment versus real per capita GDP: 

Brazil 

 

Note: Per capita GDP is in thousands of BR$ in 2000. 

 

To answer the second question, the macro-regions individually are considered. 

To save space, employment and real Gross Regional Product (GRP) in the macro-

regions has not been graphed. For the north the relationship between the two 

variables is ambiguous; it is either positive or negative depending on the sub-

period within the 1985 to 2006 period. For the northeast, while the relationship is 

ambiguous for the three leading states of Caerá, Bahia and Pernambuco, for the 

small states of Alagoas, Maranhão, Paraíba, Piauí, Rio Grande do Norte and 

Sergipe there is a positive relationship between manufacturing employment 

growth and real GRP growth. Additionally, the trends in these latter states are 

similar to those of Brazil as a whole.  
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For the middle-west, the strength of the relationship depends on the chosen 

sub-period for all states. Goiás and Distrito Federal do not follow the pattern of 

the nation. In addition, Distrito Federalôs per capita GRP for 2006 is almost three 

times the national per capita GDP.
37

 In the southeast, the trends in São Paulo, 

Espírito Santo and Minas Gerais are similar and also correspond closely in most 

cases with the trends in Brazil as a whole. However, while per capita GRP of 

Minas Gerais follows that of Brazil, this is not the case for manufacturing industry 

employment in that state. Also, Rio de Janeiro presents ñuncommonò behaviour: 

despite an increase of per capita GRP along the lines of Brazilôs overall 

performance, the annual manufacturing industry employment growth rate is on 

average ī0.05 percent. Finally, in the southern macro-region, the relationship 

between GRP per capita growth and manufacturing employment growth is 

ambiguous for all states. The trends in per capita real GRP are similar to that of 

Brazilôs real per capita GDP. However, this is not the case for manufacturing 

employment, especially between 1989 and 1998. 

In conclusion, there is a considerable variety and complexity in the patterns of 

regional growth in Brazil. The remainder of the chapter attempts to uncover the 

contributions of knowledge externalities, such as suggested by the theories of 

MAR, Porter, and Jacobs, and operationalised by the manufacturing employment 

growth model of Glaeser et al. (1992). 

  

3.4. Data and Sources 

This chapter makes use of two official data sources in Brazil. The first is IPEA 

- Instituto de Pesquisa Econômica Aplicada (or, Institute of Applied Economic 

Research).
38

 This data source provides a variety of socio-economic data collected 

from public and private institutions. Regional data are available for municipalities, 

states and macro-regions.  

This chapter employs three types of data. First, labour market data are used in 

which information on the number of employed people in each state from 1981 to 

2006 was extracted. There are also state-level data on the percentage of employed 

people across nine sectors of economic activity. These are: (1) agriculture & 

                                                 
37

 In 1985, Distrito Federalôs real per capita GRP was R$8,319.04 (in Brazilian R$ of 2000) while 

the national per capita GDP was R$6,336.53. By 2006, the gap increased to R$22,321.59 in 

Distrito Federal, compared with R$7,532.53 for Brazil as a whole. Source: www.ipea.gov.br. 
38

 The IPEADATA can be found on the website www.ipea.gov.br. 
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fishing; (2) commerce; (3) construction; (4) electricity, water & gas; (5) finance; 

(6) manufacturing; (7) mining; (8) services; and (9) transportation & 

communications. For each state, annual employment by sector was calculated by 

multiplying the percentage of employed people in each sector by the total number 

employed people of that state. Aggregated across all states, the calculated sectoral 

employment accounts for between 92.22 percent and 99.21 percent of reported 

country-level employment between 1981 and 2006, after some values in years 

with missing data
39

 have been imputed. 

Secondly, the number of manufacturing sector establishments was considered. 

IPEADATA has one observation on manufacturing sector establishments for the 

following years: 1970, 1975, 1980, 1985 and 1995. The 1985 data were used to 

calculate the competition variable that was included in the cross-section models of 

manufacturing industry employment growth from 1985 to 1995 (see Appendix 

3.2). 

Thirdly, education data were used. The IPEADATA annually presents a 

variety of education indicators for each state from 1981 to 2007. The literacy rate 

(100 minus the percentage of illiterate people aged 15 years and older) was 

selected as the appropriate education indicator as it is a standard measure of the 

level of development.  

However, there are two data caveats. First, there are missing data for 1991, 

1994 and 2000. For these years, the literacy rate was interpolated by calculating 

the average between the neighbouring years for each of the years. In relation to 

employment, the following two-step procedure was applied: first, the average of 

the distribution of the employed population across sectors between the 

neighbouring years for the states with missing sectoral employment data was 

taken. Next, those percentages were applied to total employment in the state in 

each of the years listed above. This yielded for each state and each year 

manufacturing industry employment and employment in each of the other eight 

sectors. Ultimately, a complete time series of employment by sector and state for 

a period of 26 years was created. 

The second data caveat is the level of data aggregation. The level of 

disaggregation of the data by region and by sector is an important issue for 

regional analysis because the more disaggregated the data are, the better will be 

                                                 
39

 A discussion of caveats about how the cells with missing data were filled follows further below. 
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the potential for understanding regional growth patterns. Comparing this chapter 

to Glaeser et al. (1992), there is a limitation in the manufacturing industry 

employment database. For example, this sector cannot be disaggregated further at 

the regional level in order to see the share of steel production, electronics 

manufacturing, etc in each region. This aggregation issue must be taken into 

account because with more disaggregated data, the results found here could still 

change in terms of sign and statistical significance (McCann et al., 2008). 

Consequently, while this chapter would ideally conduct this study at the level of 

disaggregated data by sub-sector within the manufacturing sector and also by 

municipality, it is in fact limited to focus on the whole manufacturing sector in the 

smallest regional level for which there are data for all of the variables of interest, 

namely the state level.
40

 

The second data source is the Ministry of Transportation of Brazil. Its website 

provides a table of distances in kilometres between state capitals and other main 

Brazilian cities. Information of distance from the statesô capitals to São Pauloôs 

centre, which is the largest centre of economic activity in Brazil, was extracted. 

Data from the Ministry of Transportation of Brazil has been used because this 

institution has current distance data and also knowledge of the quality of 

infrastructure throughout the country, which is important for the estimation of 

distance between places (the actual distance between places is not necessarily the 

shortest distance). 

Appendix 3.2 shows the nomenclature and definitions for the variables which 

are used in the econometric modelling that is discussed in the following section. 

Descriptive statistics for all variables are given in Appendix 3.3.  

  

                                                 
40

 The State of Tocantins has been excluded from the analysis because of missing data from 1981 

to 1992 (see also Table 3.2 above). 
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3.5. Empirical Results and Discussion
41

  

 

3.5.1. Cross-section Models
42

 

 Table 3.3 shows all cross-section models results. Two models in which the 

dependent variable is 1985-95 growth of manufacturing industry employment 

(columns equations 3.5.1.1 and 3.5.1.2) were estimated. Specialisation and 

competition are defined in the same manner as Glaeser et al. (1992). Diversity is 

defined as in Combesô (2000) study that applied Glaeser et al.ôs model using data 

on manufacturing and services in the regions of France. Distance is defined as in 

Henderson et al.ôs (1995) study of own industry employment in cities of the 

United States. Education is measured by the statesô literacy rate. The second 

model uses all of the first modelôs variables except for the literacy rate which is 

replaced by the change in literacy between 1985 and 1995. 

  

                                                 
41

 This chapter has a caveat about the role of knowledge externalities on regional growth. In 

contrast to Glaeser et al, (1992), there is no estimation of wage equation due to lack of data.  
42

The test for multicollinearity in all estimated models in this chapter indicates that 

multicollinearity is not a concern. According to McCann et al. (2008, p. 10), multicollinearity is 

not present if the Variance Inflation Factor (VIF) is smaller than 10. The calculated VIF is 

relatively low. For cross-section models, the average VIF ranges from 2.11 to 4.09, and the highest 

VIF ranges from 2.72 to 6.52 associated to logarithm of competition and diversity variables, 

respectively. For the models that follow on subsections 3.5.2 and 3.5.3 below, the VIF values are 

much lower. For panel models with annual data, the average VIF ranges from 1.21 to 2.48, and the 

highest VIF ranges from 1.29 to 7.14 associated with distance and logarithm of specialisation 

variables, respectively, when excluding an-ñoutlierò case of VIF equals to 12.32 associated with 

the distance variable. For pooled-periods cross-section models, the average VIF ranges from 1.24 

to 3.03, and the highest VIF ranges from 1.38 to 7.38 associated to specialisation and logarithm of 

specialisation variables, respectively, again, excluding an-ñoutlierò case of VIF equal to 9.61 

associated with distance. Another way to test for multicollinearity is to correlate explanatory 

variables. Under this approach, multicollinearity is a concern if the correlation of a pair of 

variables is above the threshold absolute value of 0.80 (McCann et al., 2008). The regressorsô 

correlation across this chapterôs cross-section models ranges from 0.0004 (between diversity and 

specialisation) to 0.6897 (between diversity and competition). On the other hand, correlation 

across variables of both panel models with annual data and pooled-periods cross-section models 

ranges from 0.39 (between distance and specialisation) to 0.55 (between logarithm of literacy and 

logarithm of diversity). In this latter range an-ñoutlierò case of absolute correlation of 0.90 

(between São Paulo state's dummy and logarithm of distance) for the pooled-periods models has 

been excluded. 
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Table 3.3: Cross-section Models 

Variables Eq. 3.5.1.1:  

OLS Model 

Eq. 3.5.1.2:  

OLS Model 

Eq. 3.5.1.3:  

OLS Model 

Eq. 3.5.1.4:  

OLS Model 

Constant -1.1089***   

(-2.83) 

0.0370 

(0.15) 

-2.8412**  

(-2.13) 

0.0163 

(0.18) 

Specialisation -0.1802  

(-1.11) 

-0.1232  

(-0.077) 

-0.0257  

(-0.15) 

-0.0045 

(-0.03) 

Competition 0.2496**  

(2.22) 

0.2441**  

(2.30) 

0.3801***  

(2.60) 

0.3966** *  

(2.95) 

Diversity -0.1730 

(-0.79) 

0.0443 

(0.23) 

0.1227 

(0.85) 

0.2138 

(1.29) 

Distance 0.0001*  

(1.66) 

0.0139 

(0.33) 

0.0365** 

(2.35) 

0.0207  

(1.34) 

Literacy 0.0150***  

(2.85) 

 0.6166**  

(2.06) 

 

1985-95 change in 

literacy 

 

 -1.3631  

(-1.69) 

 -0.8785 

(-1.04) 

Number of 

observations 

26 26 26 26 

R
2
 0.7524 0.6846 0.7306 0.6930 

Notes: Significance levels: *=10%, **=5%, and ***=1%; Dependent Variable: 'ÒÏ×ÔÈ

,ÏÇ , where Et and Et-1 is Manufacturing industry employment in 1995 and 1985, 

respectively. Estimations are with robust standard errors. While in equations 3.5.1.1 and 3.5.1.2 

the dependent variable is VDEP, in equations 3.5.1.3 and 3.5.1.4 it is VDEP2. Values of t statistics 

are in brackets. Equations 3.5.1.3 and 3.5.1.4 also differ from 3.5.1.1. and 3.5.1.2 in the following 

ways: in equations 3.5.1.3 and 3.5.1.4 the natural logarithm has been taken for all independent 

variables, as in Combes (2000), except for 1985-95 change in literacy in equation 3.5.1.4.  

 

 

 The models have been estimated by Ordinary Least Squares (OLS). In terms 

of the significant findings in equations 3.5.1.1 and 3.5.1.2 of Table 3.3, it can be 

noted that in both models, the coefficient of competition is positive and 

statistically significant. This result corroborates with both Porter and Jacobsô 

externalities. In both models the coefficient on distance is insignificantly different 

from zero showing independence between distance from (the largest market of) 

São Paulo and growth.
43

 Finally, in equation 3.5.1.1, the coefficient of the literacy 

rate is positive as expected and also statistically significant. Hence the literacy rate 

is positively correlated with employment growth. 

                                                 
43

In many of the models in this chapter, the coefficient of distance is either positive but not 

statistically significant or positive and statistically significant. This is against the expectation of a 

negative relationship with distance from statesô to S«o Pauloôs capital and economic growth. 

However, states that are far from São Paulo may have their growth more dependent on their 

neighboursô states, rather than on the S«o Paulo state market itself. This is consistent with the 

notion of óclubs of convergenceô (a group of states that converge within their macro-regions) 

stated in the conclusion section.   
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 Equations 3.5.1.3 and 3.5.1.4 of Table 3.3 show models in which the model is 

specified as in Combes (2000). The dependent variable is manufacturing industry 

employment growth, VDEP2. The independent variables of the equations 3.5.1.3 

and 3.5.1.4 are similar to those of 3.5.1.1 and 3.5.1.2 respectively; however, 

natural logarithms have been taken except for the change in literacy in equation 

3.5.1.4.
44

 The results from both models indicate that the coefficient of competition 

is again positive and statistically significant, supporting both Porter and Jacobsô 

externalities. Moreover, in model 3.5.1.3 the coefficients of distance from São 

Paulo and the literacy rate are also positive and statistically significant. 

 All cross-section models have high explanatory power: in equations 3.5.1.1, 

3.5.1.2, 3.5.1.3, and 3.5.1.4 the adjusted R
2
 is, respectively, 0.7524, 0.6846, 

0.7306, and 0.6930. However, there are only 26 observations for each regression 

equation.  

 This chapterôs cross-section models are comparable with previous studies. 

The findings that are simultaneously significant in this chapter and in the previous 

seminal papers by Glaeser et al. (1992) for the USA and by Combes (2000) for 

France were considered. Glaeser et al. (1992) estimate three regression models in 

which the dependent variable is 1956-1987 employment growth in each city-

industry combination in the first model; 1956-1987 wage growth in each city-

industry and 1956-1987 employment growth in the city after excluding the four 

biggest industries.  

 This chapterôs results will be compared with those of Glaeser et al.ôs first 

regression model. For this model these authors estimated four equations with 

specialisation in the 1
st
 and 4

th
 estimations and competition in the 2

nd
 and 4

th
. They 

found a coefficient of specialisation that is, respectively, -0.0128 and -0.00799. 

This supports Jacobsô externalities. This result is rejected for Brazil because the 

specialisation coefficient in equations 3.5.1.1 and 3.5.1.2 is not statistically 

significant. For competition: Glaeser et al. (1992) found 0.587 and 0.561 which is 

consistent with Porter and Jacobsô hypothesis. Although the values are less than 

half, qualitatively identical results were found. 

                                                 
44

 Equations 3.5.1.2 and 3.5.1.4 were also estimated with the restriction that the coefficient of the 

change in the literacy rate is zero. The results displayed did not change much. For equation 3.5.1.4, 

while the coefficients of competition, specialisation and distance remained roughly the same (also 

in (in)significance), diversity remained positive but became statistically significant at 5% level.   
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 Although Combes (2000) applied Tobit (for externalities indicators) and 

Probit (for regional dummies and density of employment) estimation methods 

rather than OLS to address the problem of truncated data, because his sample 

involved French plants of more than 20 workers
45

, a comparison between 

Combesô results and this chapterôs can still be made. This is because Combes also 

compared his results to those of Glaeser et al. who employed OLS instead of 

Probit and Tobit methods. Combes presents both Global Regressions Estimations 

(Table 1, p. 340) as well as Annual Global Regressions (Table 4, p. 352) both for 

manufacturing industry employment and services. Combesô findings for 

manufacturing industry employment are compared with estimations from this 

chapter. 

 Combes found -0.088 for specialisation on Global Regressions (p. 340) and -

0.033 for specialisation on Annual Global Regressions (p. 352). In this chapter, 

negative coefficients were obtained in Brazil in equations 3.5.1.3 and 3.5.1.4 

estimations, but they are statistically insignificant. For competition, Combes 

found for the aforementioned regressions -0.154 and -0.013, respectively whereas 

this chapter finds for equations 3.5.1.3 and 3.5.1.4 0.3801 and 0.3966 

respectively, which supports both Porter and Jacobsô externalities. However, 

Combes used the inverse of this chapterôs competition variable, which he named 

the size of plants. The expression is, ñÓÉÚÅȟ
ȟ Ⱦ ȟ

Ⱦ
, where nbrz,s and nbrs 

are the number of plants belonging to sector s in ZE z and France, respectivelyò 

(Combes, 2000, p. 337). Consequently, the findings from this chapter and those 

from Combes are consistent with respect to competition. For diversity, Combes 

found for the Global and Annual Global Regressions -0.051 and -0.026, 

respectively. This result supports both MAR and Porterôs externalities. The 

coefficients of diversity in equations 3.5.1.3 and 3.5.1.4 are clearly inconsistent 

with this.  

 

                                                 
45

 The problem of truncation of employment data by firm size is not present in employment data 

used in this chapter. Therefore, the use of OLS method is appropriate, 
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3.5.2. Panel Models with Annual Data  

 This sub-section presents estimated coefficients of Annual Panel Models of 

six manufacturing industry employment growth equations shown in Table 3.4.
46

 

In equations 3.5.2.1 to 3.5.2.3 the dependent variable is VDEP, following Glaeser 

et al. (1992), whereas in equations 3.5.2.4 to 3.5.2.6 it is VDEP2, following 

Combes (2000). The role of education in growth was addressed by inclusion of 

the literacy rate in equations 3.5.2.1 and 3.5.2.4 as well as its annual change in 

equations 3.5.2.2 to 3.5.2.3 and 3.5.2.5 to 3.5.2.6. Equations 3.5.2.3 and 3.5.2.6 

differ from 3.5.2.2 and 3.5.2.5 in that that the former include year and state 

dummies. The natural logarithm is taken for the specialisation, diversity and 

distance variables in equations 3.5.2.4 to 3.5.2.6 and for the literacy rate in the 

equation 3.5.2.4.  

In all the six models, the coefficient of the lag of the dependent variable
 
is 

negative as expected and also statistically significant. Because the dependent 

variable is in growth rates, the negative coefficient on the lagged growth rate is 

consistent with an autoregressive process in levels. The autocorrelation coefficient 

is one minus the reported coefficient and is therefore around 0.6 to 0.7. In 

equations 3.5.2.3 and 3.5.2.6, which are both models with year and state dummies, 

the coefficient of specialisation is positive and statistically significant, which 

supports both MAR and Porterôs externalities. The coefficient of diversity is not 

statistically significant. The coefficients on the distance variable show that 

employment growth in Brazil is faster the further the state is from São Paulo.  

In equation 3.5.2.1 the coefficient of the literacy rate is, as expected, positive and 

statistically significant. That is, the higher the literacy rate, the higher economic 

growth. Nevertheless, in equation 3.5.2.4 the coefficient of this variable is not 

statistically significant; the coefficient of the rate of annual change in literacy rate 

is also not statistically significant in equations 3.5.2.2, 3.5.2.3, 3.5.2.5 and 3.5.2.6. 

The explanatory power is relatively low for equations 3.5.2.1, 3.5.2.2, 3.5.2.4 and 

3.5.2.5:  0.1029, 0.1121, 0.1396, and 0.1438, respectively. However, as expected, 

the R
2 

is much higher for equations 3.5.2.3 and 3.5.2.6, which are both models 

with time and state dummies. 

                                                 
46

 Appendix 3B shows the descriptive statistics for the variables of the cross-section, panel and 

pooled-periods cross-section models. These latter two groups of models allow for some control of 

(time invariant) omitted variables and may yield therefore more accurate externalities parameter 

estimates. 
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Table 3.4: Panel Models with Annual Data 

 

 

Variables 

Eq. 3.5.2.1: 

OLS Model 

Eq. 3.5.2.2:  

OLS Model with 

Education Change 

Eq. 3.5.2.3:  

OLS with year and 

statesô dummies Model 

Eq. 3.5.2.4: 

OLS Model 

Eq. 3.5.2.5: 

OLS Model with 

Education Change 

Eq. 3.5.2.6:  

OLS with year 

and statesô 

dummies Model 

Constant -0.1158** 

(-2.55) 

-0.0262 

(-0.83) 

-0.5912**  

(-2.42) 

-0.0351  

(-0.15) 

-0.0619* 

(-1.81) 

-0.2695***  

(-3.85) 

Lag of the dependent 

variable 

-0.2956*** 

(-4.46) 

-0.2855*** 

(-4.59) 

-0.3622***  

(-8.02) 

-0.3344***  

(-5.21) 

-0.3256*** 

(-5.43) 

-0.3801***  

(-7.66) 

Specialisation 0.0298 

(1.07) 

0.0357  

(1.26) 

0.4676*** 

(3.49) 

0.0616*  

(1.92) 

0.0601*  

(1.89) 

0.4370***  

(4.73) 

Diversity 0.0126 

(0.32) 

0.0336  

(1.19) 

-0.0381  

(-0.68) 

0.0639  

(1.30) 

0.0521  

(1.30) 

-0.0443  

(-0.60) 

Distance 0.0192** 

(2.36) 

0.0159**  

(2.05) 

0.0001*** 

(4.26) 

0.0161** 

(2.41) 

0.0166**  

(2.44) 

0.0226***  

(5.67) 

Literacy rate 0.0012* 

(2.08) 

  -0.0060 

(-0.11) 

  

Annual change in the 

literacy rate 

 -1.0081  

(-1.34) 

-0.5470  

(-0.75) 

 -0.5596  

(-0.77) 

-0.4527  

(-0.78) 

Number of 

observations 

624 624 624 624 624 624 

R-Squared 0.1029 0.1121 0.3308 0.1396 0.1438 0.3584 
Notes: Significance levels: *=10%, **=5%, and ***=1%; The dependent variable is manufacturing industry employment growth. Estimations are with robust 

standard errors. Values of t statistics are in brackets. While in the equations 3.5.2.1 to 3.5.2.3 the dependent variable is VDEP, in equations 3.5.2.4 to 3.5.2.6 it 

is VDEP2. 

In equation 3.5.2.3 the dummy coefficient for 2002 was dropped. Dummies coefficients for 1983, 1984-1985, 1987-1988, 1990-2001, 2003, 2005 and 2006 are 

negative and statistically significant, while for the other years they are negative but not statistically significant. In relation to statesô dummies coefficients 

Roraima and S«o Paulo were dropped. Statesô dummy coefficients for Acre, Amapa, Para, Rondonia, Bahia, Maranhão, Paraiba, Piaui, Sergipe, Distrito 
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Federal, Goiás, Mato Grosso do Sul, Mato Grosso, Espírito Santo, Minas Gerais, Rio de Janeiro, São Paulo, Paraná and Rio Grande do Sul are positive and 

statistically significant; those for Amazonas and Ceará are negative and statistically significant; for Alagoas, Pernambuco and Rio Grande do Norte are positive 

but not statistically significant. In equation 3.5.2.6 the dummy coefficient for 2002 was again dropped. All year dummies coefficients are positive, except for 

1999, 2003 and 2006, which are negative ï but in these three cases none of them is statistically significant. Regarding statesô dummy coefficients, Amazonas 

and São Paulo have been dropped. All statesô dummies coefficients are positive and statistically significant, except for Rio Grande do Sul, which had a negative 

and statistically significant coefficient as well as Santa Catarina, for which the dummy coefficient is also negative but not statistically significant.  
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3.5.3. Pooled-Periods Models 

 This sub-section presents models of average annual employment growth for 

pooled periods. The periods are 1981-1990, 1991-1998 and 1999-2006. For these 

models three steps were followed: first, time pools over the series were defined 

(see Appendix 3.2); secondly, the annual average growth within each period was 

calculated; thirdly, all of these average growth values taken at the state level were 

combined. This yields a total of 78 observations. 

 Two groups of three models were estimated. In all models, the change in 

literacy is used rather than literacy rate itself. Table 3.5 shows the results. In 

equations 3.5.3.1 to 3.5.3.3 the dependent variable is based on Glaeser et al. 

(1992), whereas in equations 3.5.3.4 to 3.5.3.6 this chapter follows Combes 

(2000). The models 3.5.3.1 and 3.5.3.4, estimated by OLS, involve the following 

explanatory variables: specialisation, diversity, distance, and change in the 

literacy rate. These models are expanded by the inclusion of year and state 

dummies in equations 3.5.3.2 and 3.5.3.5. Lastly, equations 3.5.3.3 and 3.5.3.6 are 

estimated as fixed effects models.
47

 In equations 3.5.3.4-3.5.3.6 the natural 

logarithm was taken for all independent variables, except for the change in 

literacy.  

                                                 
47

 Fixed, random and between-effects models were estimated. Hausman and Wald tests involving 

the former two models accepted fixed effects model; however, estimations for which these tests 

were done did not use the robust standard errors. Distance and states' dummies have been excluded 

as they do not vary over time, but the coefficients displayed without these dummies do not 

significantly change compared to the robust standard error estimations. Therefore, a choice to 

maintain the fixed effects models estimated with robust standard errors was made. The other panel 

models not reported here do not affect the conclusions.  
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Table 3.5: Pooled-Periods Cross-Section Models 

 

 
Variables 

Eq. 3.5.3.1: OLS 

Model 
Eq. 3.5.3.2:  

OLS with year and 

statesô dummies Model 

Eq. 3.5.3.3: 
Fixed Effects  

Model 

Eq. 3.5.3.4:  
OLS Model 

Eq. 3.5.3.5:  
OLS with year and 

statesô dummies Model 

Eq. 3.5.3.6: 
Fixed Effects 

Model 

Constant 0.0466  
(1.40) 

-0.1365** 
(-2.01) 

-0.0040  
(-0.09) 

0.0073  
(0.39) 

-0.0251  
(-1.37) 

0.0956***   
(7.70) 

Specialisation -0.0079 
(-0.59) 

0.1256***   
(3.94) 

0.1049**   
(2.53) 

-0.0033 
 (-0.25) 

0.0988***   
(4.32) 

0.0741**  
(2.28) 

Diversity 0.0044  
(0.12) 

-0.0472 
(-0.66) 

-0.0074  
(-0.15) 

-0.0039 
 (-0.11) 

-0.0265  
(-0.44) 

0.0027  
(0.07) 

Distance 0.0115***   
(3.42) 

0.0001***   
(7.08) 

Dropped 0.0085***   
(3.00) 

0.0095***   
(4.64) 

Dropped 

Change in literacy over 

successive periods 
-0.3788***  
(-4.21) 

0.1810  
(1.09) 

-0.4012***   
(-2.89) 

-0.3999***  
(-3.87) 

0.1952  
(1.22) 

-0.3926***   
(-2.88) 

Number of observations 78 78 78 78 78 78 

R-Squared 0.1990 0.7030 within=0.1750 
between=0.011 
overall=0.0064 

0.1813 0.7086 within=0.1628 
between=0.008 
overall=0.0083 

Notes: Significance levels: *=10%, **=5%, and ***=1%; The dependent variable is the rate of average annual manufacturing industry employment growth per 

period. The periods are 1981-1990, 1991-1998 and 1999-2006. Estimations are with robust standard errors. Values of t statistics are in brackets. In equation 

3.5.3.2 the dummies for Roraima and São Paulo were dropped; Dummy coefficients for Amazonas and Bahia are negative and statistically significant; Dummy 

coefficients for Amapá, Pará, Rondonia, Distrito Federal, Goiás, Mato Grosso do Sul, Mato Grosso, Espírito Santo, Minas Gerais, Rio de Janeiro and Paraná are 

positive and statistically significant  while those for Acre, Bahia, Maranhão, Piaui, Sergipe, Rio Grande do Sul and Santa Catarina are positive but not 

statistically significant. Other statesô dummy coefficients are negative and not statistically significant. 

In equations 3.5.3.4 to 3.5.3.6, the natural logarithm was taken for all independent variables, except for the change in literacy. In equation 3.5.3.5, the dummies 

for Amazonas and São Paulo were dropped. The dummy coefficients for Acre, Amapá, Pará, Rondonia, Roraima, Alagoas, Ceará, Distrito Federal, Goiás, Mato 

Grosso do Sul, Mato Grosso, Paraná, Alagoas, Paraíba, Piauí, Rio Grande do Norte, Sergipe and Minas Gerais are positive and statistically significant; those for 

Rio Grande do Sul and Santa Catarina are negative and statistically significant; for Ceará, Pernambuco and Rio de Janeiro they are negative but not statistically 

significant. The dummy for time period 1 (1981-1990) was dropped. The dummy for time period 2 (1991-1998) is negative and statistically significant. The 

dummy for time period 3 (1999-2006) is positive but not statistically significant. 
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 The results obtained through OLS models (equations 3.5.3.1 and 3.5.3.4) 

indicate that the coefficient of distance is positive and statistically significant. 

Again, growth is stronger the further the region is from São Paulo. The coefficient 

of the change in literacy is negative and statistically significant. Both the distance 

effect and the change in literacy effect are consistent with the neoclassical 

convergence hypothesis. Since São Paulo has the highest level of income and the 

regions furthest away from São Paulo are the least developed, those regions will 

have the fastest growth rates. Similarly, when the rate of literacy increases fast, 

real incomes will increase and this also lowers the growth rate, in line with beta 

convergence. 

 OLS estimation with year and state dummy variables (equations 3.5.3.2 and 

3.5.3.5) finds that the coefficient on specialisation is positive and statistically 

significant, which confirms both MAR and Porterôs externalities. The coefficient 

of diversity is not significant in any of the models.  

 The fixed effects estimation (equations 3.5.3.3 and 3.5.3.6) finds again that 

the coefficient of specialisation is positive and statistically significant, supporting 

both MAR and Porterôs externalities. Similar to McCann et al. (2008), it can be 

seen that there is an issue of stability of sign and statistical significance. By 

moving from the basic cross-section models to the panel models, the results with 

respect to the impact of the externalities appear unstable: while cross-section 

models confirm competition and diversity externalities, panel and pooled models 

ñproveò the specialisation externality.
 48

 The results are summarised in Table 3.6.  

 With respect to competition externalities, these were confirmed in cross-

section models and confirmed both Porterôs and Jacobsô theories. However, 

because of a lack of establishments data (see the expression for competition in 

Appendix 3.2), the competition externality appears only in cross-section models. 

Therefore this is not comparable across models. With respect to specialisation, 

this externality was rejected in cross-section and simple pooled OLS models. 

However, it has been confirmed in annual panel and pooled models (both OLS 

with year and state dummy models), and in the fixed effects models. In these 

results it provided support for both MAR and Porterôs theories. Finally, the 

presence of diversity externalities was only confirmed in the cross-section model 

without the education variable. 

                                                 
48

 The panel and pooled model results are unique and non-comparable with the previous seminal 

papers (Glaeser et al., 1992 and Combes, 2000) because both only employed cross-section data. 
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Table 3.6: A Comparison of Externality Impacts Across Models 

 
Notes: Sign confirms prediction of the externalities in a situation in which it is 

statistically significant. Empty areas mean that the externalities are statistically not 

significant. Because of lack of data, competition externalities have not been included in 

panel models, so areas are dark in these cases. For pooled models (a) to (c) refer to the 

estimated models as shown in the sub-section 3.5.3. Diversity externalities have been 

confirmed only in one cross-section model after imposing the restriction that the 

coefficient of education is zero. 

 

  

Externality MAR Porter Jacobs MAR Porter Jacobs MAR Porter Jacobs MAR Porter Jacobs MAR Porter Jacobs

Specialization + + + + + +

Competition + +

Diversity +

Cross-section 
Annual Panel: OLS with 

Year and States' Dummies
Pooled OLS (a) Pooled OLS with Year and 

States' Dummies (b)
Pooled (c): Fixed Effects 
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3.6. Conclusion 

 Many studies have documented real income convergence among the Brazilian 

states. This convergence was also reinforced by this study through assessment of 

Brazilian statesô manufacturing industry employment growth which shows that 

poor states grew faster than rich ones from 1981 to 2006. The main question of 

this study is why this happened. This chapter attempted to answer this question by 

analysing the importance of the theories of dynamic externalities proposed by 

Marshal-Arrow-Romer (Marshall, 1890; Arrow, 1962; Romer, 1986), Porter 

(1990) and Jacobs (1969) for the explanation of that convergence using Brazilôs 

manufacturing industry employment data.  

This chapter found that the aforementioned theories of dynamic externalities help 

to explain convergence among Brazilian states. First, the estimated cross-section 

models confirm competition along the lines of Porter and Jacobs, and also 

diversity externalities as suggested by Jacobs. Even though the findings partially 

contrast with previous studies, such as those by Glaeser et al. (1992) and Combes 

(2000), they are in accordance with other international studies summarised by De 

Groot et al. (2009). However, this partial confirmation must be judged with 

caution because the data used in the above studies are more detailed with respect 

to manufacturing industry employment than this studyôs data. 

 Secondly, using models not previously applied in this context by Glaeser et 

al. (1992) and by Combes (2000) in Tables 3.4 and 3.5, MAR and Porterôs 

specialisation externalities were confirmed. Thirdly, the analysis of sign stability 

showed that while for cross-section models competition externalities under Porter 

and Jacobsô theories are confirmed, for the pooled OLS with year and state 

dummy models and fixed effects models, specialisation externalities become 

observed only under MARôs theory. This suggests that while MAR and Porterôs 

(low competition or more specialisation) theories are valid in some macro-regions, 

Jacobsô (high competition or diversity) theory is important for the other regions. 

This result is consistent with the óclubs of convergenceô hypothesis of the 

convergence literature for Brazil (see, for example, Brauch & Monasterio, 2007; 

Gondim et al., 2007; Coelho & Figueiredo, 2007; Magalhães et al., 2005). 

Finally, this chapter has three caveats. First, to understand Brazilian macro-

regionsô behaviour, it is important to employ disaggregated panel models that 

focus on individual regions because externalities operate differently in different 
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parts of the country. Secondly, each type of externalities appears captured by 

specific models: on the one hand, cross-section models picture competition 

externalities under both Porter and Jacobsô theories and diversity also under 

Jacobsô theory; on the other hand, annual panel and pooled models capture 

specialisation externalities under MAR and Porter if those models are estimated 

by OLS with both year and state dummies or with fixed effects. Further research 

is needed on why changing the model specification from a cross-section to a panel 

approach leads to such apparently contradicting results. Thirdly, that 

infrastructure plays a role in growth and convergence of Brazilian states is 

acknowledged. Due to complexity of infrastructure (Daumal & Zignago, 2010), 

its effects on regional growth will be analysed. These three caveats will be 

investigated in future research. 
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CHAPTER 4 ï A CENTURY OF THE EVOLUTION OF THE URBAN 

SYSTEM IN BRAZIL
49

 

 

4.1. Introduction 

Urbanisation has been a key area of debate among economists from the 1980s 

(Rosen & Resnick, 1980; Parr, 1985; Brakman, Garretsen, van Marrewijk & van 

den Berg, 1999; Black & Henderson, 1999, 2003; Duranton, 2007). The urban 

area plays an important role in the regional economy as the spatial unit where 

most economic activities occur. A standard method to test whether the distribution 

of cities is consistent with various theories of urbanisation is to check if the power 

law holds (Brakman, Garretsen & van Marrewijk, 2009). The power law (or 

Pareto distribution) holds when there is a negative loglinear relationship between 

the size and rank of cities, at least above a certain city size threshold.
50

 This law, 

and specifically the slope of the loglinear relationship, is an important tool for 

understanding urban growth. If urban growth is a stochastic process where every 

city shares the same expected growth rate and the variance of the growth rate is 

also the same for each city (referred to in the literature as Gibratôs law), the 

distribution of city sizes is lognormal. The upper tail of the lognormal distribution 

closely resembles a Pareto distribution. Sometimes this Pareto distribution has a 

unitary slope which implies that the product of rank and size among the larger 

cities is constant, which is referred to as Zipfôs law (Gabaix, 1999a, 1999b; 

Eeckhout, 2004, 2009).  

Previous studies of the power law in various countries have four limitations. 

First, these studies often just use cross-sectional data on cities (Rosen & Resnick, 

1980; Soo, 2005; Giesen, Zimmerman & Suedekum, 2009). Other works use 

panel data on cities but only for short continuous time periods (Song & Zhang, 

2002; Xu & Zhu, 2009).
51

 Those who exploit longer time series tend to use only 

one observation per decade (Parr, 1985; Overman & Ioannides, 2001; Delgado & 

Godinho, 2006; Moura & Ribeiro, 2006; Garmestani, Allen, Gallagher & 

                                                 
49

 Glen Stichbury of Waikato University provided helpful advice on Geographic Information 

System. 
50

 Pareto pioneered the power law in his Cours d'Economie Politique (1896, 1897) (The New 

School, 2010). However, this law was first applied in economics to the distribution of income 

(Simon, 1955) rather than the distribution of cities. 
51

The only exceptions are Bosker (2008, chapter 5), who analyses the distribution of the 62 largest 

west-German cities from 1925 to 1999; and Giesen & Suedekum (2009) who test for Gibratôs and 

Zipfôs laws for the 71 largest west-German cities at the national level and the mostly 20 largest 

cities at the state level from 1975 to 1997. Both studies employ annual city data. 
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Mittelstaedt, 2007). Secondly, although the urban area (or metropolitan area) is 

the most appropriate geographical unit of analysis on the grounds that 

agglomeration externalities are better captured in this spatial unit (McCann, 2001; 

Brakman, Garretsen & van Marrewijk, 2009),
 52

 many previous studies use data 

on the smaller, administratively defined, cities. This biases the power law 

parameter downward. Thirdly, even studies that employ urban agglomeration data 

can be deficient if they use only cross-sectional data from which it is impossible 

to test whether agglomeration takes place which would be reflected in an increase 

in the power law parameter over time (Rosen & Resnick, 1980; Pumain & 

Moriconi-Ebrard, 1997; Gabaix & Ioannides, 2003; Brakman, Garretsen & van 

Marrewijk, 2009). Finally, in the city size distribution literature, there are only a 

few exceptions (Black & Henderson, 2003; Gabaix & Ibragimov, 2006; 

Nishiyama, Osada & Sato, 2008; Bosker, 2008). These studies are more 

concerned with the robustness of the power law as, to investigate this law, they go 

beyond the use of the standard techniques. 

This chapter overcomes these four limitations by using data on urban 

agglomerations at frequent intervals over a long time span to test the traditional 

power law and one of its modern specifications (Gabaix & Ibragimov, 2006). The 

chapter studies the size distribution of 185 urban areas in Brazil observed annually 

in 102 years from 1907 to 2008. While there are other power law estimates for 

Brazil (for example, Brakman, Garretsen & van Marrewijk 2009 suggest an 

estimate of 0.7815 based on 193 cities), this is the first application with a long and 

continuous time series of urban area populations. This study aims to test whether 

the three aforementioned laws hold concerning the size distribution of urban areas 

in Brazil: namely the power law among the large cities, Zipfôs law as a special 

case of the power law, and Gibratôs law with respect to the entire distribution.  

The dataset used is unique as its construction is based on a wide range of 

geographical and historical information on urban activity rather than on 

administrative definitions of cities. The power law suggests that there is a 

concentration of economic activity in large agglomerations. However, such 

                                                 
52

 Rosen & Resnick (1980, p. 170) note that, ñFor size distribution studies, the entire metropolitan 

area is the most desirable choice for an urban unit as it represents an integrated economic unit. 

Since many workers and consumers in a city often reside in the surrounding suburbs, it seems 

reasonable to include these areas in the definition of the cityò. Soo (2005, p. 242) adds: ñData for 

agglomerations might more closely approximate a functional definition, as they typically include 

surrounding suburbs where the workers of a city resideò. 
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agglomerations are usually a combination of a core city together with surrounding 

smaller cities or towns. The spatial unit of measurement is therefore the urban 

area that is consistent with urban economic theory: a single or multiple core 

metropolitan area that has its boundary defined by a transition from 

predominantly urban to predominantly rural activity. Using this definition of 

urban areas, the power law is confirmed for the 100 largest urban areas of Brazil. 

It also confirms the lognormal distribution by Kolmogorov-Smirnov and Shapiro-

Francia tests (Stephens, 1974; Stata software, 1996-2012) for all urban areas. 

Gibratôs law (Gibrat, 1931; Eeeckhout, 2004, 2009) was also confirmed after 1984 

by panel unit root tests for the whole sample of urban areas and (to a smaller 

extent) by a panel of individual urban areas for both Levin-Lin-Chu and Im-

Pesaran-Shin tests (see Levin, Lin & Chu, 2002; Im, Pesaran & Shin, 2003; 

Baum, 2003; Bosker, 2008; Stata software, 1996-2012), but the law was rejected 

prior to 1984 in favour of the mean reversion hypothesis.  

Conversely, panel unit root tests for the 100 largest urban areas rejected 

Gibratôs law for all sub-periods: while for the sub-period 1907 to 1939 the 

rejection of this law favoured the mean reversion hypothesis only at 10 percent 

significance level; for the sub-periods 1940 to 2008 a highly significant positive 

correlation between growth of urban areas and their initial sizes was found. This 

chapter rejects Zipfôs law, but finds support for the increasing economic 

importance of urban agglomeration in the process of economic development in 

Brazil. The traditional power law parameter for the size distribution of urban areas 

increases from 0.63 in 1907 to 0.89 in 2008. The robustness of the results is 

checked by employment of the Gabaix & Ibragimov (2006) correction method 

from which was found a power parameter that ranges from 0.60 in 1907 to 0.84 in 

2008. From Gabaix & Ibragimovôs (2006) method, a panel model pooling the 

same range of urban size distributions provides a power law parameter equal to 

0.68, which is within the range of cross-sectional estimation using both traditional 

and corrected power law equations.  

The chapter is organised as follows. The next section discusses the 

background literature on the power law. Section 4.3 describes the data used and 

their sources. Section 4.4 briefly outlines the characteristics of the recent 

structural transformation in Brazil to provide the context. Section 4.5 discusses 

the empirical results. Lastly, section 4.6 provides concluding remarks. 
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4.2. Literature 

The power law of the distribution of citiesô sizes is a property that applies to 

many distributions with fat tails. Income distribution is another socioeconomic 

example of a fat (right) tail distribution and in fact it was to this distribution that 

the power law was first applied to by Pareto at the end of the 19
th
 century. The 

New School (2010, paragraph 10) states:  

 

[Pareto] argued that in all countries and times, the distribution of 

income and wealth follows a regular logarithmic pattern that can 

be captured by the formula: Log N = log A + m log x where N is 

the number of income earners who receive incomes higher than x, 

and A and m are constants. 

 

This law was subsequently applied to the distribution of German cities as early 

as 1913 by Auerbach (see Gabaix, 1999a, 1999b; Overman & Ioannides, 2001; 

Gabaix & Ioannides, 2003; Ioannides & Overman, 2003; Anderson & Ge, 2005; 

Soo, 2005, 2007; Córdoba, 2008; Bosker, 2008). Auerbach denoted the variables 

of the power law equation as follows: N is population size of the city with rank x, 

with the largest city ranked 1, the second largest city ranked 2, and so on; A and m 

are parameters: the former is the intercept that equals the expected value of the 

logarithm of the largest city and the latter is the slope which equals the power law 

parameter. These two parameters are usually estimated by OLS (the alternative is 

the Hill estimator, see Hill 1975).
53

 The power law parameter m is a negative 

number of which the absolute value is known as Ŭ (or q) in the city size 

distribution literature. Zipf (1949) emphasised the special case in which Ŭ = 1; 

consequently, this particular case is known as Zipfôs law (or the rank-size rule).  

The estimate of Ŭ indicates the degree of city size distribution skewness. If 

Zipfôs law does not hold there are two possibilities: i) if Ŭ > 1, the city size 

distribution is more uneven and the biggest city is larger than Zipfôs law predicts; 

ii) if Ŭ < 1, the city size distribution is more even and the biggest city is smaller 

than Zipfôs law expects.
54

  

Of particular interest for the study of development of the urban system in a 

country is the change in the power law parameters over time. The change in the 

                                                 
53

In contrast to the original work by Pareto and by Zipf (1949), some studies put city rank on the 

left side of the equation and city size on the right. See Eeckhout (2004, 2009) and Bosker (2008) 

and the references therein.  
54

 See Brakman, Garretsen & van Marrewijk (2009), Chapter 7. 
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intercept shows the expected growth in the largest city. The change in the slope 

parameter suggests whether the distribution of city sizes is becoming more uneven 

or even. When agglomeration is becoming more important, the slope parameter 

increases over time and in fact, this is what was found for the US (Black and 

Henderson, 2003). As noted in the introduction, the power law for larger cities is 

consistent with Gibratôs law describing the process of urban growth. Gibratôs law 

assumes independence between city growth rate and city size. When this law 

holds, the rank size rule is stable over time. In other words, the ratio of the largest 

city size to each of the other city sizes does not change over time. This urban 

system stability has economic implications for the distribution of employment, 

market areas, city innovation potential as a result of the volume of research in that 

city, variety of goods and services in the city, housing markets, etc. The 

dependence of economic aggregates of the region or country on the urban system 

is exactly in the spirit of Christallerôs and Lºschôs urban hierarchy theories that 

connect the complexity of economy of the urban area to the area size (Krugman, 

1996; McCann, 2001; Mori, Nishikimi & Smith, 2005, 2008; Duranton, 2002, 

2007).  

City size distribution studies differ in sample size, degree of development of 

the studied country and in either rejecting or confirming Zipfôs law. The literature 

has taken three approaches. The first approach uses cross-section data on cities to 

test Zipfôs law and finds a power parameter either greater than 1 (Rosen & 

Resnick, 1980; Soo, 2005) or less than 1 (Eeckhout, 2004; Garmestani, Allen & 

Gallagher, 2008). The second approach makes use of a range of urban (or 

metropolitan) area cross-sections to comparatively reject Zipfôs law (Rosen & 

Resnick, 1980; Brakman, Garretsen & van Marrewijk, 2009) or confirm Zipfôs 

law (Gabaix, 1999a, 1999b; Gabaix & Ioannides, 2003; Ioannides & Overman, 

2003). The third approach tests for both Zipfôs law and Gibratôs law 

simultaneously. This approach employs panels of cities or urban (metropolitan) 

areas. Among studies using this approach, most reject both laws (Pumain & 

Moriconi-Ebrard, 1997; Song & Zhang, 2002; Black & Henderson, 2003; Moura 

& Ribeiro, 2006; Delgado & Godinho, 2006; Soo, 2007; Bosker, 2008; Xu & Zhu, 

2009), but there is some support (Giesen & Suedekum, 2009).  

 



77 

 

4.3. Data and Sources 

This chapter uses two official data sources from Brazil: IBGE - Brazilian 

Institute of Geography and Statistics and IPEA - Institute of Applied Economic 

Research. The websites of these two institutes are sources of rich socio-economic 

data at national and regional levels. The administrative geographical unit used is 

the municipality. Municipality population data from all censuses from which 

municipality population data are available at this level were obtained (see Table 

4.1); that is, covering the period from 1907 to 2008. The sample of 185 urban 

areas has been built up from 1,409 municipalities in Brazil (for details about 

municipalities included in every urban area, see Appendix 4.1; a note at the 

bottom of this appendix explains how merges and splits of municipalities were 

addressed for the defined urban areas).  

 The construction of urban areas took four steps. First, a sum of the population 

of contiguous municipalities in 2008 was taken. The contiguity was checked by 

means of 2009 IBGE Brazilian States Political maps.
55

 These maps were 

complemented with Google maps.
56

 

 The definition of urban areas used implied that some crossed state 

boundaries.
57

 Therefore in some cases, an urban area is a collection of contiguous 

municipalities that belong to neighbouring states. The reason is essentially 

historical. Information on municipality history and of splits and merges of 

municipalities over time comes from the IBGE population data files themselves.
58

 

Other sources were consulted (Tenenbaum, 1996; Fausto, 1999) regarding the 

history of regions and settlements in Brazil  

 Secondly, the urban area definition for 2008 was applied back to 1907. The 

urban area growth was observed both in terms of an increase in population of the 

municipalities and birth of new contiguous municipalities (a detailed appendix is 

available upon request). Thirdly, a smoothing was applied to these population data 

under the assumption that some observed changes are inconsistent with the 

underlying demographic processes. This smoothing took account of neighbouring 
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 http://www.ibge.gov.br/ 
56

 http://maps.google.co.nz/ 
57

 In fact, to avoid compromising the originality of the tests for the power, Zipf and Gibrat laws for 

Brazil, the areas definitions created by bureaucrats and politicians have not been used. For a 

discussion of the importance of using functional rather than administrative urban areas, see 

Holmes & Lee (2010). 
58

 www.citybrazil.com.br has also been used. However, the material on this website is essentially 

based on IBGE information. 

http://maps.google.co.nz/
http://www.citybrazil.com.br/
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municipalities as well as temporal changes. Fourthly, urban area populations were 

estimated for years without data from the official sources by interpolation.
59

 

Comparison between the calculated and original data for years in which both 

types of data are available (see Table 4.1) suggest that the smoothing and 

interpolation do not distort the analysis: the correlation between the original and 

the adjusted data is around 0.98.  

 In a discussion about sample quality for the power law test, Resende (2004, p. 

1547) notes the importance of using heterogeneous samples of cities. Due to data 

limitations the sample of this chapter does not include all urban areas in Brazil, 

unlike Eeckhoutôs (2004) USA study. Yet, the sample is heterogeneous in that it 

involves urban areas of all sizes, in contrast with other studies that only use the 

largest metropolitan areas (such as: Gabaix & Ibragimov, 2006; Black & 

Henderson, 1999). This urban area size heterogeneity is achieved even though 

some urban areas that appeared to have strongly oscillating populations over time 

have been dropped.  These may be considered outliers. 

  
Table 4.1: Original Municipality Population Data 

YEAR SOURCE THE SOURCE 

OBTAINED DATA BY  

1907 to 1912 IBGE Estimate 

1920 IPEA Census 

1936 and 1937 IBGE Estimate 

1939 IBGE Estimate 

1940 IPEA Census 

1950 IPEA Census 

1960 IPEA Census 

1970 IPEA Census 

1980 IPEA Census 

1985 IBGE Estimate 

1991 IPEA Census 

1996 IPEA Estimate 

1999 to 2008 IBGE Estimate*  

*2000 is from Census. 

 

 The data on urbanisation in Brazil have caveats that originated in 1938 during 

the Getúlio Vargas presidency when the government elevated all municipalities to 

city status despite the economic structure of some municipalities not fulfilling the 

requirements of an urban economy. As a consequence, this overestimated 

urbanisation in Brazil (Veiga, 2003). After an analysis of law amendments that 

                                                 
59

 The population of Brasilia, the capital of Brazil that was started to be built in 1956, was 

extrapolated back from 1960. 
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established new municipalities in Brazil, Resende (2004, p. 1544) points to ñnon-

rigorous criteria for the creation of municipalities (...)ò.  

In recent times, this urban population data problem has been solved by the use 

of satellite data on urban activity from EMBRAPA,
60

 but these data refer only to 

the cross-section of Brazilian urban areas that correspond to the 2000 population 

census. Although some authors advocate their use for the analysis of city size 

distributions (Kinoshita et al., 2008), these satellite mapping data also have 

limitations and are subject to criticism (Doll & Muller, 2000).   

 

4.4. Structural Transformation in Brazil  

4.4.1. Brazilôs Recent Economic History  

Since the arrival of the Portuguese in April 1500 and subsequent colonisation, 

Brazil has undergone many phases of strong social, political, economic and 

cultural change. This sub-section briefly describes the main events that influenced 

the city size distribution from 1907 to 2008. In order to do so, six periods are 

defined. The first period is 1907-1930, referred to as ñDevelopment of the 

Republicò (Lobo, 1996, p. 426). This period is characterised by labour 

immigration that was needed to facilitate growth of manufacturing. Although 

manufacturing grew as a result of Foreign Direct Investment and exports, the 

economy was essentially dependent on exports of coffee. The fall in coffee prices 

during the 1929 depression reduced state revenue that was necessary for import of 

machinery which the industrialisation policy depended on. 

The second period is 1930-1945 (The Vargas Era). This period is 

characterised by: i) national integration policies, combination of authoritarian, 

totalitarian and fascist elements and the beginning of the imports substitution 

process (Lobo, 1996, p. 428); ii) the increase in internal migration (Fausto, 1999, 

p. 234); and iii) the immigration restriction policy which reduced population 

growth in the 1930s (Lobo, 1996; Bethell, 2008; Silva, 2008).  

 The third period is 1945-1964 (Democracy or ñDevelopmental Stateò). This 

period is marked by: i) the Kubitschek Government (1956-1961) that adopted an 

economic policy inspired by Rostowôs theory of take-off.
61

 It concentrated 
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EMBRAPA stands for Empresa Brasileira de Pesquisa Agropecuária (Brazilian Enterprise of 

Farming Research). These satellite data are available on 

http://www.urbanizacao.cnpm.embrapa.br/conteudo/base.html 
61

 This theory argues that development has mainly two stages: at the first stage the government 

should focus on developing regions that have the ópreconditions of self-sustained growthô (Lobo, 
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investment in certain areas (Minas Gerais, São Paulo and Rio de Janeiro) where 

the preconditions for self-sustained growth existed (Lobo, 1996, p. 428); ii) the 

investment for construction of Brasilia city, inaugurated in 1960, and another 

migration wave from the northeast to São Paulo (Lobo, 1996, p. 429); iii) 

incentives for national manufacturing intensified the imports substitution process 

(Fausto, 1999; Abreu, 2008).  

 The fourth period is 1964-1984 (Dictatorship or ñAuthoritarian Stateò). The 

main characteristics are (Lobo, 1996; Fausto, 1999; Abreu, 2008a): i) the 

combination of economic stagnation and inflation (óstagflationô); ii) the annual 

average real income growth is 11.2% over the óeconomic miracleô (1969-1974); 

iii) income concentration; iv) little political rights and freedom; strong regulation 

of the economy and creation of public institutions (1967-1974); v) oil shocks 

(1974-1980) causing macroeconomic instability; vi) redistribution of product that 

harmed the northeast and benefited the middle-west, north and south regions; vii) 

protectionism, contractionist policies, and falling output (1981-1983).  

 The fifth period is the short period 1985-1989 (Democratic Transition). This 

period is characterised by hyperinflation and stagnation. Lastly, the sixth and most 

recent period is 1989-2008 (trade liberalisation and the return to democracy 

(Lobo, 1996)). The main events are (Lobo, 1996; Abreu, 2008b; Abreu & 

Werneck, 2008): i) the structural reforms under Collor de Mello (1990-1992) and 

Itamar Franco (1992-1994) presidencies; ii) the policies that aimed to balance 

inflation and unemployment were more successful after mid-1994; iii) however, 

as Abreu & Werneck (2008, p. 432) point out, ñ(é) between 1994 and 2004 per 

capita GDP (gross domestic product) increased [at] an average of only 0.9 percent 

per annumò; and (iv) despite trade liberalisation, the Brazilian economy remains 

relatively closed over this period. Prideaux (2009, p. 16) notes that ñBrazilôs 

imports and exports taken together were equivalent to 22% of its GDP in 2007, 

compared with 23% for Americaò.  

 Finally, it is worth noting that the Brazilian economy has been marked by 

strong state intervention throughout the 1907 to 2008 period. Politics played an 

active role that shaped the socio-economic structure and the city size distribution.  

 

                                                                                                                                      
1996, p. 428) in order to ótake-offô the development; then, at the second stage, that development is 

expanded to the less developed regions. The problem with this ñselective supportò of regions 

dependent on their development stage is that it creates regional inequality from the outset.  
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4.4.2. Urbanisation in Brazil  

Figure 4.1 shows that the population of Brazil grew from 20.3 million in 1907 

to 191.9 million inhabitants in 2008, which implies an annual average growth rate 

of 2.2 percent. Table 4.2 presents the evolution of the urban population in the 

sample of urban areas. The urban population defined by the sample of this chapter 

increased from 53 percent of the total population in 1907 to 70 percent in 2008. 

For comparison, the urban population share was estimated by the UN Secretariat 

to have been 36.2 percent in 1950, increasing to 86.5 percent in 2008. The 

smallest urban area in 1907 was Goianésia do Pará with a population of 200. It 

remained the smallest urban area until 1945, after which Caracaraí took that place. 

The latterôs population was 18,789 in 2008. The largest city in 1907 was Rio de 

Janeiro, with a population of just over 1 million. Its population had increased to 

4.8 million in 1960. From 1961, São Paulo became the largest city, with a 

population of close to 20 million in 2008. The average urban area population 

increased from 58,401 in 1907 to 730,383 in 2008. 

Figures 4.2 and 4.3 visually display the evolution of the urban system in 

Brazil between 1907 and 2008 (see Appendix 4.2 for changes in urban areasô 

population across decades). Clearly, the average population of urban areas 

increased 12-fold over the century. However, population growth was not at a 

steady rate over the century. Over time, population growth has changed in an M-

shaped pattern. Population growth first peaked in the 1910s and then dropped to a 

low in the 1930s. After that, growth increased again until the 1950s, followed by a 

drop and subsequent stabilisation of the growth rate by the 1990s. The second part 

of this ñMò pattern is consistent with the law of diminishing returns of land use. In 

other words, the increase of the urban area population is limited by the contiguous 

land area. 
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Figure 4.1: Population of Brazil, 1907 to 2008
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Table 4.2: National Population, Urban Population, and Urban Areas Sample (N=185) 

Year Total  
Population 

(1) 

Total 

Sample 

Urban 

Population 
(2) 

Total Sample as a 

Percentage of 

Total Population 
(3) = [(2)/(1)]*100 

Minimum 

Urban 

Area Size 

Maximum 

Urban 

Area Size 

Average 

Urban 

Area 

Size 

Percentage 

of Urban 

Population* 

 

1907 20,253,609 10,804,332 53.35 200 1,039,082 58,401  
1910 21,819,738 11,670,719 53.49 300 1,103,057 63,084  
1920 30,559,034 14,675,734 48.02 600 1,378,865 79,328  
1930 36,000,000 18,098,944 50.27 787 1,814,562 97,832  
1940 41,169,321 20,431,303 49.63 1,200 2,203,345 110,439  
1950 51,941,078 26,507,511 51.03 869 3,137,977 143,283 36.2 
1960 70,624,622 37,592,468 53.23 3,321 4,811,937 203,202 44.9 
1970 93,134,846 52,516,454 56.39 4,421 8,063,414 283,872 55.8 
1980 119,011,052 73,585,193 61.83 6,000 12,465,119 397,757 67.4 
1990 145,000,000 93,571,199 64.53 8,577 14,800,000 505,790 74.8 
2000 166,112,518 112,609,413 67.79 10,457 17,296,131 608,699 81.2 
2008 191,943,158 135,120,951 70.40 18,789 19,859,740 730,383 86.5** 
Notes: For the years without data on the sources, total population was assumed based on the smoothness of the population curve. The minimum area is 

Goianésia do Pará from 1907 to 1945 and Caracaraí from 1946 to 2008. The maximum area is Rio de Janeiro from 1907 to 1960 and São Paulo from 

1961 to 2008. ** It refers to 2010. 

*Source: The United Nations Secretariat, World Urbanization Prospects: The 2007 Revision, http://esa.un.org/unup.  
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Figure 4.2: The Urban Population of Brazil, 1907

 

Figure 4.3: The Urban Population of Brazil, 2008 

 


