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Abstract

This working paper describes a framework for compositional nonblocking verification of reactive systems modelled as extended finite-state machines. The nonblocking property can capture the absence of livelocks and deadlocks in concurrent systems. Compositional verification is shown in previous work to be effective to verify this property for large discrete event systems. Here, these results are applied to extended finite-state machines communicating via shared memory. The model to be verified is composed gradually, simplifying components through abstraction at each step, while conflict equivalence guarantees that the final verification result is the same as it would have been for the non-abstracted model. The working paper concludes with an example showing the potential of compositional verification to achieve substantial state-space reduction.

1 Introduction

Reactive systems are typically safety-critical, where failures can result in huge financial losses, or even human fatalities. Thus, logical correctness is a crucial property of most reactive systems, and formal verification is an important part of guaranteeing logical correctness. In the field of model
Formal verification requires a formal model, and **finite-state machines (FSM)** [12] are widely used in the literature to represent reactive systems. FSMs describe the dynamic behaviour of a reactive system by **states**, where certain conditions hold, and **transitions** between these states that change the conditions. For systems with data dependency, it is natural to extend FSMs with variables that represent data. This results in **extended finite-state machines (EFSM)**, which have been similarly defined by several researchers [5, 6, 21, 23].

An important aspect of correctness is the absence of **livelocks** and **deadlocks**. FSMs (and EFSMs) allow certain states to be designated as **terminal** states. The **nonblocking** property [20] requires that the system should from any reachable state always be able to reach some terminal state. This property is used in supervisory control theory of discrete events systems [20] to capture the absence of livelocks and deadlocks.

Expressed in CTL [3], nonblocking can be written as $\text{AG EF terminal state}$. In [7], for the purpose of abstraction in model checking, $\forall$CTL$^*$ is defined as a subset of CTL where only universal path quantification is allowed. If a given $\forall$CTL$^*$ property is satisfied by all components of a system, the property is also satisfied by the composed system. However, nonblocking cannot be expressed in $\forall$CTL$^*$, which makes it impossible to use many standard abstraction techniques for nonblocking verification.

**Compositional** methods [9] exploit the compositional structure of a system, i.e., the fact that the system is made up of several FSMs interacting with each other. Abstraction is used to remove states and transitions that are superfluous for the purpose of verification of the property at hand. While compositional methods have shown impressive results for FSMs [9, 19], their adaptation to EFSMs is still in its infancy. Transforming an EFSM to a FSM [14, 21] makes it possible to apply the algorithms for FSMs to an EFSM model. However, the transformation has the drawback of significantly increasing the number of transitions in the system, or losing the compositional structure.

This working paper generalises the compositional verification method [9] to be applicable directly to reactive systems modelled as EFSMs. **Partial unfolding** is proposed to remove a variable from the system, and **symbolic observation equivalence** is introduced to be applied to EFSMs directly without the need for transforming EFSMs to FSMs. Furthermore, another abstraction method, called the **Active Events Rule** [9], is extended in the framework of EFSMs, and has great potential to abstract systems while preserving the nonblocking property.

The remainder of the working paper is structured as follows. Sect. 2 introduces extended finite state machines, and section 3 gives an example of a concurrent program modelled by EFSMs. Next, section 4 describes the process of converting EFSMs to FSMs, and section 5 presents some experiments with FSM-based compositional verification applied to the example from section 3. Then section 6 presents different ways of computing abstractions that can be applied directly on EFSMs, and section 7 demonstrates compositional abstraction-based verification on EFSMs, using the same example. Finally, section 8 adds some concluding remarks. Formal proofs of all technical results are in the appendix.
2 Extended Finite-State Machines

In this working paper, reactive systems are modelled as extended finite-state machines (EFSM) that synchronise in interleaving semantics and communicate via shared memory. Extended finite-state machines are similar to conventional finite-state machines (FSM) [12], but augmented with updates associated to the transitions [5, 6, 21]. Updates are formulas over bounded discrete variables.

A variable $v$ is an entity associated with a finite domain $\text{dom}(v)$ and an initial value $v^o \in \text{dom}(v)$. A second set of variables, called next-state variables and denoted by $V' = \{ v' | v \in V \}$ with $\text{dom}(v') = \text{dom}(v)$, is used to describe how variables are updated.

An update is a formula using variables from $V \cup V'$. For example, let $x$ be a variable with domain $\text{dom}(x) = \{0, \ldots , 5\}$. An update $x' = x + 1$ changes the variable $x$ by adding 1 to its current value, if it currently is less than 5. Otherwise (if $x = 5$) the transition is disabled and no updates are performed. Another possibility is to write the formula $x' = \min(5, x + 1)$, in which case the transition remains enabled when $x = 5$. The update $x = 3$ disables a transition unless $x = 3$ in the current state, and leaves the value of $x$ in the next state, $x'$, unchanged. Differently, the update $x' = 3$ is always enabled, and the value of $x$ in the next state is forced to be 3. The set of all update formulas using variables in $V$ or $V'$ is denoted by $\Pi_V$.

Definition 1 An Extended Finite-State Machine (EFSM) is a tuple $E = \langle V, Q, \rightarrow, Q^o, Q^\omega \rangle$, where $V$ is a finite set of variables, $Q$ is a finite set of locations, $\rightarrow \subseteq Q \times \Pi_V \times Q$ is the conditional transition relation, $Q^o \subseteq Q$ is the set of initial locations, and $Q^\omega \subseteq Q$ is the set of terminal locations.

The expression $x \xrightarrow{p} y$ denotes the presence of a transition in $E$, from location $x$ to location $y$ with update $p \in \Pi_V$. On the occurrence of such a transition, the EFSM changes its location from $x$ to $y$ while updating its variables in accordance with $p$; variables that do not occur as next-state variables in $p$ remain unchanged.

Usually, reactive systems are modelled as several components interacting with each other. An EFSM system is a collection of interacting EFSMs,

$$\mathcal{E} = \{E_1, \ldots , E_n\}.$$ (1)

The behaviour of such a system is expressed using interleaving semantics [3].

Definition 2 Given two EFSMs $E = \langle V_E, Q_E, \rightarrow_E, Q^o_E, Q^\omega_E \rangle$ and $F = \langle V_F, Q_F, \rightarrow_F, Q^o_F, Q^\omega_F \rangle$ the composition of $E$ and $F$ is

$$E \parallel F = \langle V_E \cup V_F, Q_E \times Q_F, \rightarrow, Q^o_E \times Q^o_F, Q^\omega_E \times Q^\omega_F \rangle,$$ (2)

where

- $(x_E, x_F) \xrightarrow{p_E} (y_E, x_F)$ if $x_E \xrightarrow{p_E} E y_E$;
- $(x_E, x_F) \xrightarrow{p_F} (x_E, y_F)$ if $x_F \xrightarrow{p_F} F y_F$. 

3
Algorithm 1: Distributed Sieve of Eratosthenes.

3 Example

This section shows how a concurrent program can be modelled using EFSMs. The same example is used throughout the working paper to explain different approaches to compositional nonblocking verification.

Algorithm 1 shows a distributed version of the Sieve of Eratosthenes for generating prime numbers. The system consists of two processes source and sink, plus a variable number of sieve processes $\text{sieve}_k$. The source generates numbers $x_0$ from a finite set (program location $s_0$) and sends them to the first sieve process $\text{sieve}_1$ using the shared variable $c_0$ ($s_1$ and $s_2$). There are $n$ sieve processes for the first $n$ prime numbers $p_1, \ldots, p_n$. The $k$-th sieve process $\text{sieve}_k$, upon receiving a new number $x_k$ through $c_{k-1}$ ($q_0$ and $q_1$), tests whether the number is equal to or divisible by its prime number $p_k$ ($q_3$). If the received number is different from and divisible by $p_k$, it is discarded, otherwise it is sent to the next sieve process $\text{sieve}_{k+1}$ using the shared variable $c_k$ ($q_5$ and $q_6$). Numbers that pass through $n$ sieve processes are received by the sink ($r_0$), which prints them before releasing the shared variable $c_n$ ($r_1$).

Figure 1 shows an EFSM model of this system. Initial locations are marked with an incoming
arrow, and terminal locations are shaded in the figure. Each process is modelled by an EFSM, with updates representing the atomic statements in the algorithm. For example, update $c_0 = 0$ in EFSM source corresponds to program location $s_1$ in Algorithm 1: it checks whether $c_0$ is equal to zero and does not change any variable values. The update $x_0' = x_0' \mod{p}$ assigns a new number to $x_0$ from its domain, regardless of its previous value.

The model is parametrised by the number $n$ of sieve processes, and the maximum number $m$ generated by the source. The variable set of the system is $\text{vars(\mathcal{E})} = \{x_0, \ldots, x_n, c_1, \ldots, c_n\}$, and all variables have the same domain $0, \ldots, m$. The range of feasible values for $m$ depends on the number of sieve processes. For example, for $n = 3$ there are three sieve processes for the first three primes 2, 3, and 5. Then the smallest number incorrectly classified as a prime is 49, so $m$ should not be greater than 48.

4 Unfolding Semantics

This section gives a semantics of extended finite-state machines in terms of ordinary finite-state machines (FSM) interacting in lock-step synchronisation. Sect. 4.1 defines the FSM model used, and section 4.2 defines concepts needed to convert variables to states. Then section 4.3 describes the process of converting EFSMs to FSMs.

4.1 Finite-State Machines

Finite-state machines interact using events, which are taken from a finite alphabet $\Sigma$. In addition, the silent event $\tau \notin \Sigma$ is used. It is not included in the alphabet $\Sigma$ unless explicitly mentioned using the notation $\Sigma_\tau = \Sigma \cup \{\tau\}$. Further, $\Sigma^*$ is the set of all finite traces of events from $\Sigma$, including the empty trace $\varepsilon$. The concatenation of two traces $s, t \in \Sigma^*$ is written as $st$. A trace $s \in \Sigma^*$ is called a prefix of $t \in \Sigma^*$, written $s \sqsubseteq t$, if $t = su$ for some $u \in \Sigma^*$.

**Definition 3** A finite-state machine (FSM) is a tuple $G = (\Sigma_G, Q, \rightarrow, Q^0, Q^\omega)$, where $\Sigma_G \subseteq \Sigma$ is a finite set of events, called the event alphabet of $G$, $Q$ is a finite set of states, $\rightarrow \subseteq Q \times (\Sigma_G \cup \{\tau\}) \times Q$. 

Figure 1: EFSM model of Distributed Sieve of Eratosthenes.
is the state transition relation, $Q^0 \subseteq Q$ is the set of initial states, and $Q^\omega \subseteq Q$ is the set of terminal states.

The transition relation is written in infix notation $x \xrightarrow{\sigma} y$, and is extended to events not in the event alphabet by letting $x \xrightarrow{\epsilon} x$ for all $\sigma \in \Sigma \setminus \Sigma_G$. It is further extended to traces in $\Sigma^n$ by $x \xrightarrow{\epsilon} x$ for all $x \in Q$, and $x \xrightarrow{\epsilon} z$ if $x \xrightarrow{\tau} y$ and $y \xrightarrow{\epsilon} z$ for some $y \in Q$. The transition relation is also defined for state sets $X, Y \subseteq Q$, for example $X \xrightarrow{\sigma} y$ means $x \xrightarrow{\sigma} y$ for some $x \in X$, and $G \xrightarrow{\sigma} x$ stands for $Q^\sigma \xrightarrow{\sigma} x$.

Unlike EFSMs, the FSMs considered here interact using lock-step synchronisation [11]. The composition of FSMs can only execute an event if all synchronised FSMs are in a state enabling that event. An FSM always enables any event not in its alphabet.

**Definition 4** Let $G_1 = \langle \Sigma_1, Q_1, \rightarrow_1, Q_1^0, Q_1^\omega \rangle$ and $G_2 = \langle \Sigma_2, Q_2, \rightarrow_2, Q_2^0, Q_2^\omega \rangle$ be two FSMs. The **synchronous composition** of $G_1$ and $G_2$ is

$$G_1 \parallel G_2 = \langle \Sigma_1 \cup \Sigma_2, Q_1 \times Q_2, \rightarrow, Q_1^0 \times Q_2^0, Q_1^\omega \times Q_2^\omega \rangle,$$

where

- $(x_1, x_2) \xrightarrow{\sigma} (y_1, y_2)$ if $\sigma \neq \tau$ and $x_1 \xrightarrow{\sigma} y_1$ and $x_2 \xrightarrow{\sigma} y_2$;
- $(x_1, x_2) \xrightarrow{\tau} (y_1, y_2)$ if $x_1 \xrightarrow{\tau} y_1$;
- $(x_1, x_2) \xrightarrow{\tau} (x_1, y_2)$ if $x_2 \xrightarrow{\tau} y_2$.

### 4.2 Variables and Valuations

The state space of an EFSM system is not only determined by its locations, but also by its variables and their possible values.

For an update $p \in \Pi_V$, the term $\text{vars}(p)$ denotes the set of all variables that occur in $p$, and $\text{vars}'(p)$ denotes the set of all variables modified by $p$. For example, if $p \equiv x' = y + 1$ then $\text{vars}(p) = \{x, y\}$, and $\text{vars}'(p) = \{x\}$. When a transition $x \xrightarrow{p} y$ occurs, the variables in $\text{vars}'(p)$ may change as specified by the update $p$, whereas all other variables remain unchanged. An update $p$ with $\text{vars}'(p) = \emptyset$ is called a **pure guard**. Its execution leaves all variables unchanged.

Given an EFSM $E = \langle V, Q, \rightarrow, Q^0, Q^\omega \rangle$, its set of variables is $\text{vars}(E) = V$, and the variable set of an EFSM system $\mathcal{E}$ is $\text{vars}(\mathcal{E}) = \bigcup_{E \in \mathcal{E}} \text{vars}(E)$.

Given a set $V = \{v_1, \ldots, v_n\}$ of variables, its domain $\text{dom}(V) = \text{dom}(v_1) \times \cdots \times \text{dom}(v_n)$ determines all possible combinations of variable values, and thus the set of possible system states. An element of $\text{dom}(V)$ is denoted by $\bar{v} = (\bar{v}_1, \ldots, \bar{v}_n)$ with $\bar{v}_i \in \text{dom}(v_i)$.

The elements $\bar{v} \in \text{dom}(V)$ are also considered as **valuations**:

$$p(\bar{v}) \in \{\text{true}, \text{false}\}$$
denotes the truth value of update \( p \in \Pi_V \) when the variable values are given by \( \bar{v} \). For \( \bar{v} \in \text{dom}(V) \), the value of the variable \( v_i \in V \) in \( \bar{v} \) is denoted by \( \bar{v}[v_i] \). The set of variables assigned by a valuation \( \bar{v} \) is denoted by \( \text{vars}(\bar{v}) \). The empty valuation with \( \text{vars}(\bar{v}) = \emptyset \) is also denoted \( \bar{v} = \emptyset \). For two sets of variables \( W \subseteq V \), the valuation \( \bar{v} : V \rightarrow D \) is said to be an extension of \( \bar{w} : W \rightarrow D \), written \( \bar{w} \leq \bar{v} \), if \( \bar{w}[w] = \bar{v}[w] \) for each \( w \in W \).

### 4.3 Converting EFSMs to FSMs

The straightforward method [3] to convert an EFSM to an FSM creates a single FSM with states for each combination of a location and variable values. While this works well for symbolic state space exploration, the compositional verification method [9] pursued here demands a compositional model consisting of several FSMs. Therefore, the method proposed in the following preserves the compositional structure of an EFSM system by creating one FSM for each EFSM and for each variable.

An EFSM is converted to an FSM, which uses the EFSM locations as states and has the same transitions, except that they are labelled with events instead of updates. Each valuation that satisfies the update is represented by its own event.

**Definition 5** Let \( E = (V, Q, \rightarrow, Q^0, Q^\omega) \) be an EFSM. The unfolded FSM of \( E \) is \( U(E) = (\Sigma_E, Q, \rightarrow_U, Q^0, Q^\omega) \) where,

- \( \Sigma_E = \{ (E; \hat{v}; \hat{w}) \mid x \xrightarrow{p} y, \hat{v} \in \text{dom}(\text{vars}(p)), \hat{w} \in \text{dom}(\text{vars'}(p)) \} \);

- \( x \xrightarrow{(E; \hat{v}; \hat{w})} y \) if there exists a transition \( x \xrightarrow{p} y \) in \( E \) such that \( \hat{v} \in \text{dom}(\text{vars}(p)), \hat{w} \in \text{dom}(\text{vars'}(p)) \), and \( p(\hat{v}, \hat{w}) = \text{true} \).

An EFSM update \( p \) is replaced by FSM events \( (E; \hat{v}; \hat{w}) \) for all valuations \( \hat{v} \) defined over the variables of \( p \) and \( \hat{w} \) defined over the next-state variables of \( p \), such that \( \hat{v} \) and \( \hat{w} \) together satisfy \( p \). Note that \( \text{vars}(\hat{w}) \subseteq \text{vars}(\hat{v}) \) due to the definition of \( \text{vars}(p) \) and \( \text{vars'}(p) \). Pure guards produce events \( (E; \hat{v}; \emptyset) \), which are simply written as \( (E; \hat{v}) \) in the following.

---

Figure 2: Unfolding of Sieve of Eratosthenes example.
Example 1  Consider EFSM sink in the Sieve of Eratosthenes example shown in figure 1, assuming \( m = 2 \), i.e., \( \text{dom}(c_n) = \{0, 1, 2\} \), and \( c_n^0 = 0 \). The update \( c_n > 0 \) in sink results in the unfolded events \( \Sigma^1_{\text{sink}} = \{(\text{sink}; 1), (\text{sink}; 2)\} \), and update \( c_n' = 0 \) results in events \( \Sigma^1_{\text{sink}} = \{(\text{sink}; 0; 0), (\text{sink}; 1; 0), (\text{sink}; 2; 0)\} \). Thus, the unfolded event set of sink is \( \Sigma_{\text{sink}} = \Sigma^1_{\text{sink}} \cup \Sigma^2_{\text{sink}} \), and the unfolded FSM \( U(\text{sink}) \) is shown in figure 2 to the left.

The state space of an EFSM system is not only determined by its locations, but also by its variables. Therefore a second set of FSMs, called variable FSMs, is used to keep track of the variable values and ensure the correct sequencing of the transitions in the unfolded FSM system.

**Definition 6**  Let \( \mathcal{E} = \{E_1, \ldots, E_n\} \) be an EFSM system. The variable FSM of \( v \in \text{vars}(\mathcal{E}) \) is \( U_\mathcal{E}(v) = (\Sigma_v, \text{dom}(v), \rightarrow_v, \{\hat{v}\}, \text{dom}(v)) \) where,

\[
\begin{align*}
\Sigma_v &= \{(E_i; \hat{v}; \hat{w}) \in \Sigma_{E_i} \mid v \in \text{vars}(\hat{v})\}; \\
\hat{v}[v] &= \left\{ \begin{array}{ll}
\frac{(E_i; \hat{v}; \hat{w})}{\rightarrow_v \hat{v}[v]} & \text{if } v \in \text{vars}(\hat{v}) \setminus \text{vars}(\hat{w}) \\
\frac{(E_i; \hat{v}; \hat{w})}{\rightarrow_v \hat{w}[v]} & \text{if } v \in \text{vars}(\hat{w})
\end{array} \right.
\end{align*}
\]

**Example 2**  Consider the variable \( c_n \) in the Sieve of Eratosthenes example. It occurs in sink and sieve\(_n\), so these EFSMs determine the event alphabet of \( U_\mathcal{E}(c_n) \). First, all transitions in sink mention \( c_n \), so the full alphabet \( \Sigma_{\text{sink}} \) from example 1 is included. Next, sieve\(_n\) contains two updates associated with \( c_n \). The update \( c_n = 0 \) produces one unfolded event \( \Sigma^1_{c_n} = \{(\text{sieve}_n; 0)\} \). Further, the update \( c_n' = x_n \) with \( \text{vars}(c_n' = x_n) = \{c_n, x_n\} \) and \( \text{vars}(c_n' = x_n) = \{c_n\} \) produces events of the form \( (\text{sieve}_n; c_n, x_n; c_n) \). Again assuming \( \text{dom}(c_n) = \text{dom}(x_n) = \{0, 1, 2\} \), these are:

\[
\Sigma_{c_n}^2 = \{(\text{sieve}_n; 0, 0; 0), (\text{sieve}_n; 0, 1; 1), (\text{sieve}_n; 0, 2; 2), (\text{sieve}_n; 1, 0; 0), (\text{sieve}_n; 1, 1; 1), (\text{sieve}_n; 1, 2; 2), (\text{sieve}_n; 2, 0; 0), (\text{sieve}_n; 2, 1; 1), (\text{sieve}_n; 2, 2; 2)\}.
\]

This gives \( \Sigma_{c_n} = \Sigma_{\text{sink}} \cup \Sigma_{c_n}^1 \cup \Sigma_{c_n}^2 \) and the variable FSM \( U_\mathcal{E}(c_n) \) as shown in figure 2 to the right.

The variable FSMs are defined in the context of an EFSM system, as they depend on all EFSMs using the variable. The overall behaviour of an EFSM system is obtained by applying the unfolding method to all its EFSMs and variables.

**Definition 7**  Let \( \mathcal{E} = \{E_1, \ldots, E_n\} \) be an EFSM system. The unfolding of \( \mathcal{E} \) is the FSM

\[
U(\mathcal{E}) = \bigwedge_{i=1}^n U(E_i) \ || \bigwedge_{v \in \text{vars}(\mathcal{E})} U_\mathcal{E}(v).
\]
5 Compositional Nonblocking Verification

This working paper concerns verification of the nonblocking property used in supervisory control theory of discrete event systems [20], which can capture the absence of livelocks and deadlocks. A system is nonblocking if it is possible to reach a terminal state from every reachable state. For finite-state systems, nonblocking is equivalent to termination under an implicit strong fairness assumption stating that “whenever a transition can occur infinitely often, it occurs infinitely often” [2].

Definition 8 [20] An FSM $G = \langle \Sigma, Q, \rightarrow, Q^0, Q^\omega \rangle$ is nonblocking if, for every $s \in \Sigma^*_r$ and every $x \in Q$ such that $G \xrightarrow{s} x$, there exists $t \in \Sigma^*_r$ such that $x \xrightarrow{t} Q^\omega$.

Definition 9 An EFSM system $E$ is nonblocking if the unfolding $U(E)$ is nonblocking. An EFSM $E$ is nonblocking if the EFSM system $\{E\}$ is nonblocking.

The straightforward approach to check whether a system

$$P_1 \parallel P_2 \parallel \cdots \parallel P_n$$

is nonblocking is to explicitly construct the synchronous composition and check for each reachable state whether it is possible to reach a terminal state. This can be done using CTL model checking, and models of substantial size can be analysed if the state space is represented symbolically [17]. Yet, the technique remains limited by the amount of memory available to store representations of the synchronous composition.

In an attempt to alleviate this state-space explosion problem, compositional verification [9] seeks to rewrite individual system components and, for example, replace $P_1$ in (7) by a simpler abstraction $P'_1$, to analyse the simpler system

$$P'_1 \parallel P_2 \parallel \cdots \parallel P_n$$

Several abstraction methods that preserve the nonblocking property are known [9, 15, 22]. Based on these methods, compositional verification algorithms [9, 22] repeatedly simplify system components, compose subsystems and simplify them again, until the system is simple enough to be verified directly. These methods have been developed and used successfully to verify several large FSM models [9].

To assess the applicability of compositional verification for EFSM models with data dependency, the Distributed Sieve of Eratosthenes has been modelled and verified using the Discrete Event Systems tool Supremica [1]. Supremica converts the EFSM model to a collection of unfolded FSMs [14], which are then verified using an implementation of the compositional nonblocking algorithm [9].

Table 1 shows the results of these experiments for different prime number sieves, where $n$ is the number of sieve processes, and $m$ is the largest number generated by the source. The table shows in each case the number of events and transitions in the unfolded FSM model, and the number of reachable states in its synchronous composition; it furthermore shows the number of states of the
Table 1: Experimental Results for Distributed Sieve of Eratosthenes.

<table>
<thead>
<tr>
<th>n</th>
<th>m</th>
<th>Events</th>
<th>Transitions</th>
<th>State space</th>
<th>Peak</th>
<th>Time</th>
<th>Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>24</td>
<td>144</td>
<td>10,460</td>
<td>$7.59 \times 10^7$</td>
<td>27</td>
<td>0.22 s</td>
<td>90.4 MB</td>
</tr>
<tr>
<td>3</td>
<td>48</td>
<td>369</td>
<td>53,345</td>
<td>$3.45 \times 10^{13}$</td>
<td>51</td>
<td>0.81 s</td>
<td>147.7 MB</td>
</tr>
<tr>
<td>4</td>
<td>120</td>
<td>1,122</td>
<td>404,504</td>
<td>$1.18 \times 10^{20}$</td>
<td>123</td>
<td>3.04 s</td>
<td>260.3 MB</td>
</tr>
<tr>
<td>5</td>
<td>168</td>
<td>1,899</td>
<td>958,193</td>
<td></td>
<td>171</td>
<td>7.47 s</td>
<td>331.0 MB</td>
</tr>
<tr>
<td>6</td>
<td>288</td>
<td>3,804</td>
<td>3,288,972</td>
<td></td>
<td>291</td>
<td>37.67 s</td>
<td>532.4 MB</td>
</tr>
</tbody>
</table>

largest FSM encountered during compositional verification (Peak), and the approximate runtime and memory usage of compositional verification. The experiments were run on a standard laptop computer using a single core 2.4 GHz CPU.

Supremica successfully verifies the Distributed Sieve of Eratosthenes to be nonblocking for of to $n = 6$ sieve processes. It has also been attempted using Supremica to verify the model symbolically with BDDs [17], but this was unsuccessful for $n \geq 5$ sieve processes, so the number of reachable states is not known for the larger models.

This experiment suggests that compositional verification is a promising approach to verify large EFSM systems, with the peak number of states only growing proportionally to the parameter $m$. However, the number of events in the unfolded FSM model grows with $nm$, and the number of transitions grows with $nm^2$. At $n = 6$, the construction of the unfolded FSM model already takes substantially longer than its verification. To avoid the construction of a growing FSM model, the following section proposes an alternative approach to perform compositional verification directly on the EFSMs.

6 Abstraction Methods

Compositional verification repeats two basic operations while verifying a system: either individual components are simplified or, if this is not possible, two or more components are composed. Sect. 6.1 and 6.2 below describe the method of composition and the related method of unfolding local variables, then section 6.3 introduces the principle of simplification, and section 6.4 and 6.5 propose two methods to simplify EFSMs.

6.1 Partial Composition

Composition is the simplest step in compositional verification. It is always possible to replace some components of an EFSM system by their composition. This operation does not reduce the state space, but it is necessary when all other means of simplification have been exhausted. The following result, albeit technical, follows directly from the definitions. The unfolded FSMs before and after partial composition are not only equivalent with respect to nonblocking, but identical up to renaming of events. The proof can be found in Appendix A.
**Proposition 1** Let $E = \{E_1, \ldots, E_n\}$ be an EFSM system, and $F = \{E_1 \parallel E_2, E_3, \ldots, E_n\}$. Then $U(E)$ is nonblocking if and only if $U(F)$ is nonblocking.

### 6.2 Partial Unfolding

Similar to partial composition, partial unfolding is the process of removing a variable from an EFSM and expanding its values into locations.

**Definition 10** Let $E = \langle V, Q, \to, Q^\omega \rangle$ be an EFSM, and let $z \in V$. The result of *partially unfolding* $z$ in $E$ is the EFSM $E \setminus z = \langle V, Q \times \text{dom}(z), \to_{\setminus z}, Q^\omega \times \{z^\omega\}, Q^\omega \times \text{dom}(z) \rangle$ where

$$\forall (x, a) \exists z \exists z' (\exists z = a \land z' = b) \quad (9)$$

for all $a, b \in \text{dom}(z)$ such that $x \xrightarrow{p} y$, and such that $z /\notin \text{vars}'(p)$ implies $a = b$.

A variable is called *local* in an EFSM system, if it appears in only one component. Local variables can be removed by partial unfolding, as they are not needed for interaction with any other component. The following result confirms that partial unfolding of a local variable preserves the nonblocking property of an EFSM system. The proof is similar to that of proposition 1 and shows that the unfolded FSMS of $E_1$ and $E_1 \setminus z$ are identical up to renaming of events. It can be found in Appendix B.

**Proposition 2** Let $E = \{E_1, \ldots, E_n\}$ be an EFSM system, $z \in \text{vars}(E_1) \setminus \bigcup_{i=2}^{n} \text{vars}(E_i)$, and $F = \{E_1 \setminus z, E_2, \ldots, E_n\}$. Then $U(E)$ is nonblocking if and only if $U(F)$ is nonblocking.

Partial unfolding removes local variables at the price of an increase in the number of locations. Its application may be deferred in favour of other methods. On the other hand, partial unfolding often simplifies or removes some updates, making it possible to apply the abstraction methods following below, which reduce the state space.

### 6.3 Conflict Equivalence

Compositional reasoning is based on the idea of replacing a component $P_k$ in a larger system (7) by an equivalent component $P'_k$. The best known equivalence to support compositional nonblocking verification of FSMS is *conflict equivalence* [16]. In the following, this concept is extended to EFSMs.

The idea of conflict equivalence is derived from process-algebraic testing theory [8], which defines equivalences relating processes based on the results of tests. Two processes are considered as equivalent if the responses of all tests are equal. Here, a test’s result is the observation whether or not it is nonblocking in composition with the process under test. The following definition is generalised for arbitrary components, which can be either FSMS or EFSMs.

**Definition 11** [16] Two components $P_1$ and $P_2$ are *conflict equivalent*, written $P_1 \simeq_{\text{conf}} P_2$, if for any component $T$, it holds that $P_1 \parallel T$ is nonblocking if and only if $P_2 \parallel T$ is nonblocking.
Conflict equivalence guarantees that, if a component $P_k$ is replaced by a conflict equivalent abstraction $P'_k$, the abstraction will produce the same verification result, in combination with every possible “remainder of the system”, $T$, as would the original component $P_k$. The following result confirms that conflict equivalent components of an EFSM system can be replaced without affecting the nonblocking property. This is the key property of conflict equivalence, which follows from its congruence properties [16]. The proof is given in Appendix C.

**Proposition 3** Let $\mathcal{E} = \{E_1, \ldots, E_n\}$ and $\mathcal{F} = \{F_1, E_2, \ldots, E_n\}$ be EFSM systems such that $E_1 \simeq_{\text{conf}} F_1$. Then $U(\mathcal{E})$ is nonblocking if and only if $U(\mathcal{F})$ is nonblocking.

### 6.4 Symbolic Observation Equivalence

Bisimulation and observation equivalence [18] are standard examples of branching equivalences. They are known to preserve all temporal logic properties [4], including nonblocking. Observation equivalence alone is responsible for a substantial state-space reduction in compositional nonblocking verification of FSMs [9]. Both bisimulation and observation equivalence have been generalised for value-passing processes [10, 13]. In this section, observation equivalence is extended to be applicable for EFSMs, and symbolic observation equivalence is proposed.

The most basic branching equivalence is bisimulation, which keeps track of the complete branching of process behaviour.

**Definition 12** Let $E = \langle V, Q_E, \rightarrow_E, Q^\circ_E, Q^\omega_E \rangle$ and $F = \langle V, Q_F, \rightarrow_F, Q^\circ_F, Q^\omega_F \rangle$ be two EFSMs. A relation $\approx \subseteq Q_E \times Q_F$ is called a symbolic bisimulation between $E$ and $F$ if the following holds for all $x_E \in Q_E$ and $x_F \in Q_F$ such that $x_E \approx x_F$:

- if $x_E \overset{p_E}{\rightarrow}_E y_E$, then there exists $y_F \in Q_F$ such that $x_F \overset{p_F}{\rightarrow}_F y_F$ and $p_E$ logically implies $p_F$ and $y_E \approx y_F$;
- if $x_F \overset{p_F}{\rightarrow}_F y_F$, then there exists $y_E \in Q_E$ such that $x_E \overset{p_E}{\rightarrow}_E y_E$ and $p_F$ logically implies $p_E$ and $y_E \approx y_F$;
- $x_E \in Q^\omega_E$ if and only if $x_F \in Q^\omega_F$.

$E$ and $F$ are symbolically bisimilar, written $E \approx F$, if there exists a symbolic bisimulation $\approx$ between $E$ and $F$ such that, for each $x_E^\circ \in Q^\circ_E$ there exists $x_F^\circ \in Q^\circ_F$ such that $x_E^\circ \approx x_F^\circ$, and vice versa.

While symbolic bisimulation as defined implies conflict equivalence, the definition is restrictive as it requires syntactically equivalent updates for locations to be equivalent. For FSMs, observation equivalence is the natural extension of bisimulation. In observation equivalence, the transition relation $\rightarrow$ is replaced by its extension $\Rightarrow$ to allow for silent transitions before or after an event occurrence. To extend this idea for EFSMs, the first step is to define the extended transition relation $\Rightarrow$ for EFSMs.

**Definition 13** Let $E = \langle V, Q, \rightarrow, Q^\circ, Q^\omega \rangle$ be an EFSM.
For $x, y \in Q$ and $\bar{v} \in \text{dom}(\text{vars}(E))$, the relation $x \xrightarrow{\bar{v}} y$ denotes the existence of a path

$$x = x_0 \xrightarrow{p_1} x_1 \xrightarrow{p_2} \cdots \xrightarrow{p_n} x_n = y,$$

such that $\text{vars}'(p_i) = \emptyset$ and $p_i(\bar{v}) = \text{true}$ for each $1 \leq i \leq n$.

For $x, y \in Q$ and $\bar{v}, \bar{w} \in \text{dom}(\text{vars}(E))$, the relation $x \xrightarrow{\bar{v}, \bar{w}} y$ means that there exist states $x_1, y_1 \in Q$ such that

$$x \xrightarrow{\bar{v}} x_1 \xrightarrow{p} y_1 \xrightarrow{\bar{w}} y,$$

where $p(\bar{v}, \bar{w}) = \text{true}$ and $w_{|\text{vars}(E)\setminus\text{vars}'(p)} \leq \bar{v}$.

For $x \in Q$, the relation $E \Rightarrow x$ denotes the existence of $x^o \in Q^o$ such that $x^o \xrightarrow{v} x$.

The notation $x \xrightarrow{\bar{v}} y$ means that it is possible for an EFSM to move from location $x$ to $y$ while the variables remain constant at $\bar{v}$, and $x \xrightarrow{\bar{v}, \bar{w}} y$ means that it is possible to move from $x$ to $y$ with a single change of variable values from $\bar{v}$ to $\bar{w}$. The condition $w_{|\text{vars}(E)\setminus\text{vars}'(p)} \leq \bar{v}$ ensures that variables not affected by the update $p$ remain unchanged. With this symbolic definition of the extended transition relation, symbolic observation equivalence is defined as follows.

**Definition 14** Let $E = \langle V, Q_E, \rightarrow_E, Q^o_E, Q^e_E \rangle$ and $F = \langle V, Q_F, \rightarrow_F, Q^o_F, Q^e_F \rangle$ be two EFSMs. A relation $\sim \subseteq Q_E \times Q_F$ is called a **symbolic observation equivalence** between $E$ and $F$ if the following holds for all $x_E \in Q_E$ and $x_F \in Q_F$ such that $x_E \sim x_F$:

- if $x_E \xrightarrow{\bar{v}, \bar{w}} E y_E$, then there exists $y_F \in Q_F$ such that $x_F \xrightarrow{\bar{v}, \bar{w}} F y_F$ and $y_E \sim y_F$;
- if $x_F \xrightarrow{\bar{v}, \bar{w}} F y_F$, then there exists $y_E \in Q_E$ such that $x_E \xrightarrow{\bar{v}, \bar{w}} E y_E$ and $y_E \sim y_F$;
- $x_E \xrightarrow{\bar{v}} E Q^e_E$ if and only if $x_F \xrightarrow{\bar{v}} F Q^e_F$.

$E$ and $F$ are **symbolically observation equivalent**, written $E \sim F$, if there exists a symbolic observation equivalence $\sim$ between $E$ and $F$ such that, for each $x^o_E \in Q_E$ such that $E \xrightarrow{\bar{v}} x^o_E$ there exists $x^o_F \in Q_F$ such that $F \xrightarrow{\bar{v}} x^o_F$ and $x^o_E \sim x^o_F$, and vice versa.

Two locations are symbolically observation equivalent, if they can reach equivalent successors by means of the extended transition relation $\Rightarrow$. Symbolic observation equivalence is closely related to observation equivalence of the unfolded FSMs, which is known to imply conflict equivalence [9]. The following result, with proof in Appendix D, confirms that symbolically observation equivalent EFSMs are conflict equivalent. In combination with proposition 3, it is clear that components in an EFSM system can be replaced by symbolically observation equivalent abstractions without affecting the nonblocking property of the system.

**Proposition 4** Let $E_1$ and $F_1$ be two EFSMs. If $E_1 \sim F_1$ then $E_1 \simeq_{\text{conf}} F_1$. 
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6.5 Active Events Rule

While observation equivalence reduces the size of FSMs significantly and is easy to implement, it is not the best possible equivalence for nonblocking verification [16]. Several abstraction rules preserving conflict equivalence of FSMs are known [9, 15] that extend beyond observation equivalence. This section extends one of these rules, namely the Active Events Rule [9], to EFSMs.

The Active Events Rule for FSMs allows to merge states with the same sets of enabled events, provided they are also incoming equivalent.

Definition 15 Let \( E = \langle V, Q, \rightarrow, Q^o, Q^\omega \rangle \) be an EFSM. The incoming equivalence relation \( \sim_{\text{inc}} \subseteq Q \times Q \) of \( E \) is defined such that \( y_1 \sim_{\text{inc}} y_2 \) if

- \( E \Rightarrow y_1 \) if and only if \( E \Rightarrow y_2 \);
- for all \( x \in Q \) and all \( \bar{v}, \bar{w} \in \text{dom}(\text{vars}(E)) \), it holds that \( x \xrightarrow{\bar{v},\bar{w}} y_1 \) with \( \bar{v} \neq \bar{w} \) or \( x \neq y_1 \) implies \( x \xrightarrow{\bar{v},\bar{w}} y_2 \), and vice versa.

Two incoming equivalent locations have exactly the same incoming transitions with equivalent updates and equal source locations. Unlike with FSMs, selfloops \( x \xrightarrow{} x \) are excluded, because by definition 13, \( x \xrightarrow{} x \) holds for every location \( x \), and including them would require all incoming equivalent locations to be linked to each other.

Definition 16 Let \( E = \langle V, Q, \rightarrow, Q^o, Q^\omega \rangle \) be an EFSM. The active events equivalence relation \( \sim_{\text{act}} \subseteq Q \times Q \) of \( E \) is defined such that \( x_1 \sim_{\text{act}} x_2 \) if

- for all \( \bar{v}, \bar{w} \in \text{dom}(\text{vars}(E)) \), it holds that \( x_1 \xrightarrow{\bar{v},\bar{w}} y_1 \) for some \( y_1 \in Q \) such that \( \bar{v} \neq \bar{w} \) or \( x_1 \neq y_1 \), if and only if \( x_2 \xrightarrow{\bar{v},\bar{w}} y_2 \) for some \( y_2 \in Q \) such that \( \bar{v} \neq \bar{w} \) or \( x_2 \neq y_2 \);
- for all \( \bar{v} \in \text{dom}(\text{vars}(E)) \) it holds that \( x_1 \xrightarrow{\bar{v}} Q^\omega \) if and only if \( x_2 \xrightarrow{\bar{v}} Q^\omega \).

Two locations are active events equivalent if they have exactly the same outgoing transitions, independently of their target locations. Selfloops are only considered if they are considered in incoming equivalence. Based on these concepts, the Active Events Rule is defined in the same way as for FSMs and says that, two locations that are both incoming and active events equivalent are conflict equivalent and can be merged.

The idea is that, for conflict equivalence only the traces leading to terminal states are relevant. If two states are reached in exactly the same way and have exactly the same transitions enabled, then the nondeterministic choice between these two states can be deferred by one step and the states can be merged. Technically, this is done by the standard construction of a quotient automaton [3]. Prop. 5 describes the Active Events Rule formally, and the proof can be found in Appendix E.
Definition 17 Let $E = \langle V, Q, \rightarrow, Q^\circ, Q^\omega \rangle$ be an EFSM, and let $\sim \subseteq Q \times Q$ be an equivalence relation. The quotient EFSM of $E$ modulo $\sim$ is $E/\sim = \langle V, Q/\sim, \rightarrow/\sim, Q^\circ/\sim, Q^\omega/\sim \rangle$, where
\[
\rightarrow/\sim = \{ ([x], p, [y]) \mid x \xrightarrow{p} y \};
\]
\[
\tilde{Q}^\circ = \{ [x] \mid x \in Q^\circ \} ;
\]
\[
\tilde{Q}^\omega = \{ [x] \mid x \in Q^\omega \} .
\]

Here, $[x] = \{ x \in Q \mid x' \sim x \}$ denotes the equivalence class of $x \in Q$ with respect to $\sim$, and $Q/\sim = \{ [x] \mid x \in Q \}$ is the set of equivalence classes modulo $\sim$.

Proposition 5 Let $E_1 = \langle V, Q, \rightarrow, Q^\circ, Q^\omega \rangle$ be an EFSM, and let $\sim \subseteq Q \times Q$ be an equivalence relation such that $\sim \subseteq \sim_{\text{inc}} \cap \sim_{\text{act}}$, where $\sim_{\text{inc}}$ and $\sim_{\text{act}}$ are the incoming and active events equivalences of $E_1$. Then $E_1 \simeq_{\text{conf}} E_1/\sim$.

Example 3 Consider EFSM $E$ in figure 3, and assume $x^0 = y^0 = 0$. Given that $q_0 \xrightarrow{x<2} q_0$ by definition 13, locations $q_0$ and $q_1$ are both reached from the initial location $q_0$ when $x < 2$, and this establishes $q_0 \sim_{\text{inc}} q_1$. Furthermore, both locations $q_0$ and $q_1$ have outgoing non-selfloop transitions with updates $y' = x + 1$ and $x < 2$, which shows that $q_0 \sim_{\text{act}} q_1$. By the Active Events Rule, these locations are conflict equivalent and can be merged, resulting in $\tilde{E}$ in figure 3. Yet, $q_0$ and $q_1$ are not observation equivalent as the transitions $y' = x + 1$ from $q_0$ and $q_1$ lead to different locations that are not equivalent.

7 Example Revisited

In this section, the compositional verification procedure is applied to the Sieve of Eratosthenes introduced in section 3. For illustration, the number of sieve processes is set to $n = 2$, and while the resultant sieve can recognise prime numbers up to 24, the range is restricted to $m = 7$. The system consists of four EFSMs source, sieve$_1$, sieve$_2$, and sink, shown in figure 1, and its unfolded state space has 2,385,179 reachable states.

None of the EFSMs in figure 1 can be simplified using either observation equivalence or active events, but some variables are local and can be partially unfolded. Unfolding $x_0$ in source results in
Figure 4: Abstractions of source in Sieve of Eratosthenes example.
the 24-location EFSM $U_1$ (source) shown in figure 4. For graphical clarity, the figure uses a group node to combine the locations $(q_0, i)$ for $0 \leq i \leq 7$: each transition out of the box stands for eight different transitions with the same update and target location, one transition from each location in the group. Clearly, the locations $(q_0, i)$ in the group all have exactly the same outgoing transitions, so they are bisimilar and can be merged into a single location $q_0$. This results in the abstraction $U_2$ (source), also shown in figure 4. Locations $(q_1, i)$ for $0 \leq i \leq 7$ in $U_2$ (source) are incoming equivalent, as they all have the same incoming transition from location $q_0$ with update true, and active events equivalent, as they all have only one outgoing transition with update $c_0 = 0$. These locations can be merged using the Active Events Rule, resulting in the 10-location EFSM $U_3$ (source) in figure 4.

Next, the variable $x_1$ is local in sieve$_1$, and its unfolding results in a 49-location EFSM $U_1$ (sieve$_1$), shown in figure 5. Observation equivalence simplifies this to an 18-location EFSM $U_2$ (sieve$_1$), also shown in figure 5. Similarly, partial unfolding of $x_2$ in sieve$_2$ and observation equivalence result in a 21-location EFSM $U_2$ (sieve$_2$). The sink EFSM cannot be simplified.

At this point, the system model consists of four EFSMs $U_3$ (source), $U_2$ (sieve$_1$), $U_2$ (sieve$_2$), and sink, and three variables $c_0$, $c_1$, and $c_2$. The number of reachable states in the unfolding is now 100,712. For compositional verification to proceed, some components need to be composed. After composing $U_2$ (sieve$_1$) and $U_3$ (source), variable $c_0$ becomes local and can be unfolded. The resultant EFSM has 292 locations, and can be abstracted to 126 locations using observation equivalence, and further to 7 locations using the Active Events Rule. The resultant EFSM $U(S_1)$ is shown in figure 4. It is very similar to $U_3$ (source) in figure 4. The difference is that only the numbers 1, 2, 3, 5, and 7 are sent to the next stage of the pipeline, as 0, 4, and 6 are filtered out by the first sieve process.

Next, $U(S_1)$ and $U_2$ (sieve$_2$) are composed, resulting in $c_1$ becoming a local variable. By unfolding $c_1$, a 207-location EFSM is obtained, which again is simplified to a 7 location EFSM $U(S_2)$ using observation equivalence and the Active Events Rule. $U(S_2)$ is the same as $U(S_1)$ except that $c_1$ is replaced by $c_2$. The abstraction of the initial segment of the pipeline does not change, as the first non-prime filtered out by sieve$_2$ is 9, but the source only produces numbers up to $m = 7$.

Now the system consists only of the EFSMs $U(S_2)$ and sink, and the variable $c_2$. Composition and unfolding results in a 27-state FSM, which is verified to be nonblocking. This is enough to conclude that the original system is nonblocking. Thus, a 2,385,179-state system has been verified to be nonblocking, and the largest component constructed in the process had 292 locations. The constructed abstractions only increase with the maximum number $m$ produced by the source, not with the number $n$ of sieve processes, showing that the method scales well as the parameters increase.

8 Conclusions

A framework for compositional nonblocking verification of reactive systems modelled as extended finite state machines (EFSM) is presented. The method is based on a generalisation of results about conflict equivalence for finite-state machines. State-space explosion is mitigated by gradually composing the components of a large system, and simplifying the intermediate results using the abstraction
Figure 5: Abstractions of $\text{sieve}_1$ in Sieve of Eratosthenes example.
methods of symbolic observation equivalence and the Active Events Rule. The approach is demonstrated to scale well for an example of concurrent software.

Future work includes generalising other conflict-preserving abstraction rules, known to work well for FSMs, and adding them to the framework [9, 15]. Further, the method can likely be improved by combining it with known methods for variable abstraction and symbolic reasoning [3]. It is also possible to support event-based EFSM synchronisation, as it is already used in the underlying theory of conflict equivalence [16]. In addition, extension of the method for supervisor synthesis [20] for EFSMs is interesting.
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Appendix

This appendix contains the proofs of the propositions given in section 6. Most results about conflict equivalence of EFSM systems are proved by obtaining an unfolded FSM and using similar proofs about conflict equivalence of FSMs [9].

A Proof of Proposition 1

Prop. 1 concerns the relationship between synchronous composition of EFSMs and unfolding. In the following proof, it is shown that the results of unfolding before and after synchronous composition are identical up a renaming of the events.

Proposition 1 Let \( \mathcal{E} = \{E_1, \ldots, E_n\} \) be an EFSM system, and \( \mathcal{F} = \{E_1 \parallel E_2, E_3, \ldots, E_n\} \). Then \( U(\mathcal{E}) \) is nonblocking if and only if \( U(\mathcal{F}) \) is nonblocking.

Proof. It is shown in the following that the unfoldings \( U(\mathcal{E}) \) and \( U(\mathcal{F}) \) are identical up to a renaming of events, which is enough to show that \( U(\mathcal{E}) \) is nonblocking if and only if \( U(\mathcal{F}) \) is nonblocking. More precisely, it is shown that \( U(\mathcal{F}) = \rho(U(\mathcal{E})) \) where \( \rho : \Sigma_{\mathcal{E}} \rightarrow \Sigma_{\mathcal{F}} \) replaces events as follows,

\[
\rho((E_i; \hat{v}; \hat{w})) = \rho(E_i; \hat{v}; \hat{w}) = \begin{cases} (E_1 \parallel E_2; \hat{v}; \hat{w}), & \text{if } i = 1 \text{ or } i = 2; \\ (E_i; \hat{v}; \hat{w}), & \text{otherwise.} \end{cases} \tag{15}
\]

By definition 2, the EFSM systems \( \mathcal{E} \) and \( \mathcal{F} \) have the same variables associated with their update functions, so it holds that \( \text{vars}(\mathcal{E}) = \text{vars}(\mathcal{F}) \), and \( \rho(U(\mathcal{E})) \) and \( U(\mathcal{F}) \) have the same states, initial states, and marked states. It remains to be shown that they also have the same transitions. Write \( E = \bigparallel_{i=1}^n U(E_i) \) and \( F = U(E_1 \parallel E_2) \parallel \bigparallel_{i=3}^n U(E_i) \).

First, let

\[
(x_1, \ldots, x_n, \hat{v}) \xrightarrow{(E_k; \hat{v}; \hat{w})} (y_1, \ldots, y_n, \hat{w}) \tag{16}
\]

in \( U(\mathcal{E}) \). Then it follows that \( (x_1, \ldots, x_n) \xrightarrow{(E_k; \hat{v}; \hat{w})} (y_1, \ldots, y_n) \) in \( E \), which means that \( x_k \xrightarrow{(E_k; \hat{v}; \hat{w})} y_k \) in \( U(E_k) \) and \( x_i = y_i \) for each \( i \neq k \). It follows that there exists a transition \( x_k \xrightarrow{p} y_k \) with \( p(\hat{v}, \hat{w}) = \text{true} \) in \( E_k \). If \( k = 1 \) or \( k = 2 \), then either \( (x_1, x_2) \xrightarrow{p} (y_1, x_2) \) or \( (x_1, x_2) \xrightarrow{p} (x_1, y_2) \) in \( E_1 \parallel E_2 \) by definition 2, and thus in both cases \( (x_1, \ldots, x_n) \xrightarrow{(E_1; \hat{v}; \hat{w})} (y_1, \ldots, y_n) \) in \( F \). If \( 3 \leq k \leq n \), it follows directly from \( x_k \xrightarrow{p} y_k \) that \( (x_1, \ldots, x_n) \xrightarrow{(E_k; \hat{v}; \hat{w})} (y_1, \ldots, y_n) \) in \( F \). This

shows that \((x_1, \ldots, x_n) \xrightarrow{\rho(E_k;\bar{v};\bar{w})} (y_1, \ldots, y_n)\) in \(F\). From (16) it also follows that \(\bar{v} \xrightarrow{\rho(E_k;\bar{v};\bar{w})} \bar{w}\) in \(\|v\in\text{vars}(E)\|U_E(v)\) by definition 6. It follows that \((x_1, \ldots, x_n, \bar{v}) \xrightarrow{\rho(E_k;\bar{v};\bar{w})} (y_1, \ldots, y_n, \bar{w})\) in \(U(F)\).

Conversely, let
\[(x_1, \ldots, x_n, \bar{v}) \xrightarrow{(G;\bar{v};\bar{w})} (y_1, \ldots, y_n, \bar{w})\]
in \(U(F)\), where \(G \in \mathcal{F}\). Then \((x_1, \ldots, x_n) \xrightarrow{(G;\bar{v};\bar{w})} (y_1, \ldots, y_n)\) in \(F\). Consider two cases.

- If \(G = E_1 \parallel E_2\), then \((x_1, x_2) \xrightarrow{(E_1 \parallel E_2;\bar{v};\bar{w})} (y_1, y_2)\) in \(U(E_1 \parallel E_2)\) and \(x_i = y_i\) for each \(3 \leq i \leq n\). The former means \((x_1, x_2) \xrightarrow{p} (y_1, y_2)\) in \(E_1 \parallel E_2\) with \(p(\bar{v}, \bar{w}) = \text{true}\), which by definition 2 implies \(x_1 \xrightarrow{p} y_1\) in \(E_1\) and \(x_2 = y_2\), or \(x_1 = y_1\) and \(x_2 \xrightarrow{p} y_2\) in \(E_2\). It follows that \((x_1, \ldots, x_n) \xrightarrow{(E_k;\bar{v};\bar{w})} (y_1, \ldots, y_n)\) in \(E\), with \(k = 1\) or \(k = 2\), and thus \(\rho(E_k;\bar{v};\bar{w}) = (E_1 \parallel E_2;\bar{v};\bar{w}) = (G;\bar{v};\bar{w})\).

- If \(G = E_k\) for some \(3 \leq k \leq n\), then \(x_k \xrightarrow{(E_k;\bar{v};\bar{w})} y_k\) in \(U(E_k)\) and \((x_1, x_2) = (y_1, y_2)\) and \(x_i = y_i\) for each \(3 \leq i \leq n\) with \(i \neq k\). This shows \((x_1, \ldots, x_n) \xrightarrow{(E_k;\bar{v};\bar{w})} (y_1, \ldots, y_n)\) in \(E\), and \(\rho(E_k;\bar{v};\bar{w}) = (E_k;\bar{v};\bar{w}) = (G;\bar{v};\bar{w})\).

From (17), it also follows that \(\bar{v} \xrightarrow{(G;\bar{v};\bar{w})} \bar{w}\) in \(\|v\in\text{vars}(E)\|U_F(v)\), and therefore \(\bar{v} \xrightarrow{(E_k;\bar{v};\bar{w})} \bar{w}\) in \(\|v\in\text{vars}(E)\|U_E(v)\) by definition 6, where \(\rho(E_k;\bar{v};\bar{w}) = (G;\bar{v};\bar{w})\). Then \((x_1, \ldots, x_n, \bar{v}) \xrightarrow{(E_k;\bar{v};\bar{w})} (y_1, \ldots, y_n, \bar{w})\) in \(U(E)\), and therefore \((x_1, \ldots, x_n, \bar{v}) \xrightarrow{(E_k;\bar{v};\bar{w})} (y_1, \ldots, y_n, \bar{w})\) in \(U(U(E))\). \(\square\)

**B  Proof of Proposition 2**

As conflict equivalence is preserved under bisimulation, the key step to prove proposition 2 is to show that the result of partial unfolding is bisimilar to the original. This is done in lemma 8. Before that, lemma 7 shows that the nonblocking property of EFSM systems is preserved when replacing subsystems by conflict equivalent subsystems.

**Lemma 7** Let \(\mathcal{E} = \{E_1, \ldots, E_n\}\) and \(\mathcal{F} = \{F_1, E_2, \ldots, E_n\}\) be EFSM systems such that \(\text{vars}(\mathcal{E}) \setminus \text{vars}(E_1) = \text{vars}(\mathcal{F}) \setminus \text{vars}(F_1)\) and

\[
(U(E_1) \parallel \|U_E(v)\| \Sigma_{E_1} \overset{\text{conf}}{\sim} (U(F_1) \parallel \|U_F(v)\| \setminus \Sigma_{F_1})
\]

Then \(U(E)\) is nonblocking if and only if \(U(F)\) is nonblocking.

\[22\]
Definition 18 Let $G = \langle \Sigma_G, Q_G, \rightarrow_G, \rightarrow_G^0, Q_G^0 \rangle$ and $H = \langle \Sigma_H, Q_H, \rightarrow_H, \rightarrow_H^0, Q_H^0 \rangle$ be two FSMs. A relation $\approx \subseteq Q_G \times Q_H$ is called a bisimulation equivalence relation between $G$ and $H$ if the following holds for all $x_G \in Q_G$ and $x_H \in Q_H$ such that $x_G \approx x_H$:

- if $x_G \overset{\sigma}{\rightarrow}_G y_G$ for some $\sigma \in \Sigma_r$, then there exists $y_H \in Q_H$ such that $x_H \overset{\sigma}{\rightarrow}_H y_H$ and $y_G \approx y_H$;
- if $x_H \overset{\sigma}{\rightarrow}_H y_H$ for some $\sigma \in \Sigma_r$, then there exists $y_G \in Q_G$ such that $x_G \overset{\sigma}{\rightarrow}_G y_G$ and $y_G \approx y_H$;
- $x_G \in Q_G^0$ if and only if $x_H \in Q_H^0$.

Instead of showing that conflict equivalence is preserved under partial unfolding, lemma 8 below shows that the unfolded EFSM systems before and after partial unfolding are bisimilar FSMs, according to the following definition 18. Further, definition 19 provides notation to relate the valuations before and after partial unfolding to each other.

Proof. Note that

$$U(\mathcal{E}) = U(E_1) \parallel \cdots \parallel U(E_n) \parallel U(\mathcal{E}(v)) \quad v \in \text{vars}(\mathcal{E})$$

$$= U(E_1) \parallel U(\mathcal{E}(v)) \parallel U(E_2) \parallel \cdots \parallel U(E_n) \parallel U(\mathcal{E}(v)) \quad v \in \text{vars}(\mathcal{E}) \setminus \text{vars}(E_1)$$

As the events in $\Sigma_{E_1}$ do not appear in $U(E_2) \parallel \cdots \parallel U(E_n) \parallel U(\mathcal{E}(v))$, the above (19) is nonblocking if and only if

$$\left( U(E_1) \parallel U(\mathcal{E}(v)) \setminus \Sigma_{E_1} \parallel U(E_2) \parallel \cdots \parallel U(E_n) \parallel U(\mathcal{E}(v)) \right) \quad v \in \text{vars}(E_1)$$

is nonblocking. Given (18) and noting that $\text{vars}(\mathcal{E}) \setminus \text{vars}(E_1) = \text{vars}(\mathcal{F}) \setminus \text{vars}(F_1)$, it follows from the definition of conflict equivalence (definition 11) that (20) is nonblocking if and only if

$$\left( U(F_1) \parallel U(\mathcal{F}(v)) \setminus \Sigma_{F_1} \parallel U(E_2) \parallel \cdots \parallel U(E_n) \parallel U(\mathcal{F}(v)) \right) \quad v \in \text{vars}(F_1)$$

is nonblocking. As the events in $\Sigma_{F_1}$ do not appear in the FSMs $U(E_2), \ldots, U(E_n)$, or $U(\mathcal{F}(v))$ with $v \in \text{vars}(\mathcal{F}) \setminus \text{vars}(F_1)$, the above (21) is nonblocking if and only if

$$U(F_1) \parallel U(\mathcal{F}(v)) \parallel U(E_2) \parallel \cdots \parallel U(E_n) \parallel U(\mathcal{F}(v)) = U(F_1) \parallel U(E_2) \parallel \cdots \parallel U(E_n) \parallel U(\mathcal{F}(v)) = U(\mathcal{F}) \quad v \in \text{vars}(\mathcal{F})$$

is nonblocking. □
Let $\overline{E}$ and $\bar{H}$ be bisimilar, written $G \approx H$, if there exists a bisimulation equivalence relation $\approx$ between $G$ and $H$ such that, for each $x_G^0 \in Q^0_G$ there exists $x_H^0 \in Q^0_H$ such that $x_G^0 \approx x_H^0$, and vice versa.

**Definition 19** Let $\tilde{v}: V \to D$ be a valuation. The restriction $\tilde{v}|_W: W \to D$ of $\tilde{v}$ to $W \subseteq V$ is defined by

$$(\tilde{v}|_W)[v] = \tilde{v}[v] \quad \text{for all } v \in W.$$ (23)

For a variable $v_0$ and $a_0 \in \text{dom}(v_0)$, the extension $\tilde{v} \oplus \{v_0 \mapsto a_0\}: V \cup \{v_0\} \to D \cup \{a_0\}$ is defined by

$$\tilde{v} \oplus \{v_0 \mapsto a_0\}[v] = \begin{cases} a_0, & \text{if } v = v_0; \\ \tilde{v}[v], & \text{otherwise}. \end{cases}$$ (24)

**Lemma 8** Let $E = \{E_1, \ldots, E_n\}$ be an EFSM system, let $z \in \text{vars}(E_1) \setminus \bigcup_{i=2}^n \text{vars}(E_i)$, and let $F = \{E_1 \setminus z, E_2, \ldots, E_n\}$. Then

$$(U(E_1) \parallel \|_{v \in \text{vars}(E_1)} U_E(v)) \|_{\Sigma_E} \approx (U(E_1) \parallel \|_{v \in \text{vars}(E_1)} U_E(v)) \|_{\Sigma_{E_1 \setminus z}}.$$ (25)

**Proof.** Let $F_1 = E_1 \setminus z$ and $F_i = E_i$ for $2 \leq i \leq n$. Write $E_1 = \langle V, Q, \rightarrow, Q^0, Q^ω \rangle$, $E = U(E_1) \parallel \|_{v \in \text{vars}(E_1)} U_E(v)$ and $F = U(E_1 \setminus z) \parallel \|_{v \in \text{vars}(F_1)} U_F(v)$, and $\Sigma_E = \Sigma_E$ and $\Sigma_F = \Sigma_F$, and $W = \text{vars}(E_1 \setminus z) = \text{vars}(E_1) \setminus \{z\}$. The states of $E$ have the form $(x, \tilde{v})$, and the states of $F$ have the form $(x, \tilde{v})$, where $x \in Q$, $\tilde{v} \in \text{dom}(\text{vars}(E_1))$, $\tilde{v} \in \text{dom}(W)$, and $a \in \text{dom}(z)$. Consider the relation $\approx_U$ between the states of $E$ and $F$, defined by

$$(x, \tilde{v}) \approx_U ((y, a), \tilde{v}) \quad \text{if and only if} \quad x = y \text{ and } \tilde{v} \oplus \{z \mapsto a\}.$$ (26)

It is to be shown that $\approx_U$ is a bisimulation between $E \setminus \Sigma_E$ and $F \setminus \Sigma_F$.

First, let $(x, \tilde{v}) \approx_U ((x, a), \tilde{v})$ and $(x, \tilde{v}) \xrightarrow{\sigma} (y, \tilde{w})$ in $E \setminus \Sigma_E$. The former implies $\tilde{v} = \tilde{v} \oplus \{z \mapsto a\}$ and thus $\tilde{v}[z] = a$. Let $b = \tilde{w}[z]$ and $\tilde{w} = \tilde{w}|_W$. Also, as $(x, \tilde{v}) \xrightarrow{\sigma} (y, \tilde{w})$ in $E \setminus \Sigma_E$, there exists a transition $(x, \tilde{v}) \xrightarrow{(E_1; \tilde{v}; \tilde{w})} (y, \tilde{w})$ in $E$. Consider two cases.

- If $k = 1$, then $(E_k; \tilde{v}; \tilde{w}) = (E_1; \tilde{v}; \tilde{w}) \in \Sigma_E$ and thus $\sigma = \tau$. Since $x \xrightarrow{(E_1; \tilde{v}; \tilde{w})} y$ in $U(E_1)$, it holds that $x \xrightarrow{p} y$ in $E_1$ such that $p(\tilde{v}, \tilde{w}) = \text{true}$. If $z \in \text{vars}(p)$ then $z \in \text{vars}(\tilde{v})$ and $\tilde{v}[z] = \tilde{w}[z] = a$, and if $z \in \text{vars}'(p)$ then $z \in \text{vars}(\tilde{w})$ and $\tilde{w}[z] = b$. It follows that $\exists z (p \land z = a \land z' = b)(\tilde{v}|_W, \tilde{w}|_W) = \text{true}$. By definition 10 there exists a transition $(x, a) \xrightarrow{(E_1; \tilde{v}; \tilde{w})} (y, b)$ in $E_1 \setminus z$, which implies $(x, a) \xrightarrow{(E_1; \tilde{v}; \tilde{w})} (y, b)$ in $U(E_1 \setminus z)$.

- If $2 \leq k \leq n$, then the event $\sigma = (E_k; \tilde{v}; \tilde{w})$ is not in the alphabet of $U(E_1)$ or $U(E_1 \setminus z)$. It follows from $x \xrightarrow{(E_k; \tilde{v}; \tilde{w})} y$ in $U(E_1)$ that $x = y$. Since $z$ is a local variable to $E_1$, it
does not appear in $E_k$ with $2 \leq k \leq n$, so by definition 6 the event $(E_k; \hat{v}; \hat{w})$ is not in the alphabet of $U_{E}(z)$. As $a = \hat{v}[z]$, $\hat{w}[z] = b$ in $U_{E}(z)$, it follows that $a = b$. Also $z \notin \varphi(\hat{v}) \cup \varphi(\hat{w})$ by definition 5, and thus $(E_k; \hat{v}; \hat{w}) = (E_k; \hat{v}_{W}; \hat{w}_{W})$. It follows that 

$$(x, a) \xrightarrow{(E_{k}; \hat{v}_{W}; \hat{w}_{W})} (x, a) = (y, b) \in U(E_1 \setminus z).$$

In both cases, it has been shown that $(x, a) \xrightarrow{(E_{k}; \hat{v}_{W}; \hat{w}_{W})} (y, b) \in U(E_1 \setminus z)$ where $(F_{k}; \hat{v}_{W}; \hat{w}_{W}) = (E_1 \setminus z; \hat{v}_{W}; \hat{w}_{W})$ or $(F_{k}; \hat{v}_{W}; \hat{w}_{W}) = (E_k; \hat{v}_{W}; \hat{w}_{W})$. Further, $\hat{w} \xrightarrow{(E_{k}; \hat{v}; \hat{w})} \hat{w}$ in $\{v \in \varphi(E_1) \setminus \{z\} U_{E}(v)\}$, which implies $\hat{v} = \hat{v}_{W} \xrightarrow{(E_{k}; \hat{v}_{W}; \hat{w}_{W})} \hat{w}$ in $\{v \in \varphi(E_1) \setminus \{z\} U_{E}(v)\}$. This shows that $((x, a), \hat{v}) \xrightarrow{(E_{k}; \hat{v}_{W}; \hat{w}_{W})} ((y, b), \hat{w})$ in $F \setminus \Sigma_{F}$, with $(y, \hat{w}) \approx_{U} ((y, b), \hat{w})$.

Conversely, assume that $(x, \hat{v}) \approx_{U} ((x, a), \hat{v})$ and $(x, a, \hat{v}) \xrightarrow{\sigma} ((y, b), \hat{w})$ in $F \setminus \Sigma_{F}$. The former implies $\hat{v} = \hat{v} \cup \{z \mapsto a\}$ and thus $\hat{v}[z] = a$, and the latter implies the existence of a transition $(x, a, \hat{v}) \xrightarrow{(E_{k}; \hat{v}_{W}; \hat{w}_{W})} ((y, b), \hat{w})$ in $F$. Consider two cases.

- If $k = 1$, then $(F_{k}; \hat{v}; \hat{w}) = (E_1 \setminus z; \hat{v}; \hat{w}) \in \Sigma_{F}$ and thus $\sigma = \tau$. Since $x \xrightarrow{(E_1 \setminus z; \hat{v}; \hat{w})} y$ in $U(E_1 \setminus z)$, there is a transition $(x, a) \xrightarrow{z_{\exists z' \exists'(p \land z = a \land z' = b)}} (y, b)$ in $E_1 \setminus z$ with $x \xrightarrow{p} y$ in $E_1$, and $(\exists z \exists z' (p \land z = a \land z' = b))(\hat{v}, \hat{w}) = \tau$, and if $z \notin \varphi'(p)$ then $a = b$. Let 

$$\hat{v} = \begin{cases} \hat{v} \cup \{z \mapsto a\}, & \text{if } z \in \varphi(p); \\ \hat{v}, & \text{otherwise}; \end{cases} \quad \hat{w} = \begin{cases} \hat{w} \cup \{z \mapsto b\}, & \text{if } z \in \varphi'(p); \\ \hat{w}, & \text{otherwise}. \end{cases} \quad (27)$$

Then it follows that $p(\hat{v}, \hat{w}) = \tau$, and therefore $x \xrightarrow{(E_1, \hat{v}, \hat{w})} y_{1} \in U(E_1)$.

If $z \in \varphi(\hat{v}) \setminus \varphi(\hat{w})$, then $z \in \varphi(p) \setminus \varphi'(p)$, and $\hat{v}[z] = a$ by construction (27), and $a = b$ as $z \notin \varphi'(p)$; it follows that $a \xrightarrow{(E_1, \hat{v}, \hat{w})} b$ in $U_{E}(z)$ by definition 6. If $z \in \varphi(\hat{w})$, then $z \in \varphi'(p)$, and $\hat{w}[z] = b$ by construction (27); it follows that $a \xrightarrow{(E_1, \hat{v}, \hat{w})} b$ in $U_{E}(z)$ by definition 6. Otherwise $z \notin \varphi(\hat{v}) = \varphi(p) \supseteq \varphi'(p)$ in which case the event $(E_{k}; \hat{v}, \hat{w}) = (E_{k}; \hat{v}_{W}; \hat{w}_{W})$ is not in the alphabet of $U_{E}(z)$, and $a = b$ as $z \notin \varphi'(p)$; it again follows that $a \xrightarrow{(E_{k}; \hat{v}_{W}; \hat{w}_{W})} b$ in $U_{E}(z)$.

- If $2 \leq k \leq n$, then the event $\sigma = (F_{k}; \hat{v}; \hat{w}) = (E_{k}; \hat{v}; \hat{w})$ is not in the alphabet of $E_1$ or $U(E_1)$.

Then let $\hat{v} = \hat{v}$ and $\hat{w} = \hat{w}$ and $b = a$. It follows from $x \xrightarrow{(E_{k}; \hat{v}_{W}; \hat{w}_{W})} y$ in $U(E_1)$ that $x = y$, and thus $x \xrightarrow{(E_{k}; \hat{v}; \hat{w})} x = y \in U(E_1)$.

Furthermore, since $z$ is local to $E_1$, it does not appear in $E_k$ with $2 \leq k \leq n$, and thus $z \notin \varphi(\hat{v}) \cup \varphi(\hat{w}) = \varphi(\hat{v}) \cup \varphi(\hat{w})$. It follows that $a \xrightarrow{(E_{k}; \hat{v}; \hat{w})} b$ in $U_{E}(z)$.
Let \( \bar{w} = \bar{\omega} \oplus \{ z \mapsto b \} \). In both cases, it has been shown that \((x, a) \xrightarrow{(E, \bar{\rho}, \bar{w})} (y, b)\) in \( U(E_k) \| U(\bar{\epsilon}) \), with \( \hat{\nu} \leq \hat{\nu} \leq \bar{\nu} \leq \bar{\nu} \). Furthermore, note that \( \nu \xrightarrow{(F, \bar{\rho}; \bar{\omega})} \bar{\omega} \) in \( \|_{\nu \in \vars(E_i) \setminus z} U(F(v)) \), which implies \( \bar{\nu} \xrightarrow{(E, \bar{\rho}, \bar{\omega})} \bar{\omega} \) in \( \|_{\nu \in \vars(E_i) \setminus z} U(\bar{\epsilon}(v)) \). Then it follows that \((x, \bar{v}) \xrightarrow{(E, \bar{\rho}, \bar{w})} (y, \bar{w})\) in \( E \), and hence \((x, \bar{v}) \sigma (y, \bar{w})\) in \( E \setminus \Sigma_E \), with \((y, \bar{w}) \approx_U ((y, b), \bar{w})\).

As the FSMs \( E \) and \( F \) by construction have got exactly the same initial and marked states, it follows that \( E \setminus \Sigma_E \approx F \setminus \Sigma_F \). \( \square \)

**Proposition 2** Let \( E = \{ E_1, \ldots, E_n \} \) be an EFSM system, \( z \in \vars(E_1) \setminus \bigcup_{i=2}^{n} \vars(E_i) \), and \( F = \{ E_1 \setminus z, E_2, \ldots, E_n \} \). Then \( U(E) \) is nonblocking if and only if \( U(F) \) is nonblocking.

**Proof.** By lemma 8, it holds that

\[
(U(E_1) \| U(\bar{\epsilon}(v))) \setminus \Sigma_{E_1} \approx (U(E_1) \setminus z) \| U(F(v))) \setminus \Sigma_{E_1 \setminus z}.
\]  

(28)

As bisimulation of ordinary FSMs implies conflict equivalence [9], it follows that the above FSMs (28) are conflict equivalent. Furthermore, note that \( \vars(E) \setminus \vars(E_3) = \vars(F) \setminus \vars(E_1 \setminus z) \) as the variable \( z \) is local to \( E_1 \) and does not appear in any EFSM \( E_i \) with \( 2 \leq i \leq n \). Then it follows from lemma 7 that \( U(\bar{\epsilon}) \) is nonblocking if and only if \( U(F) \) is nonblocking. \( \square \)

**C Proof of Proposition 3**

Before proving the key result about conflict equivalence in proposition 3, the following lemma 10 establishes a relationship between conflict equivalence of EFSMs and unfolded FSMs.

**Definition 20** Let \( G = (\Sigma_G, Q, \rightarrow, Q^0, Q^n) \) be an FSM and \( \Upsilon \subseteq \Sigma_G \). The result of hiding \( \Upsilon \) from \( G \), written \( G \setminus \Upsilon \), is the FSM obtained from \( G \) by replacing each transition \( x \rightarrow y \) such that \( \sigma \in \Upsilon \) by \( x \xrightarrow{\sigma} y \), and removing all events in \( \Upsilon \) from \( \Sigma_G \).

**Lemma 10** Two EFSMs \( E_1 \) and \( F_1 \) are conflict equivalent, if and only if the following holds for all EFSM systems \( E = \{ E_1, \ldots, E_n \} \) and \( F = \{ F_1, E_2, \ldots, E_n \} \):

\[
(U(E_1) \| U(\bar{\epsilon}(v))) \setminus \Sigma_{E_1} \approx_{conf} (U(F_1) \| U(F(v))) \setminus \Sigma_{F_1}.
\]  

(29)

**Proof.** Assume that \( E_1 \approx_{conf} F_1 \). Furthermore, let \( E = \{ E_1, \ldots, E_n \} \) and \( F = \{ F_1, E_2, \ldots, E_n \} \) with \( E_1, F_1 \notin \{ E_2, \ldots, E_n \} \), and let \( T = (\Sigma_T, Q_T, \rightarrow_T, Q_T^0, Q_T^n) \) be an FSM such that

\[
((U(E_1) \| U(\bar{\epsilon}(v))) \setminus \Sigma_{E_1}) \| T
\]  

(30)
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is nonblocking. Let \( \Upsilon = \Sigma_T \setminus (\Sigma_{E_2} \cup \cdots \cup \Sigma_{E_n}) \), and construct an EFSM \( E_T \) such that \( U(E_T) \setminus \Upsilon = T' \setminus \Upsilon \): this EFSM can be constructed as \( E_T = (\text{vars}(E_1), Q_T, \rightarrow_T, Q^*_T, Q^*_T) \) where \( x \xrightarrow{\text{true}} y \) for all transitions \( x \xrightarrow{E} y \) with \( 2 \leq i \leq n \) and \( x \xrightarrow{\sigma} y \) for all transitions \( x \xrightarrow{\sigma} y \) with \( \sigma \in \Upsilon \). Then

\[
U(\{E_1, E_T\}) \setminus \Upsilon = (U(E_1) \parallel U(E_T) \parallel U_F(v)) \setminus \Upsilon
\]

\[
= (U(E_1) \parallel U_F(v)) \parallel (U(E_T) \setminus \Upsilon)
\]

(31)

is nonblocking because (30) is nonblocking. Then \( U(\{E_1, E_T\}) \) is also nonblocking, and as \( E_1 \simeq_{\text{conf}} F_1 \) it follows that \( U(\{F_1, E_T\}) \) is nonblocking. Then

\[
U(\{F_1, E_T\}) \setminus \Upsilon = (U(F_1) \parallel U(E_T) \parallel U_F(v)) \setminus \Upsilon
\]

\[
= (U(F_1) \parallel U_F(v)) \parallel (U(E_T) \setminus \Upsilon)
\]

(32)

is also nonblocking, and thus \( ((U(F_1) \parallel U_{\text{vars}(F_1)}(v)) \parallel \Sigma_{F_1}) \parallel T \) is nonblocking. As \( T \) was chosen arbitrarily, it follows that the FSMs (29) are conflict equivalent.

Conversely assume that (29) holds, and let \( E_T \) be an EFSM such that \( E_1 \parallel E_T \) is nonblocking, i.e., \( U(\{E_1, E_T\}) \) is nonblocking. Then \( U(E_1) \parallel U(E_T) \parallel \bigwedge_{v \in \text{vars}(E_1)} U_F(v) \) is nonblocking, and as \( U(E_T) \) does not use any events in \( \Sigma_{E_1} \), it follows that \( ((U(E_1) \parallel \bigwedge_{v \in \text{vars}(E_1)} U_F(v)) \parallel \Sigma_{E_1}) \parallel U(E_T) = (U(E_1) \parallel U(E_T) \parallel \bigwedge_{v \in \text{vars}(E_1)} U_F(v)) \setminus \Sigma_{E_1} \) is nonblocking. Then by (29), it follows that \( ((U(F_1) \parallel \bigwedge_{v \in \text{vars}(F_1)} U_F(v)) \parallel \Sigma_{F_1}) \parallel U(E_T) = (U(F_1) \parallel U(E_T) \parallel \bigwedge_{v \in \text{vars}(F_1)} U_F(v)) \setminus \Sigma_{F_1} \) is nonblocking, and thus \( F_1 \parallel E_T \) is nonblocking. As \( E_T \) was chosen arbitrarily, it follows that \( E_1 \simeq_{\text{conf}} F_1 \).

**Proposition 3** Let \( \mathcal{E} = \{E_1, \ldots, E_n\} \) and \( \mathcal{F} = \{F_1, E_2, \ldots, E_n\} \) be EFSM systems such that \( E_1 \simeq_{\text{conf}} F_1 \). Then \( U(\mathcal{E}) \) is nonblocking if and only if \( U(\mathcal{F}) \) is nonblocking.

**Proof.** As \( E_1 \simeq_{\text{conf}} F_1 \), it follows by lemma 10 that (29) holds. Then the claim follows by lemma 7.
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D Proof of Proposition 4

To prove proposition 4, the key step is to show that the unfolded EFSMs are also observation equivalent. This is done below in lemma 13. Before that lemma 12 establishes an auxiliary result needed for lemma 13 and lemma 16.

Lemma 12 Let $E = \{E_1, \ldots, E_n\}$, and let $E = U(E_1) \parallel \|_{v \in \text{vars}(E_1)} U\varepsilon(v)$.

(i) If $(x, \bar{v}) \xrightarrow{(E_1;\bar{v};\bar{w})} (y, \bar{w})$ in $E$, then $x \xrightarrow{\bar{v},\bar{w}} y$ in $E_1$.

(ii) If $x \xrightarrow{\bar{v},\bar{w}} y$ in $E_1$, then $(x, \bar{v}) \xrightarrow{E_1} (y, \bar{w})$ in $E \setminus \Sigma_{E_1}$.

Proof.

(i) It follows from $(x, \bar{v}) \xrightarrow{(E_1;\bar{v};\bar{w})} (y, \bar{w})$ that $x \xrightarrow{(E_1;\bar{v};\bar{w})} y$ in $U(E_1)$ and $\bar{v} \xrightarrow{(E_1;\bar{v};\bar{w})} \bar{w}$ in $\|_{v \in \text{vars}(E_1)} U\varepsilon(v)$. The former implies by definition 5 that $x \xrightarrow{\bar{v}} y$ with $p(\bar{v}, \bar{w}) = \text{true}$ in $E_1$ with $\text{vars}(\bar{v}) = \text{vars}(p)$ and $\text{vars}(\bar{w}) = \text{vars}'(p)$, and the latter implies by definition 6 that $\bar{v} \leq \bar{v}$ and $\bar{w} \leq \bar{w}$ and $\bar{w}|_{\text{vars}(E_1) \setminus \text{vars}'(p)} = \bar{w}|_{\text{vars}(E_1) \setminus \text{vars}(\bar{w})}$ in $E_1 \setminus \Sigma_{E_1}$. Then it follows by definition 13 that $x \xrightarrow{\bar{v},\bar{w}} y$ in $E_1$.

(ii) It is first shown that if $x \xrightarrow{\bar{v}} y$ in $E_1$, then $(x, \bar{v}) \xrightarrow{E_1} (y, \bar{v})$ in $E \setminus \Sigma_{E_1}$. By definition 13 it follows from $x \xrightarrow{\bar{v}} y$ that $x = x_0 \xrightarrow{E_1} \cdots \xrightarrow{E_1} x_m = y$ in $E_1$, where $\text{vars}'(p_j) = \emptyset$ and $p_j(\bar{v}) = \text{true}$ for $1 \leq j \leq m$. By definition 5, this means $x = x_0 \xrightarrow{(E_1;\bar{v};\bar{w})} \cdots \xrightarrow{(E_1;\bar{v};\bar{w})} x_m = y$ in $U(E_1)$ with $\bar{v}_j \leq \bar{v}$ for $1 \leq j \leq m$. And by definition 6, for each $v \in \text{vars}(E_1)$ such that the event $(E_1;\bar{v}_j;\emptyset)$ is in the alphabet of $U\varepsilon(v)$, it holds that $v \in \text{vars}(\bar{v}_j)$ and $\bar{v}[v] = \bar{v}_j[v] \xrightarrow{(E_1;\bar{v}_j;\emptyset)} \bar{v}_j[v]$. This means $\bar{v} \xrightarrow{(E_1;\bar{v};\emptyset)} \cdots \xrightarrow{(E_1;\bar{v};\emptyset)} \bar{v}$ in $\|_{v \in \text{vars}(E_1)} U\varepsilon(v)$. As furthermore $(E_1;\bar{v}_j;\emptyset) \in \Sigma_{E_1}$, this is enough to show $(x, \bar{v}) \xrightarrow{E_1} (y, \bar{v})$ in $E \setminus \Sigma_{E_1}$.

Now it is shown that the above implies that, if $x \xrightarrow{\bar{v},\bar{w}} y$ in $E_1$, then $(x, \bar{v}) \xrightarrow{E_1} (y, \bar{v})$ in $E \setminus \Sigma_{E_1}$. By definition 13 it follows from $x \xrightarrow{\bar{v},\bar{w}} y$ that $x \xrightarrow{\bar{v}} x_1 \xrightarrow{E_1} \cdots \xrightarrow{E_1} y$ with $p(\bar{v}, \bar{w}) = \text{true}$ and $\bar{w}|_{\text{vars}(E) \setminus \text{vars}'(p)} \leq \bar{v}$. By definition 5, this means $x_1 \xrightarrow{(E_1;\bar{v};\bar{w})} y_1 \xrightarrow{E_1} \cdots \xrightarrow{E_1} y$ in $U(E_1)$ with $\text{vars}(\bar{v}) = \text{vars}(p)$ and $\text{vars}(\bar{w}) = \text{vars}'(p)$ and $\bar{v} \leq \bar{v}$ and $\bar{w} \leq \bar{w}$. And by definition 6, for each $v \in \text{vars}(E_1)$ such that the event $(E_1;\bar{v};\bar{w})$ is in the alphabet of $U\varepsilon(v)$, there are two possibilities: either $v \in \text{vars}(\bar{v}) \setminus \text{vars}(\bar{w}) = \text{vars}(p) \setminus \text{vars}'(p)$ and $\bar{v}[v] = \bar{v}[v] \xrightarrow{(E_1;\bar{v};\bar{w})} \bar{v}[v] = \bar{v}[v]$. Therefore, $(x, \bar{v}) \xrightarrow{(E_1;\bar{v};\bar{w})} (y, \bar{w})$ in $E$. Given the above result about $x \xrightarrow{\bar{v}} x_1$ and $y_1 \xrightarrow{\bar{w}} y$, and noting that $(E_1;\bar{v};\bar{w}) \in \Sigma_{E_1}$, it follows that $(x, \bar{v}) \xrightarrow{E_1} (y, \bar{w})$ in $E \setminus \Sigma_{E_1}$. \qed
The following lemma 13 relates EFSM observation equivalence to observation equivalence of ordinary FSMs. As observation equivalence of FSMs implies conflict equivalence [9], this is enough to prove proposition 4. The proofs are based on the following definition of FSM observation equivalence.

**Definition 21** Let \( G = \langle \Sigma_G, Q, \rightarrow, Q^0_G, Q^\omega_G \rangle \) be an FSM. For \( x, y \in Q \) and \( s \in \Sigma^* \), the relation \( x \xrightarrow{s} y \) denotes the existence of a trace \( t \in \Sigma^*_s \) such that \( s = P(t) \) and \( x \xrightarrow{t} y \). Here, \( P : \Sigma^*_s \rightarrow \Sigma^* \) is the natural projection that removes all \( \tau \) events from a trace \( s \in \Sigma^*_s \).

In words, \( x \xrightarrow{s} y \) denotes a path from state \( x \) to state \( y \) with exactly the events in \( s \), while \( x \xrightarrow{s} y \) denotes a path with an arbitrary number of silent events \( \tau \) shuffled with the events of \( s \). The notation is applied to state sets, \( X \xrightarrow{s} Y \), and to FSMs, \( G \xrightarrow{s} H \), analogously to \( \rightarrow \).

**Definition 22** Let \( G = \langle \Sigma_G, Q_G, \rightarrow_G, Q^0_G, Q^\omega_G \rangle \) and \( H = \langle \Sigma_H, Q_H, \rightarrow_H, Q^0_H, Q^\omega_H \rangle \) be two FSMs. A relation \( \sim \subseteq Q_G \times Q_H \) is called an observation equivalence relation between \( G \) and \( H \) if the following holds for all \( x_G \in Q_G \) and \( x_H \in Q_H \) such that \( x_G \sim x_H \):

- if \( x_G \xrightarrow{\sigma} y_G \) for some \( \sigma \in \Sigma_T \), then there exists \( y_H \in Q_H \) such that \( x_H \xrightarrow{P(\sigma)} y_H \) and \( y_G \sim y_H \);
- if \( x_H \xrightarrow{\sigma} y_H \) for some \( \sigma \in \Sigma_T \), then there exists \( y_G \in Q_G \) such that \( x_G \xrightarrow{P(\sigma)} y_G \) and \( y_G \sim y_H \);
- if \( x_G \in Q^0_G \) then \( x_H \xrightarrow{\sigma} y_H \) and \( x_G \sim y_H \);
- if \( x_H \in Q^0_H \) then \( x_G \xrightarrow{\sigma} y_G \)

\( G \) and \( H \) are observation equivalent, written \( G \sim H \), if there exists an observation equivalence relation \( \sim \) between \( G \) and \( H \) such that, for each \( x^0_G \in Q^0_G \), there exists \( x^0_H \in Q^0_H \) such that \( x^0_G \sim x^0_H \), and vice versa.

**Lemma 13** Let \( \mathcal{E} = \{ E_1, \ldots, E_n \} \) be an EFSM system and let \( F_1 \) be an EFSM such that \( \text{vars}(E_1) = \text{vars}(F_1) \) and \( E_1 \sim F_1 \), and let \( \mathcal{F} = \{ F_1, E_2, \ldots, E_l \} \). Then

\[
(U(E_1)) \parallel \bigg( U(\sigma)(v) \bigg) \parallel \Sigma_{E_1} \sim (U(F_1)) \parallel \bigg( U(\sigma)(v) \bigg) \parallel \Sigma_{F_1} .
\]  \hfill (33)

**Proof.** Let \( E = U(E_1) \parallel \bigg( v \in \text{vars}(E_1) \bigg) U(\sigma)(v) \) and \( F = U(F_1) \parallel \bigg( v \in \text{vars}(F_1) \bigg) U(\sigma)(v) \), and \( \Sigma_E = \Sigma_{E_1} \) and \( \Sigma_F = \Sigma_{F_1} \). As \( E_1 \sim F_1 \), there exists an observation equivalence relation \( \sim \) between \( E_1 \) and \( F_1 \). Consider the relation \( \sim_U \) between the states of \( E \) and \( F \), defined by

\[
(x_E, \bar{v}_E) \sim_U (x_F, \bar{v}_F) \text{ if and only if } x_E \sim x_F \text{ and } \bar{v}_E = \bar{v}_F .
\]  \hfill (34)
Note that \( \bar{v}_E \) and \( \bar{v}_F \) are defined over the same variables as \( \text{vars}(E_1) = \text{vars}(F_1) \). It is to be shown that \( \sim_U \) is an observation equivalence between \( E \setminus \Sigma_E \) and \( F \setminus \Sigma_F \).

Assume \( (x_E, \bar{v}_E) \sim_U (x_F, \bar{v}_F) \), i.e., \( x_E \sim x_F \) and \( \bar{v}_E = \bar{v}_F \).

Firstly, let \( (x_E, \bar{v}) \xrightarrow{\zeta} (y_E, \bar{w}) \) in \( E \setminus \Sigma_E \), where \( \zeta = \tau \) or \( \zeta = (E_k; \bar{v}; \bar{w}) \) with \( 2 \leq k \leq n \). It is to be shown that there exists a state \( y_F \) in \( F_1 \) such that \( (x_F, \bar{v}) \xrightarrow{P(\zeta)} (y_F, \bar{w}) \) in \( F \setminus \Sigma_F \) and \( y_E \sim y_F \).

Consider two cases.

(i) \( \zeta = \tau \). In this case, there exists \( (E_1; \bar{v}; \bar{w}) \) in \( \Sigma_E \) such that \( (x_E, \bar{v}) \xrightarrow{E_1;\bar{v};\bar{w}} (y_E, \bar{w}) \) in \( E \).

By lemma 12 (i), it follows that \( x_E \xrightarrow{\bar{v}} y_E \) in \( E_1 \). As \( x_E \sim x_F \), there exists a state \( y_F \) in \( F_1 \) such that \( x_F \xrightarrow{\bar{v}} y_F \) in \( F_1 \) and \( y_E \sim y_F \). By lemma 12 (ii), it follows that \( (x_F, \bar{v}) \xrightarrow{\bar{v}} (y_F, \bar{w}) \) in \( F \setminus \Sigma_F \), with \( P(\zeta) = \varepsilon \) and \( y_E \sim y_F \).

(ii) \( \zeta = (E_k; \bar{v}; \bar{w}) \) with \( 2 \leq k \leq n \). In this case, \( \zeta \) is not in the alphabet of \( U(E_1) \) or \( U(F_1) \), so let \( y_F = x_E \). It follows from \( x_E \xrightarrow{\bar{v}} y_E \) that \( x_E = y_E \), and \( x_F \xrightarrow{\bar{v}} x_E \sim y_F \) in \( U(F_1) \). As also \( \bar{v} \xrightarrow{\zeta} \bar{w} \) in \( \|_{v \in \text{vars}(E_1)} U_E(v) = \|_{v \in \text{vars}(F_1)} U_F(v) \), this is enough to show \( (x_F, \bar{v}) \xrightarrow{\bar{v}} (y_F, \bar{w}) \) in \( F \setminus \Sigma_F \) with \( y_E \sim y_F \).

Secondly, let \( (x_E, \bar{v}) \in Q_{E_1}^{x_1} \). It is to be shown that \( (x_F, \bar{v}) \xrightarrow{\bar{v}} Q_{F_1}^{x_2} \). Clearly, \( x_E \in Q_{E_1}^{x_2} \) and thus \( x_E \xrightarrow{\bar{v}} x_E \in Q_{E_1}^{x_2} \) in \( E_1 \) by definition 13. As \( x_E \sim x_F \), it follows that \( x_F \xrightarrow{\bar{v}} x_F \) for some state \( y_F \) of \( F_1 \), which by lemma 12 (ii) implies \( (x_F, \bar{v}) \xrightarrow{\bar{v}} (x_F, \bar{v}) \in Q_{F_1}^{x_2} \setminus \text{dom} \{ \text{vars}(F_1) \} = Q_{F_1}^{x_2} \setminus \Sigma_F \).

Thirdly, assume \( (x_0, \bar{v}) \) is an initial state of \( E \setminus \Sigma_E \). It is to be shown that \( Q_{F_1}^{x_2} \xrightarrow{\bar{v}} (x_F, \bar{v}) \) for some state \( x_F \) of \( F_1 \). Clearly, \( x_E \in Q_{E_1}^{x_2} \), and \( x_E \xrightarrow{\bar{v}} x_F \) in \( E_1 \) by definition 13. As \( x_e \sim x_F \), there exists an observation equivalence relation between \( E_1 \) and \( F_1 \), there exists a state \( x_F \) of \( F_1 \) such that \( Q_{F_1}^{x_2} \xrightarrow{\bar{v}} x_F \) in \( F_1 \).

That is, \( x_E \xrightarrow{\bar{v}} x_F \) for some \( x_0 \in Q_{E_1}^{x_2} \). By lemma 12 (ii), it follows that \( (x_F, \bar{v}) \xrightarrow{\bar{v}} (x_F, \bar{v}) \) in \( F \setminus \Sigma_F \), where \( (x_F, \bar{v}) \in Q_{F_1}^{x_2} \setminus \Sigma_F \).

\[ \text{Proposition 4} \text{ Let } E_1 \text{ and } F_1 \text{ be two EFSMs. If } E_1 \sim F_1 \text{ then } E_1 \simeq_{\text{conf}} F_1. \]

\[ \text{Proof.} \text{ By lemma 13, it holds that} \]
\[ (U(E_1) \parallel \| \ U_E(v) \) \setminus \Sigma_E \]
\[ \sim \ (U(F_1) \parallel \| \ U_F(v) \) \setminus \Sigma_F \]. \tag{35} \]

As observation equivalence of ordinary FSMs implies conflict equivalence [9], it follows that the above FSMs (35) are conflict equivalent. Then it follows from lemma 10 that \( E_1 \simeq_{\text{conf}} F_1 \). \( \square \)
Lemma 15 Let $E = \{ E_1, \ldots, E_n \}$, let $\sim$ be an equivalence relation on the location set of $E_1$, and let $F = \{ E_1/\sim, E_2, \ldots, E_n \}$. If $(x, \bar{v}) \Rightarrow (y, \bar{w})$ in $(U(E_1) \| \|_{v \in \text{vars}(E_1)} U\bar{v}(v)) \setminus \Sigma_{E_1}$ for some $s \in (\Sigma_E \setminus \Sigma_{E_1})^*$, then $([x], \bar{v}) \Rightarrow ([y], \bar{w})$ in $(U(E_1/\sim) \| \|_{v \in \text{vars}(E_1)} U\bar{v}(v)) \setminus \Sigma_{E_1/\sim}$.

Proof. Write $E = U(E_1) \| \|_{v \in \text{vars}(E_1)} U\bar{v}(v)$ and $F = U(E_1/\sim) \| \|_{v \in \text{vars}(E_1/\sim)} U\bar{v}(v)$, and let $s \in (\Sigma_E \setminus \Sigma_{E_1})^*$ such that $(x, \bar{v}) \Rightarrow (y, \bar{w})$ in $E \setminus \Sigma_{E_1}$. Then there exists $s' = (F_1; \bar{v}_1; \bar{w}_1) \cdots (F_m; \bar{v}_m; \bar{w}_m) \in \Sigma_E^*$ such that $P(s') = s$ and

$$(x, \bar{v}) = (x_0, \bar{v}_0) \xrightarrow{(F_1; \bar{v}_1; \bar{w}_1)} (x_1, \bar{v}_1) \xrightarrow{(F_2; \bar{v}_2; \bar{w}_2)} \cdots \xrightarrow{(F_m; \bar{v}_m; \bar{w}_m)} (x_m, \bar{v}_m) = (y, \bar{w})$$

in $E$. Here, the natural projection $P: \Sigma^* \rightarrow (\Sigma_E \setminus \Sigma_{E_1})^*$ erases events in $\Sigma_{E_1}$ and $\Sigma_{E_1/\sim}$ from traces.

Consider a transition $(x_{i-1}, \bar{v}_{i-1}) \xrightarrow{(F_i; \bar{v}_i; \bar{w}_i)} (x_i, \bar{v}_i)$ on the path (36). If $F_i \neq E_1$, then the event $(F_i; \bar{v}_i; \bar{w}_i)$ is neither in the alphabet of $U(E_1)$ nor of $U(E_1/\sim)$, and given $\text{vars}(E_1) = \text{vars}(E_1/\sim)$ it follows immediately that the transition $([x_{i-1}], \bar{v}_{i-1}) \xrightarrow{(F_i; \bar{v}_i; \bar{w}_i)} ([x_i], \bar{v}_i)$ is in $F$. Otherwise $F_i = E_1$, which means $(x_{i-1}, \bar{v}_{i-1}) \xrightarrow{(E_1; \bar{v}_i; \bar{w}_i)} (x_i, \bar{v}_i)$. By definition 5 it holds that $x_{i-1} \xrightarrow{p} x_i$ in $E_1$ with $p(\bar{v}_i, \bar{w}_i) = \text{true}$. This implies $[x_{i-1}] \xrightarrow{p} [x_i]$ in $E_1/\sim$, and $[x_{i-1}] \xrightarrow{(E_1/\sim; \bar{v}_i; \bar{w}_i)} [x_i]$ in $U(E_1/\sim)$ by definition 5. Since $\bar{v}_{i-1} \xrightarrow{(E_1/\sim; \bar{v}_i; \bar{w}_i)} \bar{v}_i$ in $\|_{v \in \text{vars}(E_1/\sim)} U\bar{v}(v)$ and $\text{vars}(E_1) = \text{vars}(E_1/\sim)$, thus $\bar{v}_{i-1} \xrightarrow{(E_1/\sim; \bar{v}_i; \bar{w}_i)} \bar{v}_i$ in $\|_{v \in \text{vars}(E_1/\sim)} U\bar{v}(v)$. This implies that $([x_{i-1}], \bar{v}_{i-1}) \xrightarrow{(E_1/\sim; \bar{v}_i; \bar{w}_i)} ([x_i], \bar{v}_i)$ in $F$. As this has been shown for all $1 \leq i \leq n$, the path

$$( [x], \bar{v} ) = ([x_0], \bar{v}_0) \xrightarrow{(F_1; \bar{v}_1; \bar{w}_1)} ([x_1], \bar{v}_1) \xrightarrow{(F_2; \bar{v}_2; \bar{w}_2)} \cdots \xrightarrow{(F_m; \bar{v}_m; \bar{w}_m)} ([x_m], \bar{v}_m) = ([y], \bar{w})$$

is in $F$, where $F'_i = E_1/\sim$ or $F'_i = E_k$ for some $2 \leq k \leq n$. It follows that $([x], \bar{v}) \Rightarrow ([y], \bar{w})$ in $F \setminus \Sigma_{E_1/\sim}$.

Lemma 16 Let $E = \{ E_1, \ldots, E_n \}$, let $\sim$ be an equivalence relation on the location set of $E_1$ such that $\sim \subseteq \sim_{\text{inc}}$, and let $F = \{ E_1/\sim, \ldots, E_2, E_n \}$. If $(\bar{x}, \bar{v}) \Rightarrow (\bar{y}, \bar{w})$ in $(U(E_1/\sim) \| \|_{v \in \text{vars}(E_1)} U\bar{v}(v)) \setminus \Sigma_{E_1/\sim}$
\( \Sigma_{E_1/\sim} \) for some \( s \in (\Sigma_E \setminus \Sigma_{E_1/\sim})^* \), then for all \( y \in \tilde{y} \) there exists \( x \in \tilde{x} \) such that \( (x, \tilde{v}) \xrightarrow{\xi} (y, \tilde{w}) \) in \( (U(E_1) \parallel \| v \in \text{vars}(E_1) \| U_E(v)) \setminus \Sigma_{E_1} \).

**Proof.**

Write \( E = U(E_1) \parallel \| v \in \text{vars}(E_1) \| U_E(v) \) and \( F = U(E_1/\sim) \parallel \| v \in \text{vars}(E_1/\sim) \| U_F(v) \), and let \( s \in (\Sigma_E \setminus \Sigma_{E_1/\sim})^* \) such that \( (\tilde{x}, \tilde{v}) \xrightarrow{\xi} (\tilde{y}, \tilde{w}) \) in \( F \setminus \Sigma_{E_1/\sim} \). Then there exists \( s' \in \Sigma_F^* \) such that \( P(s') = s \) and \( (\tilde{x}, \tilde{v}) \xrightarrow{s'} (\tilde{y}, \tilde{w}) \) in \( F \). Without loss of generality, this path does not contain any self-loops labelled by events in \( \Sigma_{E_1/\sim} \), and the natural projection \( P : \Sigma^* \rightarrow (\Sigma_E \setminus \Sigma_{E_1})^* \) erases events in \( \Sigma_{E_1} \) and \( \Sigma_{E_1/\sim} \) from traces. Let \( \epsilon \in \tilde{y} \). It is shown by induction on the length of \( s' \) that there exists \( x \in \tilde{x} \) such that \( (x, \tilde{v}) \xrightarrow{P(s')} (y, \tilde{w}) \) in \( E \setminus \Sigma_{E_1} \).

If \( s' = \epsilon \), this is clear with \( x = y \) and \( P(s') = \epsilon \).

Now consider \( s' = (F_0; \tilde{v}; \tilde{w})t \) such that \( (\tilde{x}, \tilde{v}) \xrightarrow{(F_0; \tilde{v}; \tilde{w})} (\tilde{z}, \tilde{v}') \xrightarrow{t} (\tilde{y}, \tilde{w}) \) in \( F \), and assume by inductive assumption that there exists \( z \in \tilde{z} \) such that \( (z, \tilde{v}') \xrightarrow{P(t)} (y, \tilde{w}) \) in \( E \setminus \Sigma_{E_1} \). Consider two cases.

- **If** \( F_0 = E_1/\sim \), then \( (\tilde{x}, \tilde{v}) \xrightarrow{(E_1/\sim; \tilde{v}; \tilde{w})} (\tilde{z}, \tilde{v}') \) in \( F \). Then \( \tilde{x} \xrightarrow{(E_1/\sim; \tilde{v}; \tilde{w})} \tilde{z} \) in \( U(E_1/\sim) \), so by definition 5 it holds that \( x \xrightarrow{P} z \) in \( E_1/\sim \) with \( p(\tilde{v}, \tilde{w}) = \text{true} \). It follows that there exist \( x \in \tilde{x} \) and \( z' \in \tilde{z} \) such that \( x \xrightarrow{P} z' \) in \( E_1 \), which again by definition 5 means that \( x \xrightarrow{(E_1/\sim; \tilde{v}; \tilde{w})} z' \) in \( U(E_1) \). As \( \text{vars}(E_1) = \text{vars}(E_1/\sim) \), it follows that \( (x, \tilde{v}) \xrightarrow{(E_1/\sim; \tilde{v}; \tilde{w})} (z', \tilde{v}') \) in \( E \). Then it follows by lemma 12 (i) that \( x \xrightarrow{\tilde{v}'} z' \) in \( E_1 \). As the path \( (\tilde{x}, \tilde{v}) \xrightarrow{s'} (\tilde{y}, \tilde{w}) \) does not contain any self-loops labelled by events in \( \Sigma_{E_1/\sim} \), it holds that \( \tilde{v} \neq \tilde{v}' \) or \( \tilde{x} \neq \tilde{z} \), and the latter implies \( x \neq z' \). Therefore, as \( z \xrightarrow{\text{inc}} z' \), it follows that \( x \xrightarrow{\tilde{v}'} z \) in \( E_1 \), which by lemma 12 (ii) implies \( (x, \tilde{v}) \xrightarrow{\tilde{v}'} (z, \tilde{v}') \) in \( E \setminus \Sigma_{E_1} \). This shows that \( (z, \tilde{v}) \xrightarrow{P(t)} (y, \tilde{w}) \) in \( E \setminus \Sigma_{E_1} \), where \( P(s) = P((E_1/\sim; \tilde{v}; \tilde{w})t) = P(t) \).

- **If** \( F_0 \neq E_1/\sim \), i.e., \( F_0 = E_i \) for some \( 2 \leq i \leq n \), then the event \( (F_0; \tilde{v}; \tilde{w}) \) is neither in the alphabet of \( U(E_1/\sim) \) nor of \( U(E_1) \), and it follows immediately that \( z \in \tilde{z} = \tilde{x} \) and \( z \xrightarrow{(F_0; \tilde{v}; \tilde{w})} \). As furthermore \( \tilde{v}' \xrightarrow{(F_0; \tilde{v}; \tilde{w})} \tilde{w} \) in \( \| v \in \text{vars}(E_1/\sim) \| U_F(v) = \| v \in \text{vars}(E_1) \| U_E(v) \), it follows that \( (z, \tilde{v}) \xrightarrow{(F_0; \tilde{v}; \tilde{w})} (z, \tilde{v}') \) in \( E \). This shows that \( (z, \tilde{v}) \xrightarrow{(F_0; \tilde{v}; \tilde{w})} (z, \tilde{v}') \xrightarrow{P(t)} (y, \tilde{w}) \) in \( E \setminus \Sigma_{E_1} \), where \( P(s) = P((F_0; \tilde{v}; \tilde{w})t) = (F_0; \tilde{v}; \tilde{w})t \), so the claim follows with \( x = z \). \( \square \)

**Proposition 5** Let \( E_1 = (V, Q, \rightarrow, Q^o, Q^a) \) be an EFMS, and let \( \sim \subseteq Q \times Q \) be an equivalence relation such that \( \sim \subseteq \text{inc} \cap \sim_{\text{act}} \), where \( \sim_{\text{inc}} \) and \( \sim_{\text{act}} \) are the incoming and active events equivalences of \( E_1 \). Then \( E_1 \simeq_{\text{conf}} E_1/\sim \).

**Proof.** Let \( \mathcal{E} = \{ E_1, \ldots, E_n \} \) and \( \mathcal{F} = \{ E_1/\sim, E_2, \ldots, E_n \} \). Furthermore, write \( E = U(E_1) \parallel \)
\( \|_{v \in \text{vars}(E_1)} U F(v) \) and \( F = U (E_1/\sim) \|_{v \in \text{vars}(E_1/\sim)} U F(v) \), and \( \Sigma_E = \Sigma_{E_1} \) and \( \Sigma_F = \Sigma_{E_1/\sim} \). Using lemma 10, it is enough to show \( E \setminus \Sigma_E \simeq_{\text{conf}} F \setminus \Sigma_F \).

Let \( T \) such that \( (E \setminus \Sigma_E) \| T \) is nonblocking, and assume \( (F \setminus \Sigma_F) \| T \Rightarrow (\tilde{x}, \tilde{v}, x_T) \). Then \( F \setminus \Sigma_F \Rightarrow (\tilde{x}, \tilde{v}) \). Let \( x \in \tilde{x} \). As \( \sim \subseteq \sim_{\text{inc}} \), it follows by lemma 16 that \( E \setminus \Sigma_E \Rightarrow (x, \tilde{v}) \).

Therefore, \( (E \setminus \Sigma_E) \| T \Rightarrow (x, \tilde{v}, x_T) \). As \( (E \setminus \Sigma_E) \| T \) is nonblocking, there exists a trace \( t \) such that \( (E \setminus \Sigma_E) \| T \Rightarrow (v, \tilde{v}, x_T) \Rightarrow (\tilde{x}, \tilde{w}, \omega) \) with \( \tilde{x} \in Q^\omega_{E_1} \), \( \tilde{w} \in \text{dom}(\text{vars}(E_1)) \), and \( x_T^\omega \in Q^\omega_T \). Then it follows that

\[
(F \setminus \Sigma_F) \| T \Rightarrow (\tilde{x}, \tilde{v}, x_T) \Rightarrow (\tilde{x}, \tilde{w}, \omega) \in Q^\omega_{E_1/\sim} \times \text{dom}(\text{vars}(E_1/\sim)) \times Q^\omega_T
\]

which means \( (F \setminus \Sigma_F) \| T \) is nonblocking.

Conversely, let \( T \) such that \( (F \setminus \Sigma_F) \| T \) is nonblocking, and assume \( (E \setminus \Sigma_E) \| T \Rightarrow (x, \tilde{v}, x_T) \). Then \( E \setminus \Sigma_E \Rightarrow (x, \tilde{v}) \), and it follows by lemma 15 that \( (F \setminus \Sigma_F) \| T \Rightarrow ([x], \tilde{v}, x_T) \). As \( (F \setminus \Sigma_F) \| T \) is nonblocking, there exists a trace \( t \) such that \( (F \setminus \Sigma_F) \| T \Rightarrow ([x], \tilde{v}, x_T) \Rightarrow ([x], \tilde{v}, x_T) \Rightarrow (\tilde{x}, \tilde{v}, \omega) \) with \( \tilde{x} \in Q^\omega_{E_1/\sim} \), \( \tilde{w} \in \text{dom}(\text{vars}(E_1)) \), and \( x_T^\omega \in Q^\omega_T \). Assume without loss of generality that the path

\[
([x], \tilde{v}, x_T) \Rightarrow (\tilde{x}, \tilde{v}, x_T)
\]

does not contain any selfloops. As \( \tilde{x} \in Q^\omega_{E_1/\sim} \), there exists \( x^\omega \in \tilde{x} \) such that \( x^\omega \in Q^\omega_{E_1} \). Also \( ([x], \tilde{v}) \Rightarrow (\tilde{x}, \tilde{v}) \) in \( F \setminus \Sigma_F \), so by lemma 16, there exists \( x' \in [x] \) such that \( (x', \tilde{v}) \Rightarrow (x^\omega, \tilde{v}) \).

Then there exists a trace \( t' \) such that \( P(t') = t \) and \( (x', \tilde{v}) \Rightarrow (x^\omega, \tilde{v}) \) in \( E \setminus \Sigma_E \). Then \( x' \in [x] \) such that \( (x', \tilde{v}) \Rightarrow (x^\omega, \tilde{v}) \).

Let \( q \) be the longest prefix of \( t' \) such that \( p \in (\Sigma_E \setminus \Sigma_{E_1})^* \), so that \( t' = pq \) with \( p \in (\Sigma_E \setminus \Sigma_{E_1})^* \) and \( q = \varepsilon \) or if the first event of \( q \) is in \( \Sigma_E \). Then \( (x', \tilde{v}) \Rightarrow (x', \tilde{v}) \Rightarrow (x^\omega, \tilde{v}) \) in \( E \) for some \( \tilde{v} \) in \( \text{dom}(\text{vars}(E_1)) \) and \( x_T \Rightarrow y_T \Rightarrow x_T^\omega \) for some state \( y_T \) of \( T \).

Consider two cases.

(i) If \( q = \varepsilon \), then \( x' = x^\omega \in Q^\omega_{E_1} \) and \( y_T \Rightarrow x_T^\omega \). This implies \( x' \Rightarrow y' \in Q^\omega_{E_1} \) and thus \( x \Rightarrow y' \) since \( x \sim_{\text{act}} x' \). By lemma 12 (ii), it follows that \( (x', \tilde{v}) \Rightarrow (y', \tilde{v}) \) in \( E \setminus \Sigma_E \). It follows that \( (E \setminus \Sigma_E) \| T \Rightarrow (x, \tilde{v}, x_T) \Rightarrow (x', \tilde{v}, x_T) \Rightarrow (y', \tilde{v}, x_T) \) in \( Q^\omega_{E_1} \times \text{dom}(\text{vars}(E_1)) \times Q^\omega_T \), i.e., \( (E \setminus \Sigma_E) \| T \) is nonblocking.

(ii) If the first event of \( q \) is in \( \Sigma_E \), then let \( q = (E_1; \tilde{v}, \tilde{w})r \). As \( (x', \tilde{v}) \Rightarrow (y', \tilde{w}) \) in \( E_1 \), it follows from \( (x', \tilde{v}) \Rightarrow (y', \tilde{w}) \) that \( x' \Rightarrow y' \) in \( E_1 \). As the path (39) does not contain any selfloops, it holds that \( \tilde{v} \neq \tilde{w} \) or \( x' \neq y' \). Then, since \( x \sim_{\text{act}} x' \), it follows that \( x \Rightarrow y' \) in \( E_1 \) for some state \( y' \) of \( E_1 \), with \( \tilde{v} \neq \tilde{w} \) or \( x \neq y' \). This implies \( (x, \tilde{v}) \Rightarrow (y', \tilde{w}) \) in \( E \setminus \Sigma_E \) by lemma 12 (ii), and thus \( (E \setminus \Sigma_E) \| T \Rightarrow (x, \tilde{v}, x_T) \Rightarrow \)
Then it follows by lemma 15 that \((F \setminus \Sigma_F) \parallel T \overset{\mathcal{P}}{\Rightarrow} ([x], \bar{v}', y_T) \overset{\mathcal{P}}{\Rightarrow} ([y'], \bar{w}', y_T)\). As \((F \setminus \Sigma_F) \parallel T\) is nonblocking, there exists a trace \(u\) such that \((F \setminus \Sigma_F) \parallel T \overset{\mathcal{P}}{\Rightarrow} ([y'], \bar{w}', y_T) \overset{u}{\Rightarrow} (\tilde{y}_\omega, \tilde{w}_\omega, y_T)\) with \(\tilde{y}_\omega \in Q_{E_1/\sim}, \tilde{w}_\omega \in \text{dom}(\text{vars}(E_1))\), and \(y_T^\mathcal{P} \in Q_T^\mathcal{P}\). As \(\tilde{y}_\omega \in Q_{E_1/\sim}\), there exists \(y^\omega \in \tilde{y}_\omega\) such that \(y^\omega \in Q_{E_1}^\mathcal{P}\). Also \(((y'), \bar{w}') \overset{\mathcal{P}}{\Rightarrow} (\tilde{y}_\omega, \tilde{w}_\omega)\) in \(F \setminus \Sigma_F\), so by lemma 16, there exists \(y'' \in [y']\) such that \((y'', \bar{w}') \overset{\mathcal{P}}{\Rightarrow} (y^\omega, \bar{w}_\omega)\) in \(E \setminus \Sigma_E\). Now recall that \(x \overset{\bar{v}', \bar{w}'}{\Rightarrow} y'\) with \(\bar{v}' \neq \bar{w}'\) or \(x \neq y'\). Therefore, it follows from \(y' \overset{\text{inc}}{\sim} y''\) that \(x \overset{\bar{v}', \bar{w}'}{\Rightarrow} y''\), and thus \((x, \bar{v}') \overset{\mathcal{P}}{\Rightarrow} (y'', \bar{w}')\) in \(E \setminus \Sigma_E\) by lemma 12 (ii). This implies \((E \setminus \Sigma_E) \parallel T \overset{\mathcal{P}}{\Rightarrow} (x, \bar{v}, x_T) \overset{\mathcal{P}}{\Rightarrow} (y'', \bar{w}', y_T) \overset{\mathcal{P}}{\Rightarrow} (\tilde{y}_\omega, \tilde{w}_\omega, y_T^\mathcal{P}) \in Q_{E_1}^\mathcal{P} \times \text{dom}(\text{vars}(E_1)) \times Q_T^\mathcal{P}\), i.e., \((E \setminus \Sigma_E) \parallel T\) is nonblocking. \(\Box\)