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Abstract

Although avances in computer technologyer the past few decadeave made
it possible to create and render highly realistic 3D motthelse daysthe process
of creatingthesemodels has remained largely unchangedr the yearsModern
3D modeling softwargrovide a range ofools to assist users with creatir8p
models, but the process of creating models in virtual 3D spaoeverthelesstill
challenging and cumbersonikis thesis, therefore, aimsitovestigatewhether it
is possible to support modelers mosedfectively by providing them with
alternative combindions of hardware and softwar®ols to improve their 3D

modeling tasks

The first step towards achieving this goal has been to better understand the type of
problems modelers face in using conventional 3D modeling softWwarachieve

this, a pilot stud/ of novice 3D modelersand a more comprehensive study of
professional modelers wemdnducted These studiesesulted in identifying a
rangeof focus and context awareness problems that modelers face in creating
complex 3D models using conventional modelgaftware These problems can

be divided into four categoriesaintaining position awareness, identifying and
selecting objects or compams of interest, recognizing the distance between
objects © components, and realizinghe relative position of objects or

components.

Based on the above categorizatiamg ffocus and context awareness techniques
were developedfor a multiHlayer computedisplayto enable modeler® better
maintaintheir focus and context awareness while performing 3D modeling tasks.
These techniqueare: object isolation,component segregation, peeling focus,
slicing, and peeling focus and context.

A user study was theeonducted to comparée effectiveness of tsefocus and
context awareness techniques withther toolsprovided by conventionaBD
modeling softwareThe results of this study were used to further improve, and
evaluate through a second study, the fo@is and context awareness techniques
The two studies have demonstrated tlsatme of thesetechniquesare more

effective insupporting 3D modeling taskisanother «isting software tools
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CHAPTER 1

| ntroduction

Advances in computer technologyterms of thefaster processing poweincreased
memory capacityand better displaybave made it possible to create and render
highly realistic 3D modelsDespite these advanchswever the process of creating

3D models has remained largely unchanged. Although modern 3D modeling software
providea large range abols andfunctions to assist users with creating, editing, and

rendering 3D models, these tasks are nevertheless very challenging and cumbersome.

In a 3D modeling environment, the combination of tasks, techniques and interfaces
play an important role in successfully producing a 3D model. Tasks are essentially a
set of activities that modelers must perfataring themodeling proessusinga range
of techniquesAll these tasks arperformedusing theinterfacecomponents of 8D

modeling software application.

The first challengdor modelers in learning to creaB modes$ is to master the
techniqguescommands and functions of the 3D modeling softwaemg used The
other challengés to master the skillsequired to createshape, and combine all the
components of a complex 3D model together. Althoughfitise challenge can be
overcome through regular practiaae second challengean be more difficult to
overcome, and often remains despite modeler's experience, espebiatiycreating

complex 3D models.

One of the main reasons for the second challenge is due to the fanidtthelers
always need teomprehend the relationskipetween althe objectsof a modelin the

3D spacethey are workingin. This can be rathedifficult because 3D modeling
software havdeen developed for conventional 2D displays, and as s project

the 3D modeling world and its objects on to one or more 2D projection surfaces
(viewports), each of which is a perspective or orthogonal vieweoBh world. As a
consequence, there adten a mismatch betweethe targeted 3D model and tH#D

modeling environment



1.1 Motivation

In the current3D modeling environmestusergend to cope with the difficulties of
recognizing the relationstspetweerthe objectsand components of 3D modeising
existing techniques such as opening multiple viewports, zooming in/out, hiding some
of the objects, rotating around objects or scenes, and @eerChapter 3However,
even with the aid of these techniquest is often difficult for the modelers to
comprehend theelationship between the objectsthre entire 3D spacgsee chapters
4 and 5) Most research (reviewed in Chapter 3) aiming to undergtendifficulty of
recognizing the relationshspbetween objects focus on 2Workspaces, using
examplessuch asvisual mags or text. Howeverwhat iscurrentlylackingis research
on developing moreeffective techniquesto deal with 3D models in often
overcrowded and overlappimgmplexmodeling context

Existing techniques developed more specifically for 3D modeling tasks, as reviewed

in Chapter 3, can be categorized into the following:

1 Distortionbasedechniques

1 Multiple windows orviewports

1 Hide and reveal techniques

1 Overlays

As will be discussedn Chapter 3, a&h of thesetechniques eithedistort the
information being displayed or fail to provide tleerview of the ontext of the
modelwhile working on specific objects of intere&ecause of thjanodelers areot
alwaysable to maintain theiawareness othe relationship between all the objects

involvedin the modeling process.

More specifically studiesndertaken as part of this thesis (see chapters 4 and 5) have
identified that the problems faced by 3D modéleran be grouped into thelfowing

categories:

9 Difficulty of maintaining position awareness.

9 Difficulty of identifying and selecting objects or components of interest.

! Throughout this thesis, the term 3D modeler refers to the person that develops a 3D model using 3D modeling software



1 Difficulty of recognizingthe distance between objects or components

1 Difficulty of realizing the relativgosition of objects or components

These problems have in this thesis been defined as being all related to the issue of
maintaining focus on the objects of interest while working in the context of a 3D
modeling space (see Chapter 3). The motivation for this thesis is therefore to
investigaé whether techniques can be developed to solve the issues related to
maintaining focus and context awareness in 3D modeling tdskbe context of this

thesis 3D modeling tasks are those use in application areas such as animation,
computer games, and wnies. The thesis is not concerned with engineering
applications such as civil or industrial engineering, where CAD type software is used
for modeling purposes. Although the example 3D models used in this ithedade a

car and a jet fighter, the only amern is achieving realistic appearance rather than
engineering concernsThese 3D modefshave sufficient complexityin terms of

consising of multiple overlapping objectand yet are easy to understand
1.2 Objectives

The primary objectiveof the research discussed in this thesis is to answer the

following key question:

To what extent is it possible to better support focus and context awareness in

3D modeling environments?

To answer this key question the research presented in this #itiesigts to answer

the following related questions:

1. What are the main problems faced by modelers when performing 3D
modeling tasks using conventional modeling software?

2. How do modelers attempt to overcome these problems using conventional
modeling sofware tools?

3. What kind of techniques can be developed to address these problems by

better supporting focus and context awareness in 3D modeling?

2 3D models were purchased frdmtp://www.3dcadbrowser.com/info.aspx and the author has been granted permission to use
them in this thesis.



4. How effective are these focus and context awareness techniques in

assisting 3D modelers in performing their miialg tasks?
1.3 Approach

To answerthe questions posed above, the researchadetogy followed in this

thesis comprisefur stages:
1. Literature review
2. ldentification of requirements
3. Design and implementation
4. Evaluation

The research described in this thesis begins with a revidiweatlevant literature.

This literature review isdivided into two chapters. Chapters fdcuses on3D
modeling,and identifiesexistingtools andiechniquesised inmodeling tasks. This is
followedin Chapter 3by a review of the research othe problemsassociated with
maintaining focus and context awarenemsd some of the techniques developed to
deal with these problems. As mentioned earlier, most of these focus on 2D

environments and tasks.

To gain a bder understanding athe issues related more specifically3id modeling
tasks, apilot study of 3D modelers was conducted. This questionngipe study
investigatedthe key challengedaced by modelers while performingheir 3D
modeling tasksThis study and itfindingsare discusseth Chapter 4.

A more comprehensive study of the issues relatdddias and context awareneass
3D modeling tasks was then undertaken witbfessional modelers. The findings

from this interviewand observationdype study argresentedn Chapter 5.

A set of five focus and context awareness techniques for 3D modeling tasks was then
designed and implemented based on the findings of the previous studies and the

review of the related literatur&hese techniques are presented in Chapter 6.

A laboratorybased user study was then conductedrder to verify the effectiveness
of the developed techniques in addressing the prabtgfrmaintainng focus and
context awarenesChapter 7discusses the athodology, tasks, data collection
methods used, and thadingsof this study.

4



The results of this study identified a number of issues that needed to be addressed.
Based on these, several modifications were made to the original focus and context

awarenes techniques. These modifications are discussed in Chapter 8.

The modified techniqueswere then furtheredevaluated through a second user
evaluation.The goalof this study was tadentify whether modifications made to the
focus and context awarengsshniquesmprovedtheir effectivenessrhis studyand

its findings are presented Chapter 9

Furtheralternatives were then investigated to extdrefocus and context awareness
techniqus using multiple viewports and display screens. These altermatiand

extensions are discussed in Chapter 10.
1.4 Contributions
Theresearclpresented in this thesisakes the following ginal contributions

1 A critical review of literaturerelated to 3D modeling tasks using
conventional 3D modeling software (Chap®rand existing methodsr
maintaining focus and context awareness in 2D and 3D environments
(Chapter 3).

1 Identifying focus and context awareness problems faced by modelers when
performing 3D modeling tasks, and how they deal with these problems
using exsting software tools (@ptes 4 and 5).

1 Development of a set ofocus and context awareness techniques

specifically designed for 3D modeling softwarédptes 6, 8, and 10).

1 Evaluation of theséocus and contextveareness techniques determine
their efectiveness irsupporting 3D modelelghaptes 7 and 9)

1.5Thesis Structure
The thesis is structured intxgarts
Partl  Background
Chapter 1 Introduction
Chapter 2 3D Modeling

Chapter 3 Focus and Context Awareness
5



Part Il Identifying Requirements
Chapter 4 Pilot Study of 3D Modelers
Chapter 5 Study of Professional 3D Modelers
Part1l1 Development and Evaluation |

Chapter 6 Design and Implementation of a Set of Focus and Context
Awareness Techniques

Chapter7 Evaluaion of the Focus and Context Awareness
Techniques

Part IV Development and Evaluation I
Chapter 8 Improving the Focus and Context Awareness Techniques

Chapter 9 Evaluation of the Modified Focus and Context Awareness
Techniques

Part V Extensions and Conclusions
Chapter 10  Multiple Viewports and Displays
Chapter 11  Conclusions and Future Work
Part VI References and Appendices
References
Appendix A Ethics Approval for the Pilot Study
Appendix B TheAssignmentheet

Appendix C Ethics Approval for the Study of Professional 3D
Modelers

Appendix D Codes Used for 8&termining the/isibility of the
Components to bBisplayed

AppendixE Ethics Approval for the Study of the Focus and
ContextAwareness Techniques

Appendix F Instruction Manual and Handout Used in the Study of
the Focus and Context Awareness Techniques

AppendixG Ethics Approval for the Study of Modified Eos and
Context Awareness Techniques
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CHAPTER 2

3D Modeling

The focus of the research presented in this thesis is on 3D modeling, in terms of the
processes involved, the tasks undertaken, and the software used. This chapter

therefore describes these aspects of 3D modeling using existing related literature.

The chapter begins with a discussion of 3D models (Section 2.1). This is followed by
a reviewof existing modeling software employed by 3D modeler and the types of
user interfaces provided by 3D modeling software (Section 2.2). In Section 2.3,
usages of 3D models are explored in detail. Theesyof modeling techniques
currently available ardiscussed in Section 2.4. The common elements between all
these techniques are discussed in Section 2.5. In Section 2.6, three type of modeling
processes are discussed in depth. The two type activities (i.e. navigation and
manipulation) are analyzed in $ien 2.7, and the types of input and output devices
used in 3D modeling are discussed in Chapter 2.8. The chapter concludes with a
discussion in Section 2.9 and a summary in Section 2.10.

2.1 3D Models

Prior to the development of computased 3D modeling technologiedjects could

only be represented or modeled through verbal descrigiagerbasedsketching or

drawings, or sculptured. When verbally described, there is no visible image or object

and therefore themodel can only be imagined. A major limitation of verbal or
narrative description ighatt he r e c e i v e rmasnotimatthehrep rpert east el notne

ideas.

Papefrbased sketching is commonly used at the early stahéhe design process

(Sachs et al., 1991 Both the Oxford and Webster dictionaries provide very similar
definitions of sketches. The @xoughrod di ct
unfinished drawing or painting, often made to assist in making a more finished
picturé. TheWe bst er dictionary defines sketches
the chief features of an object or scene and often made as a preliminary study

Sketches i@ normally incomplete or not vedetailed suchthat some of the features
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or information pertming to the represented object are missing or cannot easily be
identified.

With the sculpturing process, models are usually small objects and built to scale. The
Oxford dictionary dedthraednensionalirepresentaomofof model
a persn or thing or of a proposed structure, typically on a smaller scale than the

ori gi nal 03 figusenod object madesin diay or wax, to be reproduced in

another more durable matefialhe Webster dictionary defines this type of model as

fia miniatue representation of somethinghe level of detail of a sculptured model

depends on the required specifications. For example, a model may also include its

internal components.

In general, 3D modelsan be divided into two categories: 3D models created in
non-computer environment and 3D models created by using computers. The three
techniques mentioned so far (i.e. verbal description, pagmed sketching or
drawings, and sculpturing) are in the first category of models created in-a non
computer environnmg. These days most 3D models are often created using

computers.

In a computebased 3D modeling environmeatmodel created using a computer is
very different frompreviously described types of models. Such a mzdeb longer

an object for instancemade ofclay, or a sketch drawn on a piece of paper. A model

of this type is defined as a set of data structures. These structures incltiie all
relevant parameters or information pertaining to the olffedu, 1996). Foley et al.
(1997) have expandedrGaubés definition by stating that
representation of some (not necessary all) features of a concedistiact entity and

can be either still or animated. This definition clearly indicates that a model does not
necessarily includellssectians of the represented object, andy only show the parts

that are of some interest. Radoff (2008) defines a 3D model as a visual representation
of an object created with width, height, and depth. This definition includes depth as
one of the keytems for representing a model in a 3D space, but does not define how
depth can be integrated with a 3D model. Jones (2009) describes further that
connected points in three dimensional space forrmibiel, and unlike @D model, a

3D modelcan be viewedrbm all sides.

There arawo kinds of structures used to represent 3D models. Thageeimplicit
10



or explicit (Min, 2005).In the implicit representation, a 3D model and its surfaces are
created by providing a set plarametergdo a 3D modeling softwareFor instance,
when generating a 3D model ofsphere, two parametersoprdinates of its center
point and a radius valyare required, whilea 3D model of a coneequires three basic

parameters, namely tlo@ordinates of its center poitnd its radiusndheight.

In the explicit representation of a 3D modeket ofvertices isoften used toepresent

it (Tan, 2011).In a computebased 3D model , the HAvert ex
simplest uniof information A vertex is defined by its x, y and z cdorate positions.

Two connected vertices pTheear cmere anndctedh e , c
vertices will produce asingeur f ace call ed a Af adoem. A t

of aface. Two or more triangles can be combined to cregpelggand For instance,

a square is a polygon that can be broken down into two triarkgtese 21 shows a
model of a cube, which is made up of 8 vertices, 12 edges and 6 faces. In this
particular example, each face is aagupolygonwhereby all six polygoriacescan

be converted into 12 triangle faces.

Figure 2.1: Model of a cube consisting of 8 vertices, 12 edges and 6 faces

A more complex 3D model is shown kiigure 2.2 This modelrepresenting a human

ear, does not look very realistiooking because it is shown as its consisting polygons.

This is generally referred to as the wireframe view of the model. To create a more
realistic looking versiorof a model,a process known as rendering (provided with a

3D modeling software) needs to performed Renderings defined by Choros and
Kaczynski 0 0 8) as fNa process of generating p
geometrical models In another definitionMiller et al. (2010) describeendering as

the ppcesso f A a ut aconeetting@RA Wile frame modeisto 2D images with

3D photorealistic effects on a comptteburing the rendering proces)e scene

11



which may contain many such polygonal models, gets converted to a two dimensional

image by theendering engine of the 3D modeling software being used.

Figure 2.2: Model of a human ear as viewed during the modeling process

The rendering process portrays the 3D scene as a picture. It is taken foenifi@c
location that not only determines the viewing angle of the rendered object but also
what will be visible in the picture. In order to see a rendered model from various
angles, multiple shots of static rendering can be done. This method represents a
reattime rendering technique widely used timee movie industry Another method

used in comper games, is known as redahe renderingwhere the imagéappears

on the screen, the viewer acts or reacts, and this feedback affects what is generated
nexo (AkenineMoller et al., 2008) In other words, users can control how and when

the targeted locatiois viewed.

During this process of rendering a 3D model, elemsoth as lightingshadows
reflectionandrefractionare applied in order to give a more realistic result. Figure 2.3

shows the example human ear model from Figu2after it has been rendered.

Figure 2.3: A rendered version of the human ear model shown in Figure 2.2

A model may also have internal components in theesavay that a human model

would contain the organs, where each organ is treated as an individual object.
12
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Similarly, the model of a car might contain an engine and other internal components.
As previouslymentioned the position of the viewing camera wiletgrmine which

part of the modeklrerendered and shown the viewer. With reference to Figure 2.

3, because the viewing camera is virtually located in the front of the ear, the internal

parts of the ear are not visible, aranain hidden from the viewer
2.2 3D Modeling Software

Due to their complexity, 3D models are usuathgated, and rendered, using some
kind of a 3D modeling software. There are many commercial andpnoprietary 3D
modeling software products available. Some of the welkn8D modeling software
are MAYA (Autodesk, 201p 3ds Max(Autodesk, 201p Cinema4D(MAXON,
2012, Auto CAD (Autodesk, 201p and Blender(Blender, 2012 Each of these
applications provides a set of tools that a modeler can use to create 3D models.

Most 3D modeling software haveimilar basic functionsThese basic functions
enable modelers to import primitive objects, create new objects, shape objects to their
final form, transform them, and so on. In this section, some of the main concepts
related to3D modeling software, including their interfaces, the types of views they

provide, and the types of display modes they have are discussed.
2.2.1 3D Modeling Interfaces

Eachof the 3D modeling software referred to above has its own unique interface.
Figure 2.4shows the interfaces otwo different modeling software namelaya
personal Edition 8.5 (left) and Blender 2.5 (right). In this example, there are four
different objects inthe model being viewed, with each object hagegeral vertices,
faces and edgesobr viewports or suwindows are shown in each of the software
applications A viewport is the region of the screen where objects are projeied.
limit to the number of viewports that can be openades between different software
However, the arealakated to each viewport becomes smadleimore viewports are
opened. Thereforemodelersoften have to tradeoff betweethe working area
available in each viewport anthe amount of information provided by having

additional viewports open.

Each of the vewports shown in Figure 2.4 shows the model being viewed from one of

the four different orientations. In this example, the top left viewport shows the model

13



from top view, the bottom left viewport is for the side view, while the bottom right is
for the framt view, and the top right viewport shows the perspective view (see the
next section). Modelers may close any of the viewport or change the orientation of the

model within them.

Figure 2.4: (left) Sample3D modeling interface from MAYA and (right) Blender

2.2.2 Orthographic and Perspective View

Figure 2.5: A plane is viewed from top, front and side in orthographic mode

In 3D modeling tasks, models are often shawrdisplayed inone oftwo different
views: orthographic and perspective. An orthographic view is defined as one whereby
all parallel lines remain parallel and do not converge from any dire¢tiofsey

2008) In orthographic view, objects or models afftew viewed from front, top,
bottom and side. For instance asHigure 2.5the display area is divided into three
viewports. A screen shot of a plane shows views of this model from top, front and
side orthographically.
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In perspective viewa point of viev gives different dimensional effects from each
viewing where the parallel lines are no longer parallel. Instiéhd, lines will merge

at a point calledhe vanishing point that appears to create a natural effect whereby the
distances between two objeetse simulated (Hulsey2008) In 3D modeling tasks,

the illusion of distance providemodelers with some sense of position between near

and far objects.
2.2.3 Solid Mode versus Wireframe Mode

A 3D model canalso be shown invarious drawing modes, for instance shaded,
textured, bounding bosolid, and wireframe or boundaryéarn and Baker, 1997)

The solid and wireframe modes are usually used throughout the modeling processes.
In a solidmode, models define the volume of thigect they represent. Solid mode
works hand in hand with the selected view type. When orthographic view and solid
mode are active simultaneously, the model can be@dgrirom the outmost level of

the model.

On the other hand, when perspective viewl golid mode are active simultaneously,
the viewer is able to sebe internal componentsf the objects. In Figure 2.@he
engine is actually located inside the car. However, the combinations of perspective

view, solid mode and zooming process enabdectigine to be seday the viewer

Figure 2.6: Model is in solid mode with perspective view

In a wireframemode, the model represents the surface of an object by showing the
obj ect 6 slInthis model the bpundaries of all objects includiogndaries of
internal objects are visible to the modeler. In essence, there are no hidden objects in
this display mode. However, the actual locatiowgthin the overlapping boundaries

cannot be estimad easilyFigure 2.7 shows a snapshot aihadel in solid mode on
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the left, and in wireframe mode on the right.

Figure 2.7: (left) A model in solid and (right) in wireframe modes

2.3 Usage of 3D Models

Modeling software can be categorized according to their primary emphasis and intent
in creationof the 3D models. There are three primary categories pertaining to the

usage of 3D models which these modeling software support: models for rendering
(static), models for animation, and models used in simulation. In the first category,

renderednodels are siitar to still pictures used in a slide presentation, or printed on

paperas described earlier

In the second category, the use of models in animation involves the process of
generating and displaying still images, one after another (Potmesil an H@#&r), 1
Besides dis@lying still images, one after thaher, there are three othelements
namely motion, time and distandbat need to be considered (Pell, 1997). They play
an important rolen making it possibléo create a smooth and meaningful sition in

the animation.

A techni que icnaglél eids Opkoepyufighagoality aningteosn énr at i n g
0 k ey f r atnaegic gdints are setp, where these points aused during the
rendering process for capturing different stages or locatibtieeanodel, and also to

determine poses tiiecharacter in betwedhesepoints (Finkelstein2009).

Another populatechnique used for creatiragimatiors is by using a motin capture
equipment. In motion capture, th@ovement of a 3D model is synchioed with the
movement of a live object sh@as a human or an animal. Dyeragét (1995) define

motion captureas a process thdlinvolves measuring an object's position and
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orientation in physical space, then recording that information in a corymdabé
form. Objects of interest include human and 4hoiman bodies, facial expressions,

camera or light positions, and other elements in a 8cene

In the third categorywheremodelsareto be used in simulatioimodelsare not only
animated but also integrded with mathematical formula to assist calculagicand
predictions (Oxford, 2012 Use of nodels for simulationis popular in the
manufacturing idustry where 3D models play an important role in enabling
prototype development prior to mass productibhe model simulationprocess is
more challengindpecausén this case modelersot only need to have good modeling

skills but also animation and simulation skills.

Thereforeit is clearthat some 3D modeling is required regardless of the use of the
model in either ofthe three categoriesor this reason the ability to master the
modeling processis essential fomany 3D modeler.In the course of masterinipe
modeling process, modelers need to be aware of the most appropriate modeling
techniques that tlyeshould employ. In general, each technique can be used for
creating the curves, 3D surfaces, vertices and polygons that represent a model. The

next section describes some of the most commonly used modeling techniques.
2.4 Modeling Techniques

Creating 3D mods in the past was not easyhe Bresenham algorithm, which is
capable of plotting lines, and is required for generating a 3D model, was published in
1965 (Bresenham, 197 6aHMthe well knownldsah teapd(alsa nt i |
known asNewell teapot was producedCrow, 1987) This model is popular in the
computer graphiceommunity even though itsathematical modedf an ordinary
teapotis a fairly simple shapélorrence, 2006) Since then, 3D modelinhas grown

rapidly and so has the quality and complexity of the generated 3D model

These days therare a range btechniques that modelers case for creating 3D
models. These cdoe divided into two groups: imipit and explicit techniques. This
categorization idased on thdatastructures usetb represent 3D modelsy eachof

thesetechniques. In the implicigroup, techniqueshat will be discussed in this

chapter include:
1 Constructive Solid Geometry
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1 B-spline
T NURBS

While inthe second grouphe following techniques will be described.

Polygon Modeling
Freehand 2D to 3D sketching
Still image conversion

3D scanner technology

= =2 =4 A -

Video tracing.
2.4.1 Constructive Solid Geometry

Constructive Solid geometry (CSG) is the mss of constructing 3D object by
using a combination of 3D primitive solid objectssing this technique, two or more
primitives objects are combined with each other, using Boolean operdiamstive
objects used in this type of operation can be sphere, cylinder, cone, cubeg.and et
while the Boolean operationsan be uron, intergction and difference This
technique enables the creationaomore complex object from twor moresimple
objects. As arexample, a solid block with a few holes can be created through a

combination of a cube and severglinders.

CSG is defined by Hearand Baker (1997) as a techniqgue i
occupied by overlapping 3D objects using set operations”. Similarly, Goldman (2009)
describes CSG as a process of building up more complicated solids from a small

collection of simple primitive soliddyy applying Boolean operations.

Figure 2.8 demonstrates tipeocess of creating model usingthe CSG technique.
The imageon the left shows two separate sotitfjects. The image in the middle
shows a snapshof the two object beingnerged, while themhage on the right shows

the new solid object after the Booleaperatiomi d i f f er enced has been ap]
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Figure28: Appl yi ng Bool ean operation odifferenceo

Using this technique, mdelers pass two impliciparameterdo the 3D modeling
software being use@ Boolean expression and the location of the dbjects as well
as the objects themselve$hrough mathematical calculations which ubese
parametersa Boolean operation is calculated or processed to generatentlsolid

object

The process of constructing a 3D model using the CSG technique is rather easy to
carry out. This techniquean also produce 3D objects which are relatively accurate
(Kerbratet al., 2010). However, the key problem with the CSG approach is that it is
computationallyexpensive to represent modeliéth irregular surfaces (Tarng and
Chang, 1993).

2.4.2 B-spline Modeling

In the real world, a spline is usuallytart and flexible wood orrubber strip usefbr
drawing large curvesMathematically, however, apline is a function used for

defining a curve

In 3D modeling, a spline requires two or more points to create a curve. All the other
points which are between the specified poines ereated through aimterpolation
process (i.e. generated by using a mathematical formula). Anand (1993) defines spline
as a general piecewise parametric representation of geometry with continuity at the
common joints between segments. A similar definiti® given by Salomon (2006)
where spline is defined as a set of polynomials that are smoothly connected at certain

data points.

There are several types of spline curves that have been adopted by 3D modeling

software. Among these are linear spline, caldsmine, Bspline, Bezier curve and
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NURBS (Kerlov, 2004). However, -Bpline and NURBS are the most widely used
method for approximating splines (Zang and Qin 2001, Henderson 2003, and Sarfraz
2008).

B-spline refers to a Basis spline (Boor 1978, Mey@Q5, and Salomon, 2006). - B
spline contains the start and end points of the curve together with a set of local control
points.However, in Bspline, the curved line rarely passes through its control points.
B-splineapproximates middle points between tvamtzol points and it can be thought

of as a method for defining a sequence of degree of curves that join automatically
(Pfenning, 2005).Local control point is a point that determines the area that will be
affected or influenced when it is being movesukimo and Vuoskoski, 1995
Sederberg 2005, and McConell 2006).

The B-spline technique iparticularly usefufor creating organic objects that often
consist ofcomplex curves. This is achieved through automatic smoothofgthe

curvebetween two consedué controlsusing mathematical calculations.

Figure 2.9 illustrates how the-&line technique works. In this example, the@ine

circle contains 8 control points as shown in Figure 2.9 (left). One of the control points
(control point 2) is manipulatedy extruding it to the right, as far as point A. As
shown in Figure 2.9 (right), when the control point 2 is extruded, the part of the curve
that is affected is minimized to the curve between controls points 1 to 3 only.

Furthermore, a smooth curve idlshaintained even when the curve is modified.

Figure 2.9: B-spline circle before and after extruding control point 2

This concept which is applied to thesBline curve is adopted in 3D modeling. In 3D

modeling, the changes that take place are also confined within the two nearest curves
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of the manipulated control point. Figure 2.10 (left), shows an example of a-3D B
spline model. This model is created by using an extrusion technique which is applied
to the whole Bspline circle. This technique increases the thickness of the circle to
generate a 3D model. After this conversion, the model is further extruded at point A,
andthe result is shown in Figure 2.10 (right). This example shows that-tudiri2
concept applied in this process is able to produce a smooth curve on the modified

object, and the effect to the neighborhood of the altered point A is minimized.

Figure 2.10: (left) Example of the model before and (right) after extruded at point A

Although the Bsplinetechnique is able to generamooth curvs, it is difficult to
create complex models usingsplines ony. Pourazady and Xu (200@pint out that
interactive desigiof 3D modelsusing this techniquéis oftencumbersome where in
many cases, a large number of control points mustdr@pulated in order to modify
even a small piece of a cursegment Theyalso stateéhat it isoftennot clear which
control points should be manipulatesthd howthe manipulation should occuthis is

in contrast to the 3D modeling requirements where modelers need to have full control
over what they need to change in ordecreate 3D models. Modelers also need to be

able to determine where and to what degree the changes need to be made.
2.4.3 NURBSModeling

As mentioned earlier, thidURBS technique isne of the most widely used methods

of approximating splinest Is available inmanycommercial3D modelingsoftware
because oits power of representing frderm shapes. AlthougNURBS is similar to
B-spline, and they both generate smooth curves, there are some differences between
them.
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NURBS, or Non-Uniform Rational BSpline(Hearn and Baker 1997, Salomon 2006,
and Hardy and Steeb 20Q8is a generalization of Bpline The main difference
betweenNURBS and Bspline, however, is that in NURBS a weight is associated
with each control point (Wilkins and Billawala, 1992, and Ziatz, 2008). The

value of a weight is calculated using the distance between each control point and the
apex of the curve. The weight also contributes to the shape of a curve or surface by

providing extra control for modeling it.

Pourazady and X(R00O0)point out thathe weight associated with each control point
in NURBS offersaiuni yed mat h e manly forcrapresemtation raf fraeo t
form curves and surfacdsut also for the precise representation of cliosm shapes
such as lines, conicquadrics". For this reason, NURBS is a very useful method not
only for creating organic objects but also for modeling complexwedd surfaces

such as terrain.

The following example illustrates the difference between a NURBS andpdirie. A
NURBS-basel circle similar to the Bspline circle described earlier (Figure 2.9) is
shown in Figure 2.11. This circle has 8 control points, as with the previous example.
Figure 2.11 (right) shows the result of extruding point 2 to point A on the right. As
mentionedearlier, the distance between the control point and the apex of the curve
determines the value of the weight. So in this case, the distance between the control
point 2 to the apex of the curve is larger than the distance between a control point 2 to
the agx of the curve in Figure 2.®ue to this weight factor, the changes that take
place when control point 2 is extruded is less compared to @i example of

Figure 2.9.
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Figure 2.11: NURBS circle befae and after extruding at control point 2

Curves and surfaces ated by both NURBS and-8pline techniques aremooth.
However, as with Bspling the NURBS techniqualso relies on the usaf control
points, except that NURBSontrol pointsalso have weilgts associated with them.
The two parameters aontrol points and weightused by the mathematical formula
in the NUBRS technique hava anpact on the final cungor surface®f the model
Therefore,making a minor modification to a small part af model is even more

difficult using NURBS than when using&pline.
2.4.4 Polygonal Modeling

3D polygonal modeling is the process of building a 3D object by explicitly specifying
the coordinate position gbolygons thatventually shapthe curves or surfaces of the
objects(Russo 2006, and Goldman 2008Bhis technique is different in comparison to

the last three techniques because in this technique modelers are able to directly

control every part of the model.

With polygon modeling, maelersoften begin their modeling tasks kstarting with

one or morgorimitive objects that aravailable in most B modeling softwarefigure

2.12 shows four examples pfimitive objects a plane, cube, cone, and cylind&he
primitive objects used ahé basisof polygon modelingusually consists of asmall
number of polygonsA polygon, as described in Section 2.1, consists of vertices,
edges, and faces. These three are also known as the key components of a polygon
based modelFor example, &ube islikely to bemade of 8 vertices, 12 edges and 4

faces,while a cylindermight consisof 66 vertices, 160 edges and 66 faces.
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Figure 2.12: Examples of primitive objects that are includedin most 3D modeling software

In this type of modelingmodelerswould mold a readymade primitive object by
manipulating its key components Key components can bedded, deleted,
subdivided, altered arektrudedasnecessary. The addition or subdivisjmmocesses,
which can bedone repetitively,generate newkey components and polygons. In
general, he numbe of key components and polygorgow in relation to the

complexity of the model.

Figure 2.13shows the model of a humanonsisting of two objectshe body and the
skeleton. In this example, the skeleton (colored pink) is made of 27,584 vertices,
81,484 edges and 54,21i&ces A cylinder islikely to have beerusedinitially for
creating the model of the skeleton. So in this case the numhbbe pblygons has
increased from aroungb to more than 50,00This example illustrates how the large
number of polygons and key components can often get overcrowded and overlapping

in a reasonably complex 3D model.

Figure 2.13: A human model consists of jects the body and the skeleton

24



One of the advantages of the polygonal modeling technique iththanpact of any
manipulation to vertices is limited to the imdige edges that are connectedhe
maripulated vertex. For exammlextruding a vertex at pointd themodelas shown
in Figure 214 (left) will generatethe resultshown inFigure 214 (right). In this
example extruding the vertex A has haa impacton theother area®f the model

away fromit.

Figure 2.14: (left) Polygonal model before and (right) after extruding at point A

In polygonal modeling methatthere is no weight associated with a vertex. Therefore,
the changes to the cunaze only determined by the position of the edges and the
location of themanipulated vertex. The numbef verticesare normally higher in
polygonalmodelscompared to the numbef control points in Bspline or NURBS
models This higher number of vertisen polygonal modeling isequired to generate

smooth curve

All the techniques discussed above involve the manipulation of one of two types of
components (i.e. vertices or control points). These two types of components have to
be manipulated by the mddey software being used either explicitly or implicitly to
create 3D models. While the models created by these techniques can be made to
appear photaealistic and high quality, it is known that the processes involved for
creating and maintaining threodds are very tedious and time consum{ngno et al.
2004,El-Hakimi et al. 2005)Therefore a few other techniques have been developed

in order to simplify the modeling process. The techniques that will be discussed in the
next few sections provide a starting point to polygonal modeling, where the generated
models are usually incompletend not very detailed. For this reason, models

generated using these methods often need to be manipulated further to create the final
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model required.
2.4.5 Freehand2D to 3D Sketching

Typically in sketchbasedmodeling the user enters a series of strokes trel
computer interprets them to accomplish some tasks. The idea of using sketching for
interacting withcomputers is not new. This concept was fpsiposedin the early
1960s, and hasvolvedsince then. Freehand 2D to 3Retching is defined athe
"process of communicating ideas through pencil and paper that approximate visual
images with low overhead where there is no need for precision or specialized
knowledg® ( Z e étalz h9B6Y. With this technique, modelers are able to enter
information intoa computer using a stylus or mouse with digital ink strokes. The
basic goal of sketching is to make a hasty odetailed drawingprior to further

precise manipulations for improving the model.

lvan Sutherland in hiseminal work on SketchPad usetight pen tomake drawings
and create geometric primitivéSutherland, 1963Many years lateZelezniket al.
(1996)introduceda system called SKETCH. While functional, SKETCH is limited to
standard 3D geometric primitives such as cubes, cylinders, and Mdgraion

conceptual modeling.

In 1999 Igarashi et al. introduced @ototype system called Teddy which improved

the usefulness o$ketching technique by allowing fréerm modeing. Based on

Teddy, another system wathen developed, calleffteddy (Owadaet al., 2003).

Vteddy povidesa At emporary cuttingo operation for

then, the sketching technicgibavemproved progressively.

Freehand 2D to 3D sketching has been categorized here espheit technique
similar to plygon modelingHowever, his technique i®nly able to approximate
3D model, andhe lack of detail and precision in the drawiisglikely to require
further refinements to be made to the generated madehost cases, the created
modek can be editedo addthe missing componentThis isdoneby using editing
functionsavailablein the polygon modeling technique.

2.4.6 Still Image Conversion

Still Image ConversionSIC) is a technique used to gener&@ modes$ by making

use of the deptimformation of different areas @D imageswhich can bedetermined
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by their contrast and sharpness (Wei, 2005). In many cases, multiple shots of images
are used to pragte a 3D model. For exampla,model of a humarhead can be
created by takingictures of thehead from three different angles (efgom the fiont,

side and back). &fious techniquesre then used to detetite depthdifferences

between far and near objecdtsthe 2D image.

When using this technique, the qualdf the original 2D images play an important
role in generatinghe 3D model. Therefore, any missing informatieapecially the
depthinformation related teeach sparated area, can often generatanaomplete
model which then requires further improvements. Whais occurs the polygon

modeling technique can be used for adding the missing components.
2.4.7 3D Scanner

A 3D scanneis a device that analyzes a reabrld object or environment to collect
data on its shape and podgilis appearance (Georgopouleisal, 2010).Thereare a
variety of technologies used for digitally acquiring the shape of a 3D object, and most
of them require multiple scans in order to generate a complete maddekt of
vertices are determined from the scanned objbet are then used asput to he

modeling software to generate the surfaces and polyafahe 3D model

Using this technique, the quality of the generated 3D model is determined by the
accuracy and precision of data collected from the scanning process. Therefore, the
generated 3D mad may not contain all the necessary polygons due to missing data
arising from imprecise scanning function. Once again the polygon modeling
technique is often used for adding missing details, or for manipulating the created

polygons.
2.4.8 Video Tracing

In this technique, a 3D model is created by tracihg shapeof the object being
modeled across differefiames of imags captured by video (Pollefegs al., 2004).
An example of this technique is providedAwgton et al. (2007) in their system called
VidoeTrace which enablesisers to trace thghapeof the object to be modeled over
one or more frames of theecordedvideo. This application also support functions

such asweepingextruding, and mirroring.

As with to the ® scannettechnique describedarlie, a modelgenerated using the
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video tracing technique can also be editedranipulatingits "point clouds”. During
the manipulation process of the point cleuthodelerswould undertake the sae
activities usedn the polygoral modeling techniquewvhere pointsare addeddeleted
or transformed for reshaping the madel

2.5 Common Elements of Various Modeling Techniques

In the previous sectionsarious implicit and explicitmodeling techniques were
discussed. While these techniquedfedi in their individual approachesthey
nevertheless share one common element in that they all require some level of editing.
This meanghateach3D mode) whether it is created automatically or noéeds to be
shaped and perfected through furtheriegit Automatic creation of models refers to

2D to 3D sketching, still image conversion, 3D scanner, and video tracing techniques,
while the norautomatic creation of a model refers to CSGspine, NURBS, and
polygonal modeling techniques. What is impottto note is that regardless hadw

the initial mode$ areproduced, modelersften need to edit these models further by
manipulating their control points and verticés most cases, this editing is done by
some employing polygonal modeling.

Based on the rationale that the polygon modeling technique is generally used for
refining models created using various methods, it is reasonable to assume that this
technique is the most commonly used method for creating or refining 3D models.
Therefore itis important to better understand the process of polygonal 3D modeling.

This is discussed in the next section.
2.6 3D Modeling Processes

Selection of the most suitable modeling process is generally dapemdtwo factors.
The first pertains to the spedifipurpose forwhich the model will be used.
Applications of 3D modelsspan across a wide range of industries including the
movies, compter games, and manufacturinthe second factor relates taetmodel
category being createdThe three primary modelingategories are character

modeling, scene modeling, and terrain modeling.

Each modeling category is usually applied across multiple industries. For example,
two or more modeling categories may be usedr@ating special effects for movies.

Movies normallyinclude models of @th characters and scenes, aothetimeshey
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may even includéerrain as wellSome omputer gamesuch asa flight simulation

would contain models from all three categories.

Basedon these examplest is clear that there are somiéferences and commonalities
between the three modeling categoriBisese differences and commonalities will be

discussed in depth in the nd&tv sections.
2.6.1 Character Modeling

Character modeling, as its name suggests, is creating a graphical represehttio
entity with specific characteristics. The objective of character modeling is to create a
model that is similar to, or is closely related to, something that physically exists or
virtually appears in the imagination. Examples of character modelsdmd¢lumans,

animals, robots, toys, aliens, etc.

The Webster dictionary defines a characte
where in 3D modeling a symbol is the 3D model created on the computer to represent
the intended object. Kerlov (2004) debes character modeling as the process of
creating something that has the look or personality of the represented model. As an
example, model of a human should have both the look and personality of a human. A
more detail definition is given by Seegmill@008), defining character modeling as

the "process of creating something that, taken in the context of its environment, will
elicit a belief, a reaction, or expectation from the audience about the physical makeup,
disposition, and personality of the creat. This definition clearly indicates that

good character modeling is not only to satisfy the designer but also the audience or
viewers of the character. For this reason, characters that are created are often very

detailed, and the process of creatingnthcan be a rather complex one.

In character modelinghe modeleusually starts with a basgrimitive object such as
a cube or cylinder. Alternatively, the process may start with an existing model
previously created (e.g. acquired from a 3D model hipravhich is then edited

further.

Another common method for creating a basic 3D object in character modeling is by
starting with a 2D shape or curve and then using methodsassgimning or lathe to
create 3D shapes. This method is commonly used for creating symmetrical objects.

Figure 2.15 illustrates the condition before and after such a process. In many cases,
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the created object would require further improvements in orderajoestine object to

its final form.

Figure 2.15: (left) A curve used to represent the boundary of the object, and (right) the resultm3D object
after the spinning process

There are several common methodediduring the shaping process. Some of those

methods are:
1 addition and deletion of polygons
1 extrusion
1 deformation
1 welding
1 alignment
1 transformations (rotation, scaling and translation).
These techniques are discussed further below.
Addition and deletion of polygons

Adding and deleting polygons are perhaps the two most common activities that take
place while shaping a 3D character model. In both these activities, the ability to have
a high level of accuracy is critically important. Modelers need to knowrewhe
polygons have to be added or deleted, and what the effects of these additions and
deletions will be.

In both cases, it is important to be able to select specific polygons accurately. The
main problem, however, is that the target polygon may be hidden or obstructed by
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others. Furthermore modelers also need to be aware of the impact of adding or
deleting gpolygon on its surrounding areas. For instance, when deleting a polygon, an
unwanted hole may be created during the deletion process. When this problem is not
immediately noticed, a model could be corrupted. Figure 2.16 (left) illustrates an

example of whee a single vertex is being deleted, and how difficult it is to notice its

deletion in Figure 2.16 (right).

Figure 2.16: Deleting a vertex at point A (left) before and (right) after

Extrusion

As well as ddition and deletion, polygons can also be moved or shifted around
during the shaping process. As mentioned earlier, polygon models consist of vertices,
edges and faces, each of which can be moved. This shifting process is called extrusion
(Russo, 2006). s\with the process of addition or deletion, the correct polygon or one

of its key components must be selected prior to extrusion. This can, however, be a
challenging task when there are too many polygons, which may not only be
overcrowded but also overlapg. Earlier in this chapter, Figure 2.10 illustrated an
example of the extrusion process, while Figure 2.13 gave an example of a model with
overcrowded and overlapping polygons.

Deformation

Deformation can be divided into two categories, global and-ghamal (local)
deformation (Russo, 2006). Extrusion of a particular polygon is an example of a non
global deformation. In a neglobal deformation, only the selected polygon, or
polygons, are affected. In this case where a particular polygon is extruded, the
problem of working with a specific polygon remains.
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In a global deformation, on the other hand, the whole of a selected object is affected.
Twist and taper are two examples of global deformation. Twist is the process of
winding an object around an axisanparticular direction, while taper is changing an
object by compressing or expanding it (Giambruno 2002). Figure 2.17 illustrates the
original model of a cylinder, and its condition after it has been twisted and tapered. In
global deformation, modelerseead to be aware of the larger implications of changes

that are made.

Figure 2.17: (left) Original model of a cylinder, (middle) after it has been twisted, and (righttapered

Welding

Many models are made up of several individual objects or parts. For exanple,
model of a human would consist of hands, legs, head, and many other parts. Often
these different parts of a model are created separately and then welded or stitched
together (Gambruno 2002). This process of welding requires modelers to select the
vertices that need to be welded. Once again the ability to select the targeted vertices
correctly is crucial to the welding process. Figure 2.18 (left) shows two separate
objects, the dad and the ear of a human model. During the process of welding the
two objects, the vertices are paired, and then a vertex from each object are welded
together. Figure 2.18 (right), shows the model after a pair of vertices are welded. In
this task, detenining the pair of vertices to be welded can be difficult when vertices
are hidden behind other vertices, or even other objects.
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Figure 2.18: (left) Models of the separated head and ear, and (right) as theye being welded

Alignment

Alignment is the process of placing an object in relation to others (Russo, 2006). To
be able to do this, both objects involved in the process must be visible during the
process. It is also important that during this processlistance between the objects

can be effectively viewed. This often requires viewing the model from different
angles. This can, however, be difficult in 3D modeling environments where it is not
easy to always visualize the physical depth. Without the defidimation, modelers
would need to estimate the distance between objects when they try to align them.
Alignment is clearly an important activity in character modeling, where often
different parts of a model are created independently and then alignatitandd, or
placed in relation to one another. For example, the head and the body of a human
model would need to be aligned if they are created separately, beforesbizingd

together.
Transformation

Another operatiorregularly performediuring the modling process is to change the
size, location,or orientation of3D objects. This is done through a transformation
process. In order to change the size of the object, the integect is first selected,

and then itsize isreduced or increased Si mi | ar logatioa can lwelcHargedt 6 s
by first selectingitand t hen moving or dragging it
orientation can also bwansformed througla rotation processwherethe targeted
objectis selected before it is rotated.
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Figure 2.19: Challenge of transforming the object under constrain of others

For all thesethreetransformatioroperations, modelers need to have adjoverview

of the entire model, so that they are alberécognize the effects caused by the
operations they perform. For instance, when moving or resizing an object it is
important to know whether the modified object overlaps other objects or not. This
example is illustrated in Figure 2.19, where the maissisgin pink) is located inside

the body of the car, and any transformation to the chassis has to be in relation to the
body of the car and its other internal parts. In this case however, the overlapping
edges of different parts would make it difficult kmow whether the objects are

crossing each other or not.
2.6.2 Scene Mvdeling

Scene modeling is the process of creating a scene, wéieoels objectsalated to the
scene ar@laced within itand in relation to one anothek scenemodel of abeach
for example, could includenodel of a person, the seashore, sea, slegs, etc.
Similarly, a scene of a towmight include buildings, carspads, traffielights, and so
forth.

Hence, scenenodeling usually involves two processes. The firsicess igo create
the individual objed required in the scene, whileetlsecond process involvése

placement of related olgjts at the appropriate locations within the scene

During the firstprocess, modelers must undertake various operat&npreviously
described incharacter modeling. These operations may include adding, deleting,
extruding, aligning and transforming objects. Each of these operations are dependent
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on the model ersdé abil i tthepolygpnssarécdyct t he

The second process, on the other hamghlves the placement of objectsdifferent

parts of the scene. The placement process would natuallgonstrained by the
orientation, distance, landscaping, and placement of other objects in the scene.
Modelerstherfore would need to be aware of all thiejectscontained in a scene
when creating it. This requires them to constantly view the entire scene model when

they perform transformation operations.

In this type of modeling, it is also commam align objeds in relation to others. The
same process ddlignment as described in character modeling is also practiced in

scene modeling
2.6.3 Terrain M odeling

Natural errairs in the realworld usually consistof mountains, lakes, rivers,
vegetation, etc. In a comput8D modeling contextterrain modeling is used for
creating models that conveysual informationto give a direct impression of amea

being modeled

There are several dbniques available for creatirtgrrain modelsOne of the first
techniqus used forterrain modeling was introduced by Kaneda et al. (1989) based on
the use of contour line§his technique allows drawing contour lines, and then filling

thearea beween contours linewith triangular meshes automatically

Until a few years agausing this type ofstandard polygonal mestvas the most
popular technique for creatingrtain moded (Watanabe and Igarashi, 2008)ore
recently, however,method that utilize 2D imagesto create terrain models
automatically havegraduallybeen gaining gpularity (Da Silveiraand Musse2006

and Belhadj2007) In these techniques the level of brightnes8lnimages is used to

detect changes in terraglevation. Thesehangesare expressed as dictum points
above sea levelThe main disadvantage of thehniques however is that some
areas of the terrain being modeled could be hidden and not captured in 2D images
being used. For example, the changes in elevation could be blocked by trees or
buildings. As a result, the created model can be incompletefterd require further

modifications.

Models createdising contour linesor 2D images are often converted to polygons.
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This means that the shape of the terrain is determined by the number of polygons.
Increasing the number of polygontkreaseshe smoothess of theterrain Figure
2.20shows an example afterrain using 1024 polygons, whifégure 2.2 shows the
terrain with 4096 polygonswhich looks much smoother, and therefore much more

realistic.

Figure 2.20: Terrain with 1024 polygons

Figure 2.21: Terrain with 4096 polygons

Besides changmthe smoothness of the terrain, in this type of 3D modeling it is often
necessary te@hangethe elevationof different parts of the modeExamples could
include modifying the height of a hilbr the depth of a Vkey. As in character and
scenemodeling,terrain modeling requires performing a similar range@érations.
Operations pedrmed @n includeselecing a single o group of polygonsghanging
therelationship betweedifferent partsof the model in terms of their relative height,
etc. In order to changéhe relationship between thgarts being modified, the

modelers need to have awerview of the entire terrain. This is important because
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modelers need to recognize correctly the e$fe€the changeghey maken relation

to the overall shape of the terrain.

Furthermore, in terrain modeling many parts of the model, for instandalifvand
mountains, are usually very similar to one another in their appearkocehe
modelers to recogniaghich part of the terraithey areworking onthey often require
to perform additional taskssuch aszooming in and out, seeing the model from
different angles, and referencing it to other information sugbhgsicalsketcles or

drawings.

2.7 Navigation and Manipulation

From what has been discussed in relation to character, scene, and terrain modeling, it
is clear that all three categories of modeliraye two factors in common. The first is

that all of themusually involve to some extent shaping the 3D model that isgbein
created This shaping process requires modelers to work with detailed objects. The
second factor is that modelesftenneed to be aware of other objects while virmgk

on a particular object. This requires thémnhave a overview of the entire model

being created

The type of activities that modelers perform during the shaping process, or when
working on individual parts of the model in relation to other parts, can be further

broken down to the following tasks:

1 Navigatng through the modeb get to tle location where the changes

will take place

1 Recognzing the parts of the model being viewed at any given time

while navigating through the model.

1 Awareness of the relationship between the parts of the model being

changed and the rest of the model
1 Beingable to select parts of the model that are being changed.

These four basic types of activities can be categorized into two groups: those that deal
with navigation and those that are related to manipulation. Both groups can be rather

complex in nature andilvbe discussed further next.
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2.7.1 Navigation

Navigation refers to the process of gettingm one place to another, onoving
through an environmentin both reaworld and virtual 3D world$ navigation
requires some means of getting from an original loocatio a final destination.
Driving, walking orrunningare examples of how one moves around in thewedt.
In the virtual world the only means of navigation isusyngan input mechanism such

asamouse or keyboard.

Darken and Sibert (1993) define mgation as the process of wayfinding, that is to
determine a path to be traveled. They for mal
which people control their movement using environmental cues and artificial aids

such as maps so that they can achiewsr thoals without getting lost'Ferwerda

(1994) defines navigation as fplanning and e
virtual, carried out with reference to external and internal representation qiabe s

being travel edo. definitions that mavigatiarr notfonlyoregure h e s e

traveling but also needs cues or references to assist it.

Ferwerda (1994) observes that the navigation process in a virtual world is a lot more
difficult compared to navigation in the real word. This obsémwats supported by
Vinson (1999) who claims that navigation in a virtual woisd generally more
difficult due to the unfamiliar environment in which navigation takes place compared
to the real world. In many cases, an environment in the virtual wocletéded based

on the imagination of the modeler and therefore is artificial in nature, which makes

navigation in such a world a new experience to its viewers.

Navigation in a virtual world is required in many situations. For example, this type of
navigation is carried out in 3D modeling tasks, playing computer games, virtual tours,
etc. In 3D modeling tasks, navigation is performed for a number of reasons. For
instance it might be nessary to get to a target component or object, or to view the

model from dfferent orientations or perspectives. In computer games, navigation is
frequently required in almost all games. For example, in fighting games navigation is

needed to chase the enemies, or in driving games navigation is a part of the crucial

% Throughout this chapter, the terms 'virtual world' and 'virtual 3D world' refer to any 3D computer environment
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task of gettng to the final destination by following the race track.

Darken and Sibert (1996) classify navigation into three categories: exploratioa,

search, and primed search. Exploration is defined as a wayfinding task without a
target, whilenaive search isdescribed as getting to the targeted location without
having a priori knowl edge of the targeto

hand, is a goabriented process where the location of the target is known in advance.

Bowman et al. (20013tae thatnavigation is comprised dfaveling and wayfinding

and that these two components are strongly interconnected. They further explained
that travel is anotor component of navigation, whereasyfinding is itscognitive
component They foundthat a good travelling technique W integrate navigation

aids These definitions can also be &pgd in 3D modeling tasks wherelmodelers

often need to applgavigation aids sthat mistake can beavoided.

In 3D modeling tasks, all these types of navigation ardertaken regularly
depending on the task being performed. Exploration is carried out when modelers do
not know in advance which object or its parts need to be modified. In this case,
modelers would explore the model, looking for the parts that are todrgeth. A
naivesearch is often carried out when the targeted object is hidden or obstructed by
other objects. In 3D modeling tasks, it is often the case that modelers know in
advance what they are looking for but may not know where it is. The reasorsfigr th

that the targeted object could be hidden by others. A primed search type navigation is

done when the targeted object is partially visible behind overlapping parts.

Regardless of which type of navigation being carried out, effective navigation relies

on two distinct process. The first process involvéseactual moverantt o a t ar get
location. This process relies on the actual ability to move by using &omd of an

input deviceThe secod process involves the abilitg know the path or directiocio

be taken, and at the same time, to be aware of the current position and the orientation.
This second process relies on an output device where the visual feedback would be
displayed in accordance to the current position and orientation of the viewer.

Navigation problems can arise due to the limitations of either the input device being
used to provide the movement, or the output device used for viewing the 3D virtual
world. These two distinct processes involving input and output devices are discussed

in depth in Section 2.8.
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2.7.2 Manipulation

Similar to navigation, manipulation processes are also carried out in both the real
world and a virtual 3D world. In general, the objective of manipulation is to alter the
shape of objects, to move them to a new locatorip rotate them, etc. using some
kind of tool or device. In the real word, machineries and human hands are used for
manipulating objects. In the virtual world, however input devices such as a mouse and

keyboard are commonly used for manipulation.

Hand (1997) points out that manipulation in the virtual world often corresponds
directly to actions perform in the real world, whiéhclude scaling, rotating,
translating, creating, deleting, editingtc. Prior to each of these action, modelers
initial task t to select the target object, and this relies on the precision provided by the
input devices being used.

Chen et al. (1988) describe manipulation as the processes of translating, rotating and
resizing the objects. They also highlight that in 3D manipatatisimple direct
manipulation controllers are important. This type of manipulation controller enables
users to concentrate on their tasks without having to pay much attention to the input
device being used, so that the manipulatbrbjects in virtual wrlds can be done

effectively.

Subramaniam and glsteijn 2000) give a more detail definition of manipulation.
They describe manipulation as tipeocess ofselectng or grabbingobjects, and
further explain that selecting or grabbingiibe actiontha secures a firm interaction

with surrounding objects for comfortable manipulation; positioning or displacing
objects by movement from one position to another and finally deforming where the
shape ad size of objects are modified*rom this definition, iis clear that selecting

the correct object is an essential part of the manipulation process. Thus, input devices
of high precision are required in order to perform this selection process prior to

performing other processes such as positioning or deforofiolgjects.

Bowman et al. (2001) give a similar definition by defininganipulation as the
processols el ecti ng, positioning and sizing objec
ability to manipulate the correct objedtas a profound effect on their parftances

while in virtual worlds.
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However, manipulation of objects in virtual worlds it not an easy probésskinlay
and Kettner (1994identify that performing object selection can be problematic when
there are many objects in a scene, because 3D olwyeclsl occlude oneanother.
They further describ¢hat theuse of somanput devicessuch as anouse, tablet,
trackball,etc.decreasgthe accuracyf selecting objectbecause correlating 2D hand

movemens in the real world to object movemaentvirtual worlds can be difficult

Frees and Kessler (2004) have also observed that users are often frustrated and make
some mistakes when performing manipulation tasks. They describe that one of the
common problems contributing toistakes is due to thenissing foce feedback by

input devices in virtual world, which naturally exists in the real wdfldthermoren

the absence of force feedback, it is generally difficult for users to move to precise
positions inthe virtual world. Currently there are only a limitethge of input devices

that provide offers force feedback. An example of input device with force feedback

will be discussed in Section 2.8.1.

In 3D modeling tasks, manipulation tasks are performed frequently on target objects,
polygons, or key componentsf the model. As described earlier, these targeted
objects have to be selected correctly prior to manipulation. This however is not
always a trivial task, as the targeted objects can be overlapping or too close to many
other. Thus, the success of the rpatation process once again relies on the accuracy

of input devices being used.

Users performance during the manipulation is not only determined by input devices'
capability, but also by the effectiveness of the output devices being used twhere t
visual feedback is displayed less effective output device can also cause users
difficulties in understanding the visual feedback, and this can lead them to making

wrong decisions.

In the next section, the role of input and output devices in mggigsers during the

navigaton and manipulation processes will be discussed.
2.8 Input and Output Devices
2.8.1 Input Devices

An input device generally involves a hardware that allows the user to communicate

location information to the computer system. In relatio the process of navigation
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and manipulation, input devices can be categorized intogteops. The first group
includes input devices used for navigation and manipulation of 2D environments,
while the second group includes devices specifically desidgoechavigation and
manipulation of 3D environments. However, some input devices are designed for

either navigation or manipulation only and not both.

Input devices usedor navigation and manipulatiom 2D environmerg include
keyboard, mouse, joystickkackball, touchpad, etc. These devices offer only 2 Degree
of Freedom (DOF). DOF is referred toe ability of an input device to controleth
position and orientation of asbject. Adam (2010) describes DOF as the number of
possible dimension that inpulevices can move through. For example, 2 DOF is
referedto an input device that cacontrd the position along only the X (horizontal)
and Y {ertica) axes.Similarly 6 DOF efers to the ability of an input device to
control the position and orientatiaf an objectalong the X,Y and Z axeswhere
orientation is expressed as pitch, roll and yaw, or degree®vement arounthem.
These axes oK, Y and Zare often used to defingidth, height and deptbf 3D
modelsrespectively.

Keyboardis the most commonly usedput deviceto entertextualinformation intoa
computer. It can be used for navigation and manipulattokeyboard allows for
much greater interaction(i.e. navigation andmanipulation) than 2DOF devices.
However keyboardsften involve a combination of multiplactiors and activities.
For exampleauser may need tpress ora shortcut key, click on menu anduse an

arrowkeyto emulatea specificmovement.

For navigation and manipulatipother input devices such as a mouseiber more

popular than a keyboard. A mouseoften used on a flat surfacegenerate X and Y

coordinate valugesand can be easily moved amy directionwith one hand. Having

user6s hand resting on a fl at usesfromace whi | €
getting fatigue, and this leads to more steady hand movements. Perhaps the main

reason for the widespread use of a mouse is because of its effectiveness in terms of

precision and speed (Subraniam et al. 2003

A joystick is aninput device that isisually springoaded so that it returrie its center
positionwhen releas# With some joysticks, users may manipulate additional buttons
and throttles located on the base of the devlogsticks are very useful fatirect
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pointing, such as in navigaticand manipulationand are widely used by players of

computer games.

Similar to a mouser joystick, a trackbalcan be used to genergigecise X and Y
input values andallow cumulative travel in angD direction (Ahlstrom and Longo,

2003) Other 2D iput devices such as touchpads also have similar capabilities.

Although these input devices only offer 2 DOF, they can however be used to provide
input to navigation and manipulation in virtual 3D worlds as well. Except for some
handheld joysticks, 2D inpudevices Blow user s® hands to rest
which enables them to maintain their accuracy and precision while navigating in 3D
space without getting tireettner 1995 and Ahlstrom and Longo 2003However,

when navigating and manipulating BD worlds, 2D input devices often require an
extra input command (e.g. using a keyboard) to allow users to navigate and
manipulate in the depth direction (e.g. Z axes). The reason for this is that 2D input

devices can only navigate and manipulate in pRDe (e.g. along the X and Y axes).

The need to match the DOF between an input device and the computer environment
with which the user is interacting has been highlighted in several research. For
instance, Ferwerda (1994) observes thben the task sre has mre degrees of
freedom than what is offered by thmput device being usethe task becomes more
complexwhere extra steps or handling are often required. These extra steps include

opening menus, executing commands, or other functions, etc.

Similarly, Bowmanet al.(2001)discusses how users requinput devices thagnable

them tonavigae and manipulate comfortably in the 3D worl&sr this reason, the

DOF between an input device and the computer environment with which the user is
interating need to be matched. Nash et (@000) highlight that the difficulty in
navigationand manipulatiorc an | ead to Adi ssatisfaction
discantinued use of that environment”. It is therefore clear that matching the DOF
between thénput device and the environment in which it is used is esseintiatder

to overcome this mismatch between 2D input devices and 3D spaces, a number of

alternative 3D input devices have been developed.

The 3D Mouse (Venolia 1993) is an expanded versfanconventional 2D mouse. It
comes with a roller that provides an additional degree of fregttamallowing the

user to rotate in the depth dimension. Similar to the 2D mouse, the movement to the
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body of the roller mouse enables navigatowa manipulaon in the familiar plane up,

down, left and right. Moving the wheel of the roller allows users to navigade
manipulatetowards or away from a 3D position. Recently, the 3D mouse has been

modi fied to aceaodmnoo d(adtle) baontdh sSéionotidne®é& 6 ( 2D) n
mode button mounted on the mouse is used to differentiate between the two distinct

modes of operation (Mercier et al., 2011).

In 1996, Poupyrev et al. introduced avel technique calledso-Go that integrates
with 6DOF. This allows a more natural manipation process, similar tthe real
world. In addition this technique allow®oth nearbyand distant objecten a 3D

computemvorld to be reached and manipulated

The Rockiwad deWloped ey Balakrishnan et al. (1997), toabenput

device with 4 DOF. Li ke a regul ar 2D mouse
surface and can perform all the usual functions of the 2D mouse. However, the bottom

of the Rockind Mouse is rounded sntrolt hat it ¢
two extra degrees of freedom. This feature allows for more directions of navigation

and manipulationvhile using thenormalfunctions of the 2D mouse.

The SpaceBallLabtech 2000}s a 6DOF device whichmeasures sinitaneously the
movement andotation along the X, Y, and Axes.The navigation and manipulation
are done byholding the ball and pulling or pushing it in the desired direction. The
SpaceBall can be used both to perform precise movemastswell aslarge

movements and rotatioiisloris 2005).

The Cubic Mouse (Frohlich and Plate, 2000) allows users to specify- three
dimensional coordinates in graphics applications. This device consists of a box with
three perpendicularmovable rods passing through the center of the case that
represents # X, Y, and Z axes of a coordinate systdinese features enable user to
navigate and manipulate objects in 3D spaces effectiVély.disadvantagef this
device is that it causemm fatigue with prolonged use, because the nsers to
continuously holdhe devican themid-air.

The 3D Treadmill (Cyberwalk 2008) is different from the other 3D input devices
di scussed so far, because it requires the u
using a handaontrolled input device. Although this deviceused for navigation only,

it has the advantages of a 6 DOF input device, while freeing the hands to perform
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other tasks. However, 3D Treadmill is a bulky equipment and requires the user to
stand for the duration of interaction. As a result, users can leecatigued, and
maintaining good precision can be difficult (Brourdet et al., 1999). Also in relation to
3D modeling tasks, which usually require good precision, adootrolled device

may not provide the same level of precision as Heeld devices.

The Virtual Balance(Fleischmann et al., 199% similar to the 3D Treadmill, and is

also used for navigation onlit. contains a platform made of wgét sensor discs that

react tothe body movemeatof the usestanding on itThe navigation activities are
determined by movements such &spping forwardor leaning backwardwhich in

turn control the position and orientation of user's viewpoint in the virtual
environment The drawback of using Virtual Balance is the same as the 3D Treadmill,
where bodycontrolled movements in standing position can be tiring. Consequently,
tasks which require consistency and good precision, such as in 3D modeling, can be

difficult to perform.

The Cyberwheel (Geng et al., 2001) is yet another novel input dergiee for
navigaton which is like a motorcycle, where the speed of virtual motion taed
direction of movementare controlled by the handles. The Cyberwheehes with a
throttle, used for controlling the movement speed. Releasing the throttle stops the
motion. The navigtion angle can be changed by raising and lowering the upper part
of the device. Cyberwheel is more suitable for navigatidarge virtual spacesuch

asin a museum virtual tour. This device is also operated in a standing poaitidn

therefore suffes from the limitations of such devices

The Bodysuit is another type of input devieghich wasdevelopedoy Patrice Pierrot
(Goto 2006)It is a wired garmentonsisting oimultiple sensors, which are placed on
eachof the body joints (e.gwrists, elbows, shouldes, ankles, etc.) With a body suit

it is possible to move and interact with a 3D environment in much the same way that
people interact witlthe real 3D worldThis technique enables the bodysuit to be used
for both navigation and manipulationh& disadvantage of a body suit as mentioned

by Hedmn (2001) is thddody suis are generalluncomfortable to wear

The Wiimote is a wireless 3D input device developed by Nintendo (2X2ntains

a number of buttons, including aaXis accelerometernd infrared camera that

communicate witha gameconsoleremotely The device is designed such that the
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interaction between a user and the devigaasenatural(MacArthur et al., 2009and
Sko et al., 2000 For example, in a shooter gamine player carhit the target by
pointing the device directly at the screamd pulling the device triggein sports
games such agnnisand badmintonthe player can return a serve by swinging the
Wiimote in mid-air. However, a study conducted by Kiefet al. (2008)where
Wiimote wasused as a musical controllelemonstratethatWiimote lacks precision

anddoes not providabsolute positioning capability.

Another type of input device is called Kinect (Xbox, 2012). It was introduced in 2010
as a peripheral for thEbox 360 gaming console. The Kinect device is a horizontal
bar housing a microphone array, an RGB camera, and a depth sensor that tracks
players' entire body at a frame rate of up to 30 fps (Khoshelham and Elberink, 2012).
In their study on Kinect's depticcuracy, however they found out that error of depth
measurements increases drastically with increasing distance from the sensor. This
means that this device also fails to provide a continuous precision similar to Wiimote.
Consequently, tasks which reqgiconsistency and good precision, such as in 3D
modeling, can be difficult to perform.

Another group of 3D input devices are hdeatking devicegi.e. tracker) There are

several such devices currently available, including Hesakers from Polhemus

(Pdhemus 2012) and the Ascension Technology Corp (Ascension 2012). These
devicesare oftenmountedto a display devicesuch asHMD. This enable users to

look at a virtual 3D world from different viewpoints just by moving their head. They

work by estimating the userdés head position
used for creating a perspective image of the 3D world being viewed. Tugsdtbr

the userod6s position and orientation to be n
environmentTrackersareoften mounted on devices such as data gloves, flying mice,

and wands that enable us&rshavigateand manipulat@bjectsin a 3D environrant

This is facilitatedby providing users' navigation positicand orientationto the

processing enginavhich isdeterminedy the tracker'snitial reference point.

The Phantom (Sensable 2011) is a 6 DOF idgwtce which provides force feedback
when selecting and positioning objects. This force feedback gives users a similar
experience to the real world when touching or moving an object where resistance is

sensedHowever, the usability of the Phantom to deal with precise manipulation of
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key componerstand polygons in 3D modeling tasks has not yet been tested.

Another group of devices used for manipulating 3D world objects is DataGlove.
There are severalata glovesurrently availablgincludingthe 5DT (5DT 2012) and
CyberGlove (2012)Dataglovescan be used for selecting and repositionuigual
objecs. However, most data gloves lack sufficient precision to allow manipulation of

vertices and edges in 3D modeling tasks.

Mo s t of the i1nput devices describdd abo\
precision while navigating and manipulating in a 3D world. However, in relation to
navigation, despite the efforts, users of such devices still find them inherently difficult

to use for navigating in[3 environmentgHand 1997, antcConkie et al., 2001).

Hand (1997) has identified the |lcuwd of A
the difficulty of navigating in 3D environmenfSheideao f a fconstraint o
navigasi baomodi fy t he (wsaletoalewtdeiuseetattagkon o f
a specific object in the scen€his idea has been found to be useful in computer

games and virtual tours. For example, in a car racing game, the car is stopped from
getting off the track by objects placed along the tradkch work using the collision

detection engine of the game. Similarly in a virtual tour, the movement is constrained

by the location of the users in the virtual space. In this case, the virtual walls and

passageways of buildings help the navigator tolréaeir destination.

However, this idea of Ahel ped navigatio
environments. In 3D modeling, objects or components of the models can be located
anywhere in the 3D space. They can also be surrounded or hidden by o#twés. obj

As such, modelers need to be able to navigate freely within the nhodéher words,

moving through a solid object is allowed in 3D modeling, which is of course not
possible in the real world. Because of not having this constraint, modelersete abl

get to hidden or obstructed objects. Of course the setback of this type of navigation
without constraints is that modelers can sometimes unintentionally move to a wrong

position in 3D space and get lost.

McConkie et al. (2001) have outlined threeestfactorsrelated to input devicehat
causesome difficulty in navigatingn 3D environmerg These three factors adele

to:
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1 therelative mode of contraidf the input device,
1 thenonegocentric calibration contradf the input device, and
1 theconcepto f - p a s @aturedf e input device.

According toMcConkie et al. (2001)thér el ati ve mode of control o
an input device is moved, its momentum and current position only indicate the speed

and direction of navigation. It cannotamy way indicate the viewing orientation that

is changed in the course of the navigation. Therefore, this causesnatch between

the movement of the input deviead the resulting location of the viewport relative to

the observerIn other words, viewig orientation cannot be predicted simply by

|l ooking at the input devicebs current moveme

The s#®gooentric cal i bheapositeohthedegotantricocbndrad i s

inwhichit he vi ewports goes tso dihréblapooksgieit i on t o w
al., 2001).In the noregaocentric control often onlthen a v i g laahdse or &egs are

moving, while the head arttie direction of theeyes arestatic. As suchin the non

ego-centric controlthe relationship between the control movement and the resulting

viewport orientation igenerallynot natural

The third factor as ment ispaceccan sbtya nvtecdC.o nlkn es pea
constant navigatiofithe viewport itself is at a fixed pogiti in space that navigation

occurs by rotating the virtual world and bringing different regions of the space to be

viewed to the location of viewpdrtThis is different to how navigation is carried out

in real world. In real world, navigation often invely the movement of the entire

body, while in a virtual world navigation generally involves a hand movement only.

This makes it difficult to establishdirect mapping betweethe position of annput

device andhecurrent viewport location.

From what hadeen discussed above, it is clear that navigating and manipulating
problems related to input devices continue to exist in 3D environments. This is despite
the fact that there are various 3D input devices with 6 DOF available. Although such
3D devices offersome sense of natural navigation and manipulation, a study
conducted by Berard et al. (2009) indicates that 2D input devices sute as
conventional mouseoutperforns 3D devices. In this studypbject placement

(including bdh translation and rotatiom$ used as the benchmarknéings from this
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experiment showedhat the performance and acacy of moving a 3D object is
greaterthanwhenusinga 2D mouse ompared to other 3D devicdsactors such as
cost, physical sizes, familiarity, and fatigues avens of the other reasons why 3D
devices are not being fully utilized for navigation and manipulation in 3D

environments.

Furthermore, in relation to 3D modeling tasks where modelers often work at a very
detailed level (e.g. with polygons and key componeatkigh level of accuracy and
precision is essential. These requirements cannot be offered by most of the 3D input
devices mentioned above. As a result, conventional 2D input devices such as mice are

still the most widely used input devices by 3D modelers
2.8.2 Output Devices

An output device is the hardware used for communicating with user by displaying
data or information. This visible data or information comes in various forms including
text, graphics, images, etc. As with input devices, output devices are categorized into
two groups. The first group includes devices used for displaying 2D information,
while the second group includes devicgsecifically designedor displaying 3D

information.

Conventional 2D output displays such as a computer monitor is mainly used for
dispaying 2D information. However, their usage is not limited to this only, and they
can be used for displaying 3D information as well. For example, 2D display devices

are commonly used for 3D modeling tasksl for playing 3D computer games.

However, 2D dsplays have a major digantage in their lack of support for displaying
along the depth dimension. Without this depth perspective, it becomes difficult for
users to understand the relationships @weddistances between objects in a 3D world
when it is vieaved on a 2D monitofWoods et al 2002 andHayeset al, 2006).

Furthermore, without a depth perspective a parallax effect is also not possible.
Parallax is defined by Gibson et al. (1959 agtical change of the visual field of an
observer whicr esul t s from a c¢hang'eTheyfalsouassert 6 s
that parallax is auefor perceiving the depth of the objecfSue to the absence of the
depth perspective and parallax effegsers often experience some difficulties in

visualizing treir orientation and position when navigating in a virtual 3D world which
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is being viewed on a 2D display (Gibson et H59)

Because of theskmitations of 2D output devices fodisplaying 3D information a
number ofoutput devicesave been developéd support viewing 3D environments.
These output devices can generally be divided into two groups. The first group are
standalone displays that do not incorporate any input mechanisms, while the second
group are combined with an integrated input mecharndsrdetermine the viewing

orientation of the virtual world.

1 Stand alone output devices

In a Stereoscopidisplay (Stereo3D 2012%lightly different images are presented to
thev i e wteaegesto create aillusion of a3D spaceln this techniquegach 6 the

two eyes receives alternative frames of the video imiggsynchronizing shutters
incorporated into a pair of viewing glassétowever these types of stereoscopic
display can cause eye fatigue (Wa@96).In 3D modeling tasks where modelers
need tgperform detailed operations on polygons and their key components, often for a

long period of time, such negative effects need to be avoided.

The Volumetric Display (OFH 2012 is an output device that operates without
requiring the userto wear hardwareugh asshutter glasses. In this type of display,
the 3D image is created by illuminating points in 3D space shown inside a volumetric
display, enclosed by a protective transparent enclosthie Volumetric Display
enables the 3D image to be seen by many users from different perspectives depending
on their position around the display. The Volumetric Dispiay a 360° field of view,
andit provides viewers witlanactual sense of depth pertgp. However, due to the
difficulty of interaction between an input device with the image inside the transparent
enclosure, Volumetric Display isften usedasa noninteractive outpubnly display
device(Grossman et al., 2004)his means that VolumetriDisplay would be more
suitable for displaying a completed model, rather than being useful for creating 3D

models, where interactivity is crucial.

The Alioscopy (Alioscopy 201Pis a display device that has a typical look of a
conventional flat display, Ui is integrated with stereoscopic technology. It has some
similarity to the Volumetric Bplayin that the users do not needredy on special
eyewealto be able to view the depth dimensitmthis technology, 8 discrete images

are multiplexed into onsingle imagethat enables the images to be viewed from 8
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slightly different anglegBarkowskya et al., 2010). The limited number of predefined
angles makes this device less than useful for 3D modeling tasks where viewing

models from different angles is geally required.
1 Output devices integrated with input mechanism

The Chamelon system waevelopedby Fitzmaurice in 1993réferenced from,
Buxton 1998).The images are displayed on a moveable displdnerethe image

being displayed isletermined by traékg the positionand orientatiorof the display

itself. The user therefore needs to drag the display around the virtual 3D object when
navigating.Buxton claims that the movement of the display actuadlgistshuman

visual perception(1998) Although Chameleorallows each useto have theirown

view, moving a physical object in hand for navigation is likely to cause fatigue.

The BOOM (Fakespac2012 is an output device that is mounted an articulated

arm, and mechanical tracking technology used to deteqtosition and orientation.

The advantage of this device are that useido not have to weait, it is easy to
operate,and several users can operate it by simply holding and controlling it.
However, since the BOOM is physically attachedaolage st and, t he
movements arémited. Another disadvantagg BOOM isthatthe user has to have

at least one hand on the device which can limit various types ohawded
interaction.Furthermore, the BOOM is operated in a fashion similaChameleon

where users need to physically move when navigating in the virtual world, and
therefore require a large work area. In a task such as 3D modeling where modelers are
often stationed in a fix office area, the BOOM does not offer a good alternative

solution.

Thehead mounted device (HMD) is another type of display ofted fasevisualizing

data in a virtual world. This display devicemes with a head mounted widiew
stereadisplay coupled with head tracking. HMD presents a stereo binocular view of
the virtual world. This type of view allows depth perception and makes it possible to
recognize the position of near and far objects more effectiVélg.HMD is often
integrated with tracking deviceShese combinations of HMD and trackedlowthe

usefs body and head orientatioto be consistentith their viewing orientation.
However, as well a2 h e H MD 6 asst ithHag dbne major disadvantagis
combination with trackerequires going through aalkibration process(Kuhl et al.
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2009) Successful calibratioenables the viewing orientatiaf the virtual world to

be synchronized with the head movemenhile incorrect calibration canigdort

perspectivaelated visual cues and may prevent people from properly perceiving the

virtual woird. Beside theissue of calibration a latency problemhas also been

acknowledged aan issue with HMD(Adelstein et al.2003 and Ellis et al., 2004

This latency can redudkepr eci si on and degrade userso6 tasl
al., 2003). In 3Dmodeling tasks the lack of precision caused by latency could be a

problem with the use of HMD.

Another specialized 3D display is ti@ave (Cruz et al., 1992yhich consistsof a

roomwhere the surfaces of the floareiling, and the walls aets dsplays The Cave

setup provides users with a seamlessitinuousview of the virtual sceneThe

displays are often stereo, and the outputs are viewed througlofa Seiitter glasses.

The userds head posi t.iAesaresultwwhatis displdyedad wi t hi n 1
each uselpreservesviewing orientationin adapting to movementand change of

location of gaz¢Buxtonand Fitzmauricd998).This device has similar advantage to

HMD by allowing users to act in a more natural manner, so that thegocaentrate

on their actual tasks. However, as pointed outBbyton and Fitzmauric§1998), a

major reason for the limited use of the Cave is due to its physical setup and cost.

The 3D output display devices described above have all aimed to impraves Wse
ability to navigate effectively in 3D world$Vhile some of the solutions offered by
these output devices have a good potential for viewing 3D data, other issues including
cost andogistic have not beeaddresse@Moritz et al., 2007). In addition, ste of

these output devices such as BOOM, HMD and Cave are often supported by
integrated input devices such as head tracking system which tend tbdac&cision
required for 3D modeling tasks. In addition to their integration with tracking device,
theseoutput devices also often require specific input devices such as data gloves
(Abaci et al., 2004)However as discussed earlier, the use of data glove may not be
effective in 3D modeling tasks, because they also lack precision required for

operations suchs dealing with polygons and key components.
2.8.3 Multi Layer Display

A rather different type of display, developed several years aytylisLayer Display
(MLD) (Puredepth 2012 As shown in Figure 2.22, MLas two LCDdisplay
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layers, separated by a 10 mm thick transparent layer. It is designed to enable data
presented on the rear LCD to be visible through the front LE3@n though the term

MLD standsfor Multi Layer Dsplay, to thebest ofthe authots knowledge no MLD

with more than two layers is currently availabl&€e main characteristiof an MLD

is that it allowsthe contenshown on both layers to be seen simultangous

Rear LCD

Interstitial -

Front LCD

Figure 2.22: The architecture of MLD
Each LCD is connected @ separatgraphis card making it possible for the two
LCDs to be spanned horizontally or vertically. It also possible for MLBntollate a

single layer displayby cloningthefront andback layers to display the same image

Figure 2.23: Background of both layers are set to white

When viewinginformation on MLD, itis better to sethe background of bothCDs
to white to ensure that thecolor do not interfere wih each otherBishop, 2006)
This also makes the hite areas appear transparent on the front layer so thaatke b
layer can be viewed clearlyidewise, white areas on tacklayer allow allthe light

from the backlight to shine througimd illuminate the front layeFigure 2.23 shows a

53



photograph of MLD with background of both layers set to white.

The mouse pointer can move between the two layersdwnign the mouse pointer to
the far leftand far rightof the LCDs.MLD comes with a utility that allows the user to

move the cursor between the layers hgkohg the middle mouse button.

A number of studies have been conducted in order to investigate the potential benefits
of MLD. Aboelsaadatt al. (2004) presentan empirical study which compareshe
performanceof a conventional 2D displaggainstMLD when used to viewtwo

virtual layers of potenti&y interfering information.The aim of the study wa®
determinewhether physical separatioprovided by MLD, changes the amount of
interference be&teen foreground and background laydrise experiment showetiat

MLD is not generally better thamsingle layer display. Howevethis study wasnly
concernedvith issuegelatedinterferene betwen the layers, and did not aim to find

any benefits gained by having the physical layelyythe proper placement of data

into the two layers.

A related study byunser at el (2008nvestigated whethethe actualseparation of

layers ofinformation afbrded byMLD may affectvisual search task performance.

The objective of this experiment was to de
searching for particular targets, where thstracters and targetgere displayed on

different layersof MLD. Their finding indicates that ircomplex search taskshe

MLD significantly improvess u b j e c t s perfaneanacelhdyisumgnarize their

finding by doepthdg®rsnationnhglpstudera to visually distinguish the

target from the distracting stimali ahe depth afforded by MLDcan support users

invi sually complex environmentso.

Despite its potential for displaying 3D information, all the research related to MLD
have been confined to 2D information. However, the use of MLD can be extended to
include 3Ddata as well, for example, in 3D modeling tasks. The physical separation

of the layers in MLD can be used for displaying 3D information on different layers.
2.9 Discussion

This chapter has described a number of techniques currently used for genddating 3
models. The techniques used by modelers often depend on the expected quality of the

final model producedTechniques such as freehand sketching 2D to 3D, still image
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conversion, 3D scanning and video trare sometires used as a starting point for
creation of 3D models. These techniquasimize the modelér snvolvement with
polygons andckey components at an early stage of the modeling process. When no
further enhancement is required to a model created using thesdingddchniques,

any direct manipulatioof polygonscan be avoided.

However, it isoften the casthat someof thedetails ofthe models created using these
techniquesvould be missingoecause of not beinfglly captured or omitted from the

initial sources used to generate the models (e.g. sketch, photograph). In these cases
further modifications to the 3D models anecessary in order to gf@them to their

final form. These types of modifications are usually done using the conventional

polygonal modehg technique.

When wsing polygonal modeling, or Bpline and NURBS modeling techniques,
modelers areftenconfronted with the cumbersori®it unavoidabletaskof working

with overcowded and overlapping details of models. Therefdras critical for
modelersusing these techniques to have an effective and accurate way of handling
taskswhile working in this kind of environmenWithout proper tools, modelers are
likely to make mistakes, or face difficulties during their 3D modeling tasks, which in

turn degrades their performance.

Some of the problems faced by 3D modelers is also caused by the input and output
devices they have to rely on for their tasks. This chapter has in particular focused on
some of the currently available output devices used by 8bBefars. Most modeling

tasks are still performed using conventional 2D displays. Even though some 3D

output devices are found to be effective to display 3D data, factors such their cost,

physical size, and more importantly their low preciseme, among t drawbacks that

limit their use in 3D modeling. As a result, modelers have to face the challenges of

dealing with overcrowdednd overlappin@D datawhile using 2D atput devices.

Severalinput and output devicgsertaining to interactiowith virtual 3D worlds that
addressissues related to navigation and manipulation have been discussied
chapter These studies, however, have not focused specifically on 3D modeling tasks,
and therefore have failed to address issues of navigation and manipulaiobn3D
modeler who use conventional polygonal modeling techniques with 2D input and
output devices. This thesis aims to address this important shortfall in current research.
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2.10 Summary

This chapter has presented a summary of various 3D modeling techodesnly

used by 3D modeler, and has identified their strengths and weaknesses. This has
highlighted the need to address the problems of navigation and manipulation in
polygonal modeling environments. Addressing these problem however requires a
better undestanding of the underlying concepts of focus and context awareness. |
the next chaptethese related issues of focus and context awareness in 3D modeling

tasks will be discussed in detail.
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CHAPTER 3

Focus and Context Awareness

The previous chapter focused on 3D modeling, the techniques and devices used by 3D
modelers, and the resulting difficultiésced by them when dealing with navigation
and manipulation ina 3D environment using conventional 2D input and output

devices. Twassues were identified in particular:

1 3D modeling tasks often involve shaping processes whedelerswork
at a very detailed level (e.g. with polygons and key components), and
1 3D modeling tasks require high precisiorput and output devices for

navigaton and manipulation purpose

This chapter presents a review of the related literature on existing methods and
techniques that could be used to overcome some of the problem identified in the
previous chapter. More specifically this chapter provides amvew of focus and

context awareness issues and their implications for 3D modeling tasks.

This chapter begins with a discussioh the three maincomponents of focus and
context awareneg$ection 3.1 to 3.3). This is followed by a discussibfoous and
context awareness as a whole (Section 3.4). Workspace awarenesgswbitderned
with providing members of collaborative groups with an appropriate level of
awareness when working ashared workspace is briefly introdudgadSection 3.5.
This is followed by the most important section of this chapBeciion 3.% which
provides an irdepth review of the methods used foaintaining focus and context
awareness in 2D and 3D environmenibe chapter concludes withdiscussion in
Section 3.7 athasummary in Section 3.8.

3.1 Focus

In all environmentsincludingthe real world and 2D ar@D computer environments
focus normal refers to a specific object afterest thais visible amongthers.For
example,on a 2D map, a roadr city name carbe he centre of focus, while it is
surrounded by other information such as building signs, terrain, etc. Similarly in a 3D

modeling environment, for example, model of the nose can be thedbouserest in
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a 3D human model. In this case, the nose wouldaain its own but would appear

with other parts of the model.

Nunnari and Simone (2004) define focas a center of interest or activiignd note

thatfocuss s fAchar act eegiead user myolvemenhto gphern the flow

of tasks, and is devateto supporting users in accomplishing their individual or

shared tasKs . Thus, the success of a task is depe
their center of interesthroughout the task (Kosara et al., 2002). They further explain

t hat t h ety o sseatesti@Ecentebdf interestrom the rest of the nefocus

area can increase their efficiency in performing their tasks.

Daurish (2003) points out that focus is task oriented. This mibat$ocus arises
from undertakingthe activity and theorientation and visibility of focus can be
affected by the activity. In all environments, as stated earlier,namgation and
manipulationprocessewvill interactively change therientationand visibility of the
focus. Daurish suggests that the ability rexognize the new information that is
produced by the navigatiaand manipulatiomprocessess useful forsupporting users
in accomplishing their tasks

In a3D modeling envonment, modelers may focus on thikole model that consists

of several objects asne entity,on a single or group of objects out of many others, or

on one unit or group of componenEar example, in the 3D model of a car, the focus
may be on a group of components that make up the steering wheel, the steering wheel
as a single objectr the whole car. This suggests that the size of a focus area is not

fixed but dependent on the object or objects of interest.

Furthermore, in 3D modeling, the complexity of a model is often in proportion to its
guality. A high quality model often consssbf a large number of components, such as
polygons and their key components. For this reason, focusing on the center of interest
within the correspondingly densgata is not always a trivial task. Fogal and Kruger
(2009) describe that in this type of datansity andcomplexity, viewes will face

some difficulty locating or recognizing their point of interest in $ka of dataThis

di fficulty eventually degrades model ersé6 per

It is, therefore, clear that the abilitg identify thecenter of interest or activitis
important in order to enable users to work effectively on their targeted point of

interest. A high degree of user involvement in their activity requires them to instantly
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recognize their center of interesh@never changes to the viewing orientation take

place.
3.2 Context

Context, as a conceps almost the opposite of focus. Context refers to information
other than the object of interest that is visible within the viewable area. It often acts as
supporting iformation to users while they are working on the area of focus. Context
is generallyperceived ashe extra information, whicls not directlyrelevant to most

of the action being carried out on the point of interest. Context is generallyedsterr

by users in an indirect and occasiomaanner

The Oxford dictionary defines context as interrelated conditions in which something
exists or occurs. This means that context is the mutual relationship between the many
conditions that exist in a given situatiamwhichthe activities or events occur, and

often generate new knowledge to users.

Schilit et al. (1994note thatcontextis more than just knowledgebecausat often
involves other things that are of interetst the user which may constantly change.
Things that are of i1 nterest to the wusers
section. Therefore context and focus go hand in hand and are directly related to each

other.

Another description of context has been givenSaymidt et al. (1999vhere tley

describec ont e x t as Aknowl edge about t he use
surroundings, situation, and to a lesser extent, locationgeneral, bth of the
descriptions bySchilit et al. and Schmidtet al. highlight that contexis part of the
information that is visible to the usemHowever, neither of them state how the
information generated by context should be shown to users along with focus. Nor do

they explain how iformationthat is not useful should be filtered out, and what the

effect ofdoing so would be.

Alternatively,Dey et al. (2001) defnreont ext as fiany i nfor mat.i
characterize the situation of an ertithn entity isfia person, place or object that is
considered relevant to the interaction between a userraagpication, including the

user and the application themselves relation to3D modeling process, modelers

are normally aware of threlationship between different pieces of informatioatare
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visible within the viewing areddowever, due to themitations caused byhe size of

the display area on top of overlapping data of a 3D mdtidelielevant datare often
subjected to tradeffs. For example, a 3D model of an engine can be relevant to the
model of the cathat a modeler is working orHowever, the engine would be
obstructed if it is placed inside the car, and the task of shaping it would become
difficult. As a result, the model of the car in this case would be removed or hidden

from the screen while the engine is being shaped.

Daurish (208) explairs that context and activitgo hand in hand, and argues that
context arises from theavigation and manipulation activitieslowever, in certain
conditions the context that arises from the activity being performed may not be
relevant to it. Therdore, in this case, the urelevant context is often hidden or
removed. This situation can apply to 3D modeling whlkesprocesssof navigation
and manipulatiorof the model often change viewing orientation resulting n a
new context being producediowever dueto the large amount of visle data, in
some cases contertay no longerbe helpful to thetask in progressinstead this
context may actuallippecome an obstacle performingthe current task

In a computerenvironment,Shankar (20063efines context agiany information
regarding a usero6s presence ("ole fuathes enc e) i n
expands his definition by describinigat the presence of context is createdthsy

useD activities Based on these definitions, he introglsithe ternfi u scentexd t h a't

can be divided intbwo categories: external and internal usentext.

Externalusec ont ext refers to the situation fAwhere
environmend (Shankar 2006). This external environment inclutiesmovements of

the user in the immediate vicinity of the computer and the presence or alb$ence

speech. In general, this type of context is not relevant to a 3D modeling environment.

In 3D modeling, modelers often rely on the information that is sh@ahdém on a

computer, and as such, do not rely on external information.

Internal usecontext on the other handi s defi ned as Aany infor
computer senses from its internal environment that generally relates to keyboard
activity, mouse usagand the activity of differentprecs ses wi t hin a wuser's
This second categorg very much in line with the activities that takeg# during 3D
modeling tasksin these tasks, context iisteractively built based onavigation and
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manipulationof objects thaare in the 3D computer environment.
3.3 Awareness

In the real physical world and the computer environmentawareness can be
described as self consciousnessknowledge gainedrom the activities that take
placearound usAwareness exists ogeptually and is interactively created as a result

of user 6 s ¢ o0ns cchangig rcantexd. Hawever t irh symeesituations
awareness is referred to as the ability of the computer device to react according to
context, such as the time and locatwhere the device is being operated. This is
generally knawar asedics@ontenxd since it i s

this thesis, it will not be covered here.

The ter m oftenvappeanneliteatare related to Computer Supported
Cooperative Wrk (CSCW). A well-known definitionin relation to awareness in

CSCW has been givdny Dourish and Bellotti (1992)They defineawarenesss an
understanding of the activities of others, whigitovides a context fomdividual

activities of theparticipants in a cooperative type of woik this type of work
environmentawar eness of o¢ovretrrictodtl iadomy at @or s be
plays an important role in supporting the shared group work. Clearly without such
awar eness tahastuakjoinivworktbotit arbirecoherent set of isolated pieces

of work.

Another definition of awareness has been givertbgsley (1995Wwho defines itas
informationwhich istaskrelevant and igreated dung the interaction between user
and thecomputer environment by uginsome form of an input devic&his task
relevant informatiorusually changes during the interaction and it is used byshe
to know what is going onThis definition can be applied to both CSCW and-non
CSCW types of work.

Abowd et al . (1999) i ncludes the term Oc
contextaware e sis @escribedas fit he use of C-televiardg x t t o
information and/or services to a useHowever, the taskelevant information

provided by thecontext is not always useful. Thus, users need to know and to decide

on the relevancy of the information.

Correa and Marsic (2003)iscuss that awareness can be divided two groups:
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explicit or implicit. Anexample of explicit awareness is where agjion is asked of
someone and theesponsehelps increatingawarenessimplicit awarenesspn the
other hand,is where a conclusion is made by gathering information from the
surroundingsThe information can be in terms of sound, image or any otheresourc

that can be detected by human senses such as touch, smell, and taste.
3.4 Focus and Context Awareness

The issus related to focus and context awarenass also important and have been
investigated by a number of resgzers. Yeh and Wickens (2001¢onduced an
experiment that determined hofecus and contextan be used to create user
awarenessin a map readingexperiment,the participants were asked to answers
guestions bout information displayed to therRarticipants were initially asked to
answer qudsns with less visible information (i.e. context) being displayed. In this

experiment, participants were able to view the context whenever necessary.

The results showed that participants ofterdigplayed or turned on the hidden

information, even thougi was not directly related to the tasks they were performing.

The study also demonstrated that the participants felt less comfortable when less
information was displayed, and this affecte
answers. This finding dlicates that a better awareness can be established when both

object of interest (i.e. focus) and context are visiblewever,problems that can be

caused by showing unrelated information were not investigated in this experiment.

Another comprehensive sty of focus and context awareness was carried out by

Khedr (2004). Khedmentionsthat, in relation to focus and context awareness, the

awareness created from tagtevant informationis helpful and universally needed

when ithas certain qualitiedHe further characterizes thquality of awarenessito

two groups, which he callsrélevancy and "information overload Relevancy is

describechsit he ti mel i ness and ohewhwvahl dbt er mynets
usefulness of the informatioriThe information is not useful whenig not related to

theactivity, or when it igelated but arrigs too late to be of any effect.

In relation to 3D modeling tasks, these two types of information generally exist.
Information which is far from the center of interest is often not useful. For example,
when a modeler is shaping the model of an eye, information such as a remote part of

the model (e.g. hand or a leg) may not be relevant at all, and can be ignored.
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Information that is relatecout arrives too late, may also occur while performing

modeling tasks, for instance when a related object is hidden or obstructed by others.

Regarding lhe second type of awarene&dedr explains thatnformation overload

refers to a situation where there @ tmuch information, which can Ifa hindrance

as well since not all of it may be necessary, and the overhead of processing the inputs
may be detrirantal to other necessary activities and may cause unnecessary

distractior?i.

In 3D modeling tasks, the amountiaformation increases as the complexity of the
model increases argbme of thencreasednformationcan in turn causdistraction.
To overcomethis problem, some of the information can bemporarily hidden or

removed using various tools provided by modeling software.
3.5 Workspace Awareness

Another form of awareness, considered important in CSCW literature, is workspace
awaeness (Greenberg et all996). Workspace awareness is concerned with
providing members of collaborative groupséth an appropriate level of awareness
when working in a shared workspace. This
to know te identity of the group membersheir location andwhat they are doing

when they are working in different areas of the workspace.

Gutwin et al. (1996) notehat workspace awareness should comet only the
knowl edge of ot imteractiogsrwihuhe workspadriealssidclude

the knowledge of the state of the wepgace and its artifacts, as well as the

i ndi v iownuaetibn@nsthe shared workspace. Furthermore they hightiggit the
flawareness information must be easily interpretable regardless of where it is
presented This suggests that awareness can be established not only when interacting
with other group members in a real physical world but also in a computer

environment.

To date, lhe focus ofthe researchon workspace awareness has been on providing
uselll information for collaborators to coordinateeir actionst o ant i ci pat e
actions, and to find opportunities to assist one another (Gutwin and Greenberg, 1998)
This type of workspace awarenesgormation not only helps collaborator®

anticipde and avoid conflicting actions, but also assists them to rapidly detect and
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repair conflicts when they do occur. This is achieved by maintaawageness which
requires knowledge about whereopte are workingwhat they are doing, and what

they might @ next.

It is therefore clear that workspace awareness is generally about issues related to
group membersd ability to know what ot her
workspace. As such, this concept is not directly relevant to this thesis andtviié no

discussed further.
3.6 Current Methods of Maintaining Focus and Context Avareness

In a computer environment, the tasks and scenarios that give rise to the problem of
maintaining focus and otext awareness are varied, and such problem occur in both
2D and 3D settings. Most of the techniquésveloped to deal witlssues related to
focus and context awarenebhave beendesigned fora specifictask or specific
environment and as such may not be effective in other environments or for other
tasks. For exame, a particular technique designed to help users to maititain

focus and cotext awareness when looking at 2D maps may not necessarily be useful
for viewing 3D models.

However, thdundamental principle behind all of these techniquakdassame inHat
they aim tobalance providing enough detl information about focus of interest
while still maintaininginformation aboutthe contextin which the focus existdn
order for a user tguccessfully explorand navigate a large informati@pace, it is
necessaryor the technique to strive to provideboth local detail and global context
thatallow the user to focus in grarticular items of interest and understand how those
items fit into the hierarchy as a whqleurnas 1986, Leung and Apperly 1994, and
Bartram et al., 1995).

Focus and context awareness techniques can be divided into two categories, those for
2D environments and those for 3D environments. These will be discussed in the next

few sections.
3.6.1 2D Environments

Even thoughnformationin 2D environmentss represented only along the X and Y
axes, some times a large amount of overcrowded information is displayed in a 2D

surface. For example, a 2D city map may contain a considerable amount of
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information. This overcrowded information can cause sdiffeculties to usersvhen
trying to relate what they are focusing @gainstthe other information being
displayed to themin relation to these difficultieBederson and Hollan (1994) state
that onechallenge inviewing any largeinformation spaceis maintaining a sense of
therelationship between whasers are lookingt and where it is with respect to the
rest of theinformation. The ability tcknow the relationship between information of
interest with ¢hershas also beehighlighted byFarrand (1978 who identifies that
"an effective transformation must somehow maintain glodalareness while

providing detail.

A number of techniques have therefore been developed to support focus and context
awareaess in 2D space$he ug of eachof these techniquis dependent on a number

of factors such asthe type of information being displayed, the nature and level of
difficulty to understand the visible informatiotine tasks being performéd.g. visual
search, browsingand comparing and the fraction of screen resdtite allocated to

context andocus regiongNekrasovki, 2006).

In the following sections, a number of techniques which can be used to provide focus

and context awareness in 2D environments will be discussed.
3.6.1.1 Zooming

Zooming is atechniquewhich is used forchanging thescaleof the detdi area by
using aninput device. It is applicable to both reomputer and the computbased
environments.In a noncomputer environment, thisechnique is employed for
example in conventional photograpltiamera and binoculargo increase the clarity

of the objects of interest being viewebh a computer environmengooming is
generally used for detailed viewing of graphical information on a 2D display device.
It enables users to chantie scale at which thgraphicalinformationon the region

of interest is viewedat a greater or lesser level of detdfliewing in geater detail
reduceshe area of interedieing displayed, while viewing in lesser detail increases
the area of context being displayed.

The Oxford dictionary defines zooming ageahniquefor iichanging smoothly from a
long shot to a closap or vice versa However,Hornbaek et al.2002 point out that
zooming is not always a smooth process, but ratleesmoothness of trmomirg is

dependent on the technigbeing usedFor instance irajump zooming technique, the
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change in scale occurs instantly, without a smooth transiiombaek et al. (2002)
andBederson and Hollan (1994) claim that this type of technigumebe disorienting
and maynot provide the moseffective support for # cognitive and perceptual
processing required farnderstanding thenteractive informatiorcreated during the
zooming procesdn contrast tothis, in animated zooming the transition from the old
to the new scale is soth, and therefore more useful teeus (Bederson and Hollan
1994, and Pook et al. 2000)

Zooming can be carried out in two different directions, zooming in and oatiag

in increaseghe apparent size of objects of interest, and @dse® at the same rate
when zooning out. In other words zoomingin is the process of virtuallgnlarging
the parts of interestvhereas zooming ougverses the effect. Tlmomingtechnique
is widely used when there is only one window per display éreanbaeket al.,
2002).

In an attempt to improve the qaess ofzooming,lgarashi and Hinkley (2000) have
proposed speedependent automatic zoominghere zooming level is automatically
varied depending othe scroll rateThis technique allows zooming out when the 2D
space is scrolled quickly, while scroliinslowly or remaining stationary causes
zooming in. In an experiment using thgpeeddependent automatic zooming
participants were asked to carry out mbhmpwsing tasks.Findings from this
experiment showed that usisgeeddependent automatic zoomittge taskefficiency
remainedhe same ogot slightly worse thanwhen usingraditionalscroling methods

of zooming.

In another study conducted by Pook et al. (2000), they noticed that zooming was
difficult to use on large information spaces becameening does not provide
sufficient contextinformation They observed that when zoominggegr after a short
period oftime, users no longer knowhere they are in the information spaocer
wherethey canfind the information they are looking foA similar problem is also
mentioned byCockburn and Savage (2008ho noted that zoomin@ on the objects
being displayed can cause #reas outside the selected region of interest to move off
screen and thistemporal separation of zooming demands assimilatiowdsst pre

and posizoom states. In their evaluation€ockburn and Savageonclude that

zooming causeshe abrupt transitionetween discrete zooming levels, requiring
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users to rerient themselves after each zooming action.

In summary zooming techniquiegadesoff between the visibility of the focus of
interest and the overview of the context. This means that maintaining focus and

context awareness can be difficult when using a zooming technique.
3.6.1.2 Fisheye View

Fisheye view is @othertechniquedeveloped d support users in maintaining their
focus and context awareness in 2D spaEasn@s et al., 1995 this techniqueonly

the region of interest is enlarged while the area outside the region of interest remains
without any magnification. Megree of Inerest (DOI) functions employed to assign

a valueto eachlocationin the viewing space area. This value repres¢nésrelative
interest in thalocation basedn the currentlgelectedocation being viewed in detalil
Fish-eye view provides a balan@®tween detail at the focus of the @s&ttention

and context at a global leveAt points further away fromt he user s cen
attention,the level of detail decreases, with only important features otoméext

being eviden{Schaffer et al.199%). The changes between the centre cfrdgton and

the surrounding areremanagedlynamially.

Compared to zooming, this technique is diffeliarthat it offers guaranteed visibility,

a propertywhich ensures thathe region of interest remasnwvisible independent of
userd6s navigation actions (Munzner et al
user to view a large region at once, while revealinglwel details in the single area

of focus. However, in this technique image of the region being viésvditorted to

display pars of the region in great detail while also showing the context that contains

the area of focugrigure 3.1 shows an example of fisheye technique. The left figure
shows the original 3D model of a head prior to the fisheye tegbrbging used. The

t wo other figures (middle and right) sho
where the two areas (mouth, and nose and eyes) are enlarged while the scale for the
rest of the model remains unchanged. These three figures alsot#asppertyof
guaranteed visibilitywvhere both focus and context remain visible all the time.
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Figure 3.1: Effect of fisheye technique on a 3D model

Schaffer et al. (199 haveused tle fisheye techniquéo conduct an experimend
compare itseffectivenessagainstconventionalzooning techniquefor diagnosing a
fault in a power distribution network. The outcometlut experiment demonstrated
that fisheye view enabled users to find tfaults much faster thamvhen usingthe

zooming technique

Another experiment comparing the eféincy of the fisheye techniquevith
conventional zooming was conducted by Gutwand Fedak (2004)In this
experiment participants were asked to cregieea@tation documenénd add objects

to presentation slides, which required them to find seldcticons and menus, draw
shapes select data objects oslides, etc. The findings showed that the fisheye
technique outperformed the zooming technique in moshefcases of the study.
Gutwin and Fedak clairthat switching back and forth between the overview and the
zoomedin view incurs costs that are not present inubke of thefisheyetechnique

The more switching that is required, the more time will be nedyethe zoom

techniqueAs a result, fisheye was found to be more efficient than zooming.

Although these researcuggest thathe fisheyetechnique generallperforns better

than the zooming techniquelMackinlay et al. (1991)point out that the fisheye
technique which usesDegree of Interest functions aathreshold to determine the
contents of the displapften causes the visualization to have gagisveen the focus

and context areahat might be confusing tthe viewers Furthermore, thegxplain

that fithe desired destination might be in one of the gaps, or the transition from one
view to another might be confusing as familiar parts of the visualization suddenly
disappear into gaps Similarly, Baudisch et al. (2002)liscuss how the fisheye

techniqee introducedlistortionsand makes it difficult for viewersto integrate althe
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information being presented into a single mental model.

Gutwin (2002) has identified arther weakness of tHesheyetechniquewherebythe
distortion effect caused hyonlinear magnification makes certaintéractions more
difficult. This canfor example cause overshoshen attempting to seleattargetor

focus point.
3.6.1.3 Bifocal Display

The Bifocal Display is an information presentation technigqueere the supporting
information or items are compressediformly (Spence and Apperle$982). This
technique enables a large data space to be viewed as a whole, while simultaneously a
portionis seen in full detail. It has soms@nilarity to the fisheyeechnique in thathe

detaiked areas seenin the context of the overview. However, the Bifocal Display
aims to preserve theontinuity across the boundaribstween the area of focus and

context.

A well-known use of theBifocal Display technique is inHhe stretchable dock of
application icons associated with the M@& X (Modine 2008 operatingsystem.
Figures 3.2 shows an exalamf this technique being used, where the sizes of the

icons are different depending on their distance from the icon of interest.

Although Bifocal Display provides spatial continuity betwetre focus and context
regions (Spense and Apperley, 20IMIzckinlay et al. (1991dliscuss the fact that it
doesnot integrate detail and context completely smoothnlyntuitively. As a result,
therelationship between #ise two regions may not be obvious. They also note that in
this technique, when tHecus moves, items suddenly expand or shrink, which may be

confusingto the viewer A similar concern has been mentioned bgung and
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Apperley (994). They observedhat there is aliscontinuity of magnification at the

boundary between the detaileshd contextviews which distorts theview. This

distortion can reduce the smoothnessaiftinuity across the boundari€similarly,

Smith (1997) statethat because of th@agnification discontinuity between the focal

and context regions, fas i tems move from one
the focal region, the item can suddenly expand which may surprise the user and

require sometimetoment | y absorbo the changes.
3.6.1.4 Perspective Wall

The Perspective Walechniqueby Mackinlay et al. (1991 a conceptual descendent
of the Bifocal Display. In this technique, 2D surface is folded to create a 3D
perspective viewSimilar to Bifocal Display, ti consists of two side panels which
show a distorted view of the eaof-focus regions.The two side pane$ used for
displaying the contextra shaded to enhance the perspective effmaspective Wall
attempts to smoothly integrate detailed (focus) anutect view to enable users to
visualize linear information. A representation tok Perspective Waik shown in

Figure 3.3.

Figure 3.3: A representation of the Perspective wall

The main distinction betweerthis technique and the Bifocal Display is that in the
Perspective Walihe context regiois zoomed out at an increasing ratecomparison
with the constant demagnificatiaf the Bifocal DisplayIn addition to this, e view
generated by the PerspeetiWall is dependent on larger number of parameters,
including the length of the wall, the width dfie viewport, the angle argize of the
centralfocus region, etc Therefore thenformation displayed to the viewers can be
reduceddirectly proportionato their distancdrom the focus region, which provides

smoother transition when moving the area from the context to the focus region.

Fiers et al. (2005) report on their use of the Perspectiaéis\fér viewing DNA data
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in their medical lab. They note ah the Perspective ®s provides an effective
technique for realizing the relationship betweemtext of a substantially larger area
and the current area of interesiThis observation is not, however, based on any
empirical comparison between Perspecivell and other techniques such as Bifocal

Display or conventional zooming.
3.6.1.5 Multiple Windows on a Single Display

The previous techniques discussed above have been developed to utilize a single
window for display of information. It is, however, possiblentove several windows

each displaying different views of the space being viewed.

The most common setup used with multiple windows is to use one of the windows to
provide an overview that shows the entire data space in miniaturegra@r more
windows to gve detaiked views showingportiors of the dataspaceat other sizes
(Gutwin and Fedak 2004). In this case, the miniature provides the overall context of
information while the detail view represents the focus area. This combination of
views that uses spatial separation between focused and contextual views is often
called an overview+detail interfacgPlaisant et al. 1995)Categorically, fisheye,
Bifocal Display and Perspective Wall are fiocus+contextgroup, where focus is
displayedwithin the contek(Cockburn et aJ.2008)

An example of multiple windows setup where a detailed map is being displayed is
shownin Figure 3.4. In this exampléhe top left windowprovides an overviewf the
map of Hamilton city area in a smaller scale, while larger enagf the map at

different scales are shown in the other three windows.
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Figure 3.4: Multiple windows on a single display

Several studies have been conducted to compaeeeffectiveness of muyle
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windows against other techniques suchzasming fisheye, etc. In a study by
Hornbaek et al. (2002) participants were asketbt¢ateobjectson a map shown to
them. This study which compareaultiple windows and zooming techniqussowed
that 80% of the participants preferred multiple windows. They statedhat the
overview shown in one of the windowsupported navigation and helpewer to
keep track of their position on the madowever, the study also showed that
switching between the focus and cortexndows required mental efférand this
assimilation process hinder@teractionand caused the participants to take a longer

time to complete their tasks.

Another related studyP{umlee and Ware,2006) comparé the use of multiple
windows with the zoaming techniquefor a multiscale patternrmatching task.The
findings of this study showed that when a langenber of items peset were used,
participants were able to complete their jobs fassemg multple windows They also
observeahat when using mitiple windowsthe study participantsnade more visits
back and forth between pattern locations,thayy maddewer errors thamvhen using
thezoomingtechnique.

A more comprehensivetudy byCockburn et al(2008)investigatedssues related to
focus and context interfacés identify effectiveness of fierent viewing techniques.
The study included three categories of technique$¥he first category, called
overview+detail, included multiple windows techniguieich uses a spaii sgaration
between focused arabntextual viewsThe second category included techniques that
use a temporal separation between focus and context, for example zooming. The third
category, called focus+contexincluded techniques such dabke fisheye and
Perspective Wallvhich minimize the seam between views by displaying the focus
within the contextFindings fromthis study showd that nane of these approaches is
ideal for maintaining focus and context awaren&sss is becausepatial separation
between views require users @ssimilate the relationship between the concarren

views of focus and context information.
3.6.1.6 Radar View

The Radar View is another technique ai med
focus and context awareness in 2D spaces. t€bhnique providesn overviewof the
entire data space in miniatuvath radar in it, while a focus region is displayatl
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different size by using the zooming technique. The Radar View can be implemented
on a single or multiple windows. Figure 3.5 slsotlve Radar View technique using a
single window, where the region of interest is represented by the rectangle drawn on
the miniature view of the map, while the focus area is enlarged using the zooming

technique.
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Figure 3.5: The Radar View with both the radar and zoom in the same window
Figure 3.6 illustrates an example of the Radar View using two windows. A rectangle

radar region is shown on the left window to indicate the region of interdstinde

the focus area displayed on the right window.
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Figure 3.6: The Radar View using two windows

TheRadarView techniquecan be used in a single user or multiple users work setting.
Gutwin et al. (1996)and Schafer and Bowma2Q03) claim that this technique is
usefulin CSCW environments where it providgeoup awarenesdy allowing the
users to see the locationdaactivitiesof the group memberggardless of where they

arein thesharedvorkspace
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Schafer and Bowman (2003) hawenducted a empirical study to compare tRadar
View andfisheyetechnique. In this study, participant&ere asked to work together
in pairsto position traffic lightsand road signs on a city mapsed ora set of criteria
given to them. The results of the studywever indicated that there was signficant
difference between the two technique3he participants did not find either of
techniqus easierthan the otherfor collaboration and they di not pefer one

technique to thether.

Despite the claims that the Radar Viewovides support for maintaining workspace
awareness (Gutwiat al,1996),Greenberg et al. (1996) point out that the Radar View
hasits limitations where physical and contextual ghptweerthe focus area and the
global context causes users to makeupt contextal shifts back and forth between
them. They describe further that when using this technique, users oftentmeed
mentally integrate thanformation from the windows in ordéo matchtheir detailed

view with the radar area the overview
3.6.1.7 Multiple Displays Setup

Multiple displays seup is where nore than one physical display is used to show the
2D information space. The physical displays used in this case can be organized i
number of ways to include multiple monitors, a combination of a projector and a
monitor, a combination of multiple projectors, etc. In this type of setup, one of the
displays may be used for viewing the region of interest (i.e. focus) while the others
show the context or the overview of the 2D information space. This setup is similar to
multiple windowsexcept that irmultiple displaysthe physical 2D space available is

larger There is also a physical separation between different displays being used.

A number of studies have found that users' productivity increases when they use
multiple displays setups. For instance, in a study conducteldabopn (2003) the
numberof lines of codegeneratednd defect levels &re measuredith an inhouse

bug tracking systemThe study demonstratethat the use ofmultiple displays
increased therpductivity interms of the linef code generated per day by 10%, and

defect levels decreased by 26%.

The same patterrvas shown in a study commissied by the Nipon Electric
Company (Manjoo, 2009)n this study, office workensere askedo perform several

common tasks using variowssplay configurations.The results showethat people
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who used two 20nch computermonitors were 4% more productive at certainxie

editing operations than people using a singlent® monitor.

However due to the physical setup, multiple displays often take up a lot of desk space.
In addition Cox et al.(1998) note that physical separation between the displays
creates another prabh in that the overview is normally neglectedhe same
observation is made by Grudin (2000) who claims thatconstraint with multiple
displays is caused e fact thatdisplays do notonnect seamlessly. Theonitor

bezels orcases separate surfaceben the content of a window straddlegross
multiple displays. Grudin also mentions that this separation causes users to treat

multiple displays as a necontinuous space.
3.6.1.8 Resolution Contrast Display Setup

In a resolution contrast display setup twodypof displays with different viewing
resoltion are used in combinatioftven though this setup involves displays of
different resolutions, it is however designegteserve the scaling of the geometries

of images, including their ratio amehgths in the image.

Baudisch et al(2001, 2002) have conducted an experiment usagvall-sized low
resolution display with an embedded highsolution displayregion In this
experimentparticipantswere asked to refer tthe two display screens to dract
informaion from a large static maghey had to perform two taskissk one was to

find the shortest path between marked locatiomsa map of London, and task two
was to verify connections on a circuit board. The goal of this study was to determine
the usefulness of this setup agaimatltiple windowsandthe conventionatooming
technique Findings from the experiment showed that the participdod& 39%
longerwhen using the conventional zooming technidien comparinghis setup

with themultiple windows technique, it was discovered that the particigaaks27%

longerwhen using multiple window® complete the task

It should however be noted that this type of setup may suffer from the same problem
of physical separation that other multiplisplays setups suffer from.

3.6.1.9 Alpha Blending

In a standard display environment, users may open multiple windows which could be

overlapping, or placed sidey-side. This causes the information of the background
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window in an overlapping case to be hidden frihi viewer. As a result, users need

to either physically switch between windows when they are overlapping in order to
see the information on different window or visually switch between windows that are
visible sideby-side. The Apha Blending is a technig designed to solve these types
of problem. The Alpha Blending technique adopts the concepernftransparent
layers that can be superimposed to altbe contents of the windows to be viewed
simultaneouslyon top of each other in the same window. Theslucesthe needo
switch back and forth between windows, especiaNgrlapping windows which
occlude each other (Harrison et al., 1995yure 3.7 showget fightersusing this
Alpha Blendingtechnique in which the contents of the wind@acan be viewed

simultaneouslyn a singlewindow.

Figure 3.7: A 3D Model of jet fighters is shown usingthe Alpha Blending technique

The method employed in Alpha Blending has evolved since it was developed by
Porter and Duff 1984). In the original version of Alpha Blending, the overlapping
information blended bgomputinga weighted sum of pixel colors of the front and
backgroundvindows. This computation generates new colors that allow content from

the overlppingwindows to remain visible tdhe viewer.

This type of blending has some limitations, because it cfieses alihe colorsto get
diluted by the respective contribution of tbeerlapping pixels (Gutwin, 2004). In
addition original Alpha Blending is subject to interference effects which can
consequentlycause visual ambiguity (Gutwin, 2004) Because of this visual
ambiguity, users tend to have some difficulties in making a correct judgment on the
actual location of the information being viewed .(ire which layer the information

exists).
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Due to these limitations, Baudish and Gutwin (2004) have introduced an improved
version of the Alpha Blending, called multi blendingulti blending blends the
individual colos, texture featuresand windove separately, using a range of image
processing techniqueds a result, it providegigher visibility to thefeatures most
rel evant to the wuserds task at hand. At
visibility of both the background and foregrounthdows.Baudish and Gutwihave
conducté an experiment to compare the usability of the original Alpha Bleratidg

multi blending. In tis experiment participantswere giventhe task ofclicking on
matching icos displayedon the screen as quickly as pilide. Findingsfrom the
experimentshowed that multi blending performedignificantly better thamhe Alpha
Blending. However, Baudish and Gutwin point oubhat multi blending is

computationally more expensive.
3.6.1.10Multi Layer Display (MLD)

As mentioned aba; Alpha Blending and its variations have the problem of making it
difficult for users to separate information present in different layers. Multi Layer
Display (see Chapter 2) can be seen as an extension to the Alpha Blending technique
using a hardware sgi which physically separates the information layers. This
separation not only enablethe contents of multiple windows to beewed
simultaneously but also provides a physical gap between them. MLD seems to offer a
sense of depth perspective which doetsaxist in the Alpha Blending technique.

In MLD, there are two factors that contribute to improving the visibility of
information shown on both layers. The first factor is the color combination of the two
layers, as described in Chapter 2. Bishop (2@@$)tifies that MLD works best when
the background of both laye@re set to white, to ensure thatittelors would not

interfere with the each other

The second factor is the level of transparency betweetwihdayers (Wong et al.,
2005). Wong et al. have conducted an experiment to determine the level of
transparency that works best between the front and rear LCD layers. In this
experiment, participants are asked to read texts shown on thediedayer with the
transparency of the front LCDayer set to 0, 30 and 70 percents. Participants'
performance was compared with reading on a conventional 2D displayin@imeys
of the studysuggestthat the participants performance was p@brthe transparency

77



level of 0% and 30%. At the 70% tramsprcy, however, their performance was

thesimilar levels to reading on a conventional 2D display.

It is possible to use the two layers of MLD to provide focus and context information
in a manner similar to Alpha Blendinylasoodian et al. (2004) have degpkd an
application calledDeepDocumentwhich attempt to provide focus and context
awareness environment for editing Microsoft Wdfd documents It presentsthe
main document page view on the front layer of MLD while the overview of the entire
document isdisplayed on the rear layefhe system attempts to use tpiysical
separation of the layets allow users to work on the main document at the page level
while looking at its overviewThe transparency of the front layer supported by the
MLD makes the tsk of viewing the overview of the document on the back layer
possible. There is no empirical study of this system to demonstrate its effectiveness.

Hayes at el. (2006have however, compared the usability of a conventional 2D
display and MLD in relation talecision making process. In this study participants
were asked to make decisions on dispatchimgpulance to accident incidentsased

on the location othe accident and its severith 2D map was displayed in both
display setups during the experimemtthhe MLD setup, the street map was shown on
the front layer while the ambulance stationgevdisplayed on the rear layérhe
findings of the study showed that participants made better decisions when using MLD
compared to those made while using a conwgaat 2D display.

There is, therefore, some evidence that MLD enables users to maintafo¢hs and
context awareness. Thislowever, needs to be investigated further and will be

discussed later in this chapter.
3.6.2 3D Environments

3D information oftenénds to be more complex than 2D information. The existence of
the depth factor in 3D spaces can lead to overlapping data. This is particularly true of
3D models, as discussed in Chapter 2. Various techniques besre developed
specifically for dealing wih issues of focus and context awareness in 3D

environments. These will be discussed in the next few sections.
3.6.2.1 Zooming

The zooming technique is applicabte both 2D and 3D environmers. In a 3D
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environment, similar concepts to the 2D environment are applied wemoming

technique will scaleuparown t he visibility of the obj

Figure 38 illustrates an example of using the zooming technique for viewing a 3D
model. In kgure 38 (left), three objects appear in the viewport prior to zooming in.

At a certain stage during the zooming in process, the model of the cone is scaled up to
a levelwhere two of the objects in the mod#isappear from the viewport. This
causes a zaning problem similar to that described in 2D environments, where the
zoomingin causes thareas outside the region of interest to movesofeen This

visual separationmequires users to f@rient themselves after each zooming action.

*

=

Figure 3.8: (left) 3D Model prior to zooming in wherethree objects of the model are visible. (right) Shows
the model after it is zoomed in where the other two objects are no longer visible

3.6.2.2 Multiple V iewports

The technique of using multiple viewports in 3D environments is also similar to the
use ofmultiple windows in a 2D environment, where the display area is divided into a
number of sukareas. Wing multiple viewports in a 3D environment has its own
advantags anddisadvantagesThe key advantage of using multiple viewpgost that

it makes it possible to see different views & model h eachof the viewports. By
combining variousnformation availablefrom different viewportsit is then possible

to themget an understanding of the relationship between different parts of the model
to create a sense of context while viewing details of parts of the model in one of the

viewports.

The disadvantages of this technique are that it causes the working area in each
viewport to become smaller, atitke separation of information into multiple viewports
causesnformation discontinuity whichequiresthe user to constantly switdletween
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the detail and overviewiewports(Hornbaek et al., 2002). Both these problems are

similar to those discussed in relation to multiple windows in 2D environments.
3.6.2.3 Object and Component Editing Modes

Most 3D modeling environments provide two different modes of editing models:
object and component moddas. the object editing mode, the manigtion process
affects the entire part of the selected object, while in the component editing mode,
manipulation can be applied to the individual components (i.e. vertex, edge, and face)
of the selected object. Besides their intended use for editingddeljhese modes

can also be used for helping modelers to realize the orientation of a model being
displayed. In other words, they can help users to maintain their focus and context

awareness when viewing 3D models.

For example, the 3D model of a human head shown in Fig@r@edt) is in the
component editingnode However, due to the large number of overlappingices,
edges, etc., thactual orientation of thenodelcannot bedetected easilyin order to
determine the orientation of this model the display mode can be changed to the object
editing mode as shown in Figured3right), making the orientation of themodel
clearly visible. However, thiswitching process between the two modesikely to

cause the viewers to lose their focus of the individual component of interest.
3.6.2.4 Hiding and Un-hiding

Another technigue commonly available in 3D modeling environment® allow
selected object(s)f a model tobe hidden orevealed The hiding technique is often
used when the object of interest is blocked by other objects or when the targeted

object is overlapping with others. Umnding on the other hand is used fervealing a
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hidden objectFor instance, the model shown in Figurd@(left) consists of three
objects: thebody, skeleton and theheartwhich areoverlaping each otherln this

case, focusing on and modifying the skeleton for instance would be difficus
however possible to hide all other object, except the skeleton, to produce the result

shown in Figure 3.0 (right), making it easier to work on the skeleton.

Figure 3.10: (left) Before hiding technique is apggsﬁetz the model,and (right) after hiding techniqueis

While this hiding technique is able to reduce the clutter, it in turn creates another
problem. To illustrate, considacenariowhich requires the user to increase the size
of theskeleton based on the dimensions of the human Wbdg the visibility of the
skeleton is obscuredly other components of the modélne of the choices available

to the modeler is to hidell other components (i.e. the human body and heart). The
advantagef doing this is that thekeletoncannow be seen easily. However, due to

the missing context (i.ehe human body the enlarged skeletomay accidentally

increase beyond the size of the body.

Without the visibility of the context, users are faced with either the cognitive
challenge of remembering context whilst working on detail, or having to reactivate it
when the situation arises (Masoodian, et al., 2004). In many instances, users are
required to rememibeor visualize their context while working on any specific
attribute of data. So without the concurrent visibility of both focus and context, users
may not be aware that enhancements maa tobject ofocusmight goagainst the

limitation set by the autext.
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3.6.2.5 Back Surface Removal

The back surface removal is similar to the hiding technique in that it allows hiding
certain parts of the 3D model. However, in most 3D modeling environments the back
surface removal can only be used in the component edit mode. This technique is used
to hide or reveal the components of the model (i.e. vertices, edges, and faces) by
determining which lines or surfaces are visible frompecific vewing point
(Humphrey, 2004).

A /[ " % /

- Figure 3.11: (left) Hidden surface removal function is off, and (right) hidden surface removal is on

Figure 3.1 (left) showsthe 3D model of a car with all its surfaces visible, while
Figure 3.1 (right) illustratesthe same model with back surface rema from
viewing. Although this tedhnique can reduce cluttering ofata caused by

overcrowded informationt also can remove the overall perspective 8Danodel.

In the component edit mode, without the back surface removal, the components of the
nearand back face®f a 3D modelare always visible to viewer Naturally, this
situation cages some challenges for a modeldren performing editing activities

such agicking, extruding etc.In the case thahe point of interest itocated on the

near side of the model, the back surfeemoval technique is useful for removing the
components of the other side of the model. By doing so, the madei@void the
distraction caused by components of the back fadesvever,in other modeling
scenarios,shaping processes may involve both sadethe model, in which, this
technique may not very useful as it would cause some of the point of interest to

disappear from the view.
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3.6.2.6 Magic Lens

Another techniquethat was developed specifically for dealing with issues of focus
and context awareness the 3D world is calledthe Magic Lens(Looser, 2007)

Magic Lenses are 2D interface components that provide alternative representations of
viewed objectsthat can be used to providecus andcontext - especially when
visualizing layered informationin a study Looserasked participantsto select and
manipulate a3D object. It wasfound that users strongly preferred the leased
interaction technique to othemethods largely because it reduced the effort of
interaction. However, no comparative studyas been conducted tdetermine its

effectiveness in terms efsualizingtiny objects such as edges, faces, and vertices
3.7 Discussion

In previous sections, a number of techniques developed to solve some of the problems
associated with focus and context awareness have been discussed. Although many of
these techniques are commonly used in 2D environments, their usiD in
environments, foinstance in 3Dmodeling taskss rather limited These limitations

can be grouped into four key areas which are categorized according to each

techniqueébés functionalities, as foll ows:
9 Distortionbased
1 Multiple windows or multiple viewports
1 Hide and reveatechnique.
1 Overlays (Alpha Blending and MLD)

In the following sections the reasons for the limited use of these techniques in 3D
modeling tasks are discussed.

3.7.1 Distortion-based

Distortion-based techniquegre thosehat alter the original scale and propons of
the information being displayed. The techniqueat thelong to this category are
zooming, Fisheyeiew, Bifocal Disply, Perspective Wall, and Radaiew. In the
zooming technique, thentireinformationspace being displayasl scaled up or down
uniformly, whereasthe other techniques apptifferent scale to differentregions
beingdisplayed.

When performing 3D mwdeling tasks, modelers need to reshapgecs, which
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requires the preciseviewing and gaugingf thescale. Thus, modelers need takn

the exact proportisand distance between the objects or componenfsthe 3D
modelinvolved. For example, the task of scaling up the 3D model of a windscreen of

a car requires the same scale to be applied to both the windscreen and car. This visible
information is used by modelers to make a correct judgnmetgrms of size and
placement So, in the case wher objects are displayed usirdjfferent scals,
modelers would findit difficult to determine whether the enlarged object is in
proportion to theconstrained object. Consequently, this limitatiwauld adversely

impact the model being shaped.

It is thereforereasonable to assurtteat the distortiorbased techniquese unlikely to

beuseful in 3D modelig tasks, particularly during the manipulatiphases.
3.7.2 Multiple Windows or Multiple Viewports

As discussed earlighe studies conducted ornbaek et al. (2002), Baudisch et al.
(2002) , Pl uml 20@6), andQbckbira eteab(8008) have provided
sufficient evidencehat the useof multiple winrdows orviewports requires users to
switch their attention between the detail aovkerview windove. This involvessome
mental effort which can be costly in term of time, and can therefore reduce user

performance.

In 3D modeling tasks, mots are not only dealing with overcrowded informatsn

in 2D tasks,but alsowith overlapping infomation caused by the depth oraZis
informationthat appears in the 38pace Besides overlapping information, modelers
also need to work witlprecisecomponents (e.g. vertices and edges) of the model.
For this reason, the complexity of dealing with 3D information is often greater than
that of 2D, because the relationship between the components of 3D model requires

more mental effort angrecision.

Using multiple window or viewportdgchniques that divide the information into ron
continuous windows or viewports can disrupt the flow of informabetween the
windows and viewportsAs well as this, modelers have to switch back and forth
betweerthesewindowsor viewports Thisis likely to distract modelerattention from

the tasks being performed. Added to these challenges, the modeler is required to go
through the same ordeal of regaining focus and context awartdrashas been

shown to exist in 2D environents
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3.7.3 Hide and Reveal Technique

As discussed earlier, thesechniqus remove or showthe selected parts of a 3D
model. They offer theflexibility of hiding or revealinghte context information. The
two popular techniques that give these effedtdiding and revealing are the back
face removal, and theiding and urhiding technique The back face removal
technique hides or reveals the comportdrihe back faces of the model, while hiding

and unrhiding can be applied t@ny part of anodel.

To date, tlese technigues have often been used in 3D modeling tasks for a number of
reasonsAmong these are to view an object which is obstructed by other objects, and
to reduce clutter caused by overcrowded information. In 3D modeling tasks, modelers
usually needd modify pars of the model that mabe dependent on other parts
Often, the objects involved may b&cking each other. To solve this problem, one of
the objects involved can be removiedm viewin order to see the obstructed object.
While these tehniques are able to achieve thsjedive, they do in turn createreew
problemwhere modelers would face thballenge of rememberirthe context whilst
working on detail

It is, thereforereasonable to assume that these technique would not always useful in
3D modeling tasks, particularly when the tasks being performed on different parts of

the model are dependent on each other.
3.7.4 Overlays (MLD and Alpha Blending)

Overlays techniquesvhich @nsist of the use of layers MLD and Alpha Blending
enable thecontents of multiple windows to be vieweédgether as layers.MLD
allows physical overlappingof information ontwo layers, whileAlpha Blending
allows contents of multiple layets be shan within a single window.

In 3D modeling tasks, the ability to recognize the distance between near and far
objects is important. For example, when aligning the objects rabdel, modelers

need to determine which object is neartheir view and which oe is behind it.
Without this depth perceptivealignment and positioning tasksin be difficult. The

same problem can occur when modelers attempt to select components such as vertices
and edges. As mentioned earlier, these components showB&Duliaplayare often

overlapping. Therefore withowt depth perspectiveselectingcorrect componestis
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notgenerallyan easy task.

The overlays technique employed Adpha Blending is aimed a2D tasks,where
depth perspective is not an issue that needs to bedeoes. Features offered by
Alpha Blending are only helpfdbr viewing the information provided bgverlapping
2D windows, and wouldot necessarilyxelp modelers to recognize the location of the

objects ina 3D space.

MLD, on the other handffers phical separationbetween the two LCD layers,
which may be used tovercomethe limitations of Alpha BlendingEven though
MLD is not designed for viewing 3D information, its featur@scluding the
transparency of the two LCD layesad thephysicalgapbetween thegmay provide

a potential solution for more effectivgewing of 3D models. This is an area of
research that has not been investigated previously and forms the basis of this thesis.

3.8 Summary

This chapter has discussed the concept of focus and context awareness, and provided
a summary of techniques developed to support focus and context awareness in both
2D and 3D work environments. This has demonstrated that most existing techniques
are not sfficient for effective focus and context awareness in 3D modeling tasks. To
provide more effective techniques however, it is important to better understand the
role of focus and context awareness in terms of 3D modeling tasks that are commonly

performed bymodelers.

In order to understand the types of difficulties faced by 3D modelers,vandually
address them, a pilostudy involving 3D modelers was conducted. A detailed

discussion on this pilot study and its findings are presented in the next chapter.
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CHAPTER 4

Pilot Study of 3D Modelers

The previous chapter presented existing research related to focus and context
awareness. Several techniques and technologies designed to assist users with
maintaining focus and context awareness were also discussed. lowegeh noted

that most of these methods and technologies were primarily for 2D environments and

did not focus on 3D modeling tasks.

Although 3D modeling software have evolved considerably since their early days, it is
not clear whether existing tools asafficient or effective in supporting modelers to
maintain focus and context awareness while performing their modeling tasks. A pilot
study has therefore been carried out to better understand how modelers create 3D
models using existing software and witkficulties and challenges they may face

during their modeling tasks.

This chapter begins with an outline of the purpose of the pilot study (Section 4.1),
followed by a discussion of the methodology used during the study (Section 4.2) and
the tasks cared out by the study participants (Section 4.3). The questionnaires used
in this study are presented in Section 4.4, and the demographic of the participants are
given in Section 4.5. The findings of the study are discussed in Section 4.6. and the
chapter oncludes with a discussion in Section 4.7 and a summary in Section 4.7.

4.1 Purpose of the Study

The purpose of the study was to broadly identify any problems faced by 3D modelers
while performing their modeling tasks. The main questions that this study aome

answer were:

1 Whatareany potentiaproblemsfaced by modelera/hile performing
3D modeling tasks?

1 What are the modeling situations that may cause these potential
problems to occur?

1 How do modelers overcome these problems when they occur using

existing 3D modeling software tools?
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4.2 Methodology

The coverage of this study is rather broad since it was not initially clear what the
range of potential problems faced by 3D modelers were. Thus, the objective of
conducting this broad preliminary study was to identify any possible problems faced
by modeles while performing 3D modeling tasks. For this reason, a comprehensive
guestionnaire method used to gather information from users of 3D modeling software
in terms of their experience. The study participants were computer science students
doing a course iBD modeling. They were invited to fill out a questionnaire after they

had completed a 3D modeling assignment.

The study discussed in this chapter was conducted with the approval of the Ethics
Committee of the Faculty of Computing and Mathematical Scgndaiversity of
Waikato. A copy of the approval letter is attached in Appendix A.

4.3 3D Modeling Task

The study participantiad to create a fully texturezkinned characteof their own

design as part dheir 3D maleling courseworkThis modeling taskwas completed

over several weeks usirige Blender3D modeling softwaresersion 2.49(Blender,

2012. The study participants were not videotaped or observed while they carried out
their modeling tasks, as they did this in their own time using private or tabpra
computers. The students were asked to create a 3D model of a character that could
then be used for animation (e.g. walking or running). In addition to this, they were
required to apply texturing and skinning to the model they created. It was akxb stat

in their instruction sheet that the model created should not have more than 3000
triangles, or 1500 quad, polygons. The models crated as part of the assignment were
therefore not very detailed. The assignment sheet (i.e. handout) specifying the

requirenents is included in Appendix.B
4.4 Questionnaire

The aim of thequesti onnaire was to coll ect i nf or m;
experience of using conventional 3D modeling software ferfopming their
modeling tasks.The questionnairaised in this study igpresentedin Table 4.1.
Questions Bcol | ected demographic dat a, i ncluding

their level of 3D modeling experience. Questions 8 f ocused on the part
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experience of using Blender to create their 3D models. Questtbsused a five
poi nt scale to get the participantsd r

process.

The design of the questionnaire was guided by the findings of the literature review
discussed in chapter 2. As highlighted in Section 2D¥moceling usially involves

some level of shaping of the 3D model being generatedielihg technique such as
B-spline, NURBS, and polygon modelimgvolve the manipulation of two types of
components, namely vertices or control points. In most models with Bwaleof
complexity the vertices or control poinst tend to overlap, and models can end up being
overcrowded. It was therefore important to find how difficult it is to manipulate
vertices in such a cluttered environment, and what are some of the likelgrpsob
associated with this process. It was also determined from the literature review, as
stated in Section 2.6, that 3D modeling tasks often require modelers to add or delete
polygons, extrude, deform, align, and perform some kind of transformatioridmtat
scaling and translation)Performing these tasks requires precision in terms of
selection and manipulations of polygons and other components of 3D models. This

guestionnaire therefore aimed to gauge the difficulty of performing these tasks.
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Table 4.1: Questions of the questionnaire

Age Range [ ] Below 20 []120-25 [ ] Above 25
[ ] Male [] Female

3D Modeling Experience

Gender

Please indicate the 3D modeling software that you have usac familiar with and your expertisg

level for each of the selected software. You may answer more than one.

3D Studio Max [ ] Beginner [ ] Intermediate [ 1 Expert
Blender [ ] Beginne [ ] Intermediate [ 1 Expert
Cinema 4D [ ] Beginner [ 1 Intermediate [ 1 Expert
Light wave [ ] Beginner [ 1 Intermediate [ 1 Expert
Maya [ ] Beginner [ 1 Intermediate [ 1 Expert
Wing 3D [ ] Beginner [ 1 Intermediate [ 1 Expert

Do you feel that you successfully completed the assignment?

[]Yes

[1No

How often did you delete a 3D object you were working on and started with a new object?
[ ] One or more time, why?

How regularly did you use/view each of the following viewport options?

[ 1 Never

In Orthogonal Mode:

a.

b.

Camera View
[] Never
Front View
[1 Never
Side View
[1 Never
Top View

[1 Never
View all

[1 Never

In Perspective Mode

Camera View
[1 Never
Front View
[1 Never
Side View
[1 Never
Top View

[] Never
View all

[1 Never

[ ] Sometimes
[] Sometimes
[ ] Sometimes
[] Sometimes

[ ] Sometimes

[] Sometimes
[] Sometimes
[ ] Sometimes
[ ] Sometimes

[ ] Sometimes

[ 1 Regularly
[ ] Regularly
[ ] Regularly
[ ] Regularly

[ ] Regularly

[ ] Regularly
[ ] Regularly
[ ] Regularly
[ 1 Regularly

[ ] Regularly

[ ] Most of the time
[ ] Most of the time
[ ] Most of the time
[ ] Most of the time

[ ] Most of the time

[ ] Most of the time
[ ] Most of the time
[ ] Most of the time
[ ] Most of the time

[ ] Most of the time
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Table 4.1: Continued from the previous page

Rate your agreement or disagreement with each of the following statements.

7-

10

11-

12-

13

14

15

fyouhave used the Aview all o windows, how ir
I I I I I

Not Important Very Important

Explain why?

Blender does not have an indicator for the eye location in its various views, how problematic w
when finding your location in the 3orld?

I I I I I
Not Probdemaic Very Problematic
Explain why?

How easy was it to select a single vertex when there are many vertices in your model?

| I I I I
Not Difficult Very Difficult
Explain why?

How easy was it to select a group of several verticas @ edge or face) together when there
many edges or faces in your model?
I I I I I
Not Difficult Very Difficult
Explain why?

How easy was it to align objecits perspective view (g. when puttingan objecton top of another|
object)?
I I I I I
Not Easy Very Easy
Explain why?

How usefulwouldit be to show object names (labels) in perspective view?
I I I I I

Not Useful Very Useful
Explain why?
Do you know what an occlusion effect is? [1Yes [1No

If yes, how useful do you think it will be?

| I I I I
Not Useful Very Useful

Do you know what parallax effect is? []Yes [1No

If yes, how useful do you think it will be?

I I I I
Not Useful Very Useful

Do you know what depth perception is? [1Yes [1No

If yes, how useful do you think it will be?

I I I I I
Not Useful Very Useful
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4.5 Participants

As mentioned earlier,he paticipants who that took part in thistudy were
undergraduate computer science studekmsg a course in graphics and multimedia.
This group of students watiosen bcausehey had som&nowledge of3D modeling
but were not considered to be experts. It was also asstimaetheywould have an
interest in 3D mdeling because they had chostm enrol in a graphics and
multimedia courseThus havng them in this study should be in linéth the objective

of the study It is also expected thatue to their limitedpractical exposure ta3D
modeling,their biastoward a particular modeling tool arodeling softwaravould be

minimal.

Their participation in the study was on a voluntarily basis and did not contribute to
their courseworkThe ages of the participants ranged from 20 to 25 years old. The
group consisted of 13 men and 12 women. Based hen féedback from the
participantsnone of them considered themseltede anexpert in3D modeling 13

of the participantsonsidered themselves to be at an intermediate iewading the
Blender 3D modeling softwarewhile the others considered themssvo be
beginnersBesides Blendeld,6 of them hadome experiencaesing MAYA, of these 6
considered themselvés be at the intermediate level ab@d were beginner&ight of

the participantshad also someexperience using 3D Studio Max, amdnsidered
themselvego be at an intermediate level.

4.6 Results of the Study

The resul't of the study identified a range
experience of using 3D modeling software when performing their modeling tasks and
the main problemthey faced in doing so.

Questions 7 to 15 were analyzed using descriptive statistics, where mean and mode
are usd for interpreting the resultsDescriptive statistics was used instead of
inferential statistics because this studyolves only one same] andthe data does

not imply anything about a larger populatigs stated by Tullis and Albert (2008),
descriptive statistics is more appropriate than inferential for analyzing data when the
conclusion does not apply to a larger population beyond thelsaThese findings

are presented in the following sections.
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4.6.1 Task Completion

Question 4 asked the participants if they felt they had completed their assignment
successfully. Of the 25 respondents, 15 (60%) said thatithdynotsuccessfully

completed their assignment.This is a high percentage considering that the
participantsdé grade depended on this 3D
participantsdé failure to successfully <cor
they had in using #hBlender 3D modeling software, and the tools it provides. This is

reflected in their responses to the other questions of the questionnaire.
4.6.2 Deleting the Model and Starting Over

In Question 5, the participants were asked whether they have intentionatigdditie

model they were working on at some point and start over &gaiprocess of shaping

their 3D model. The objective of this question was to determine the causes and the
consequences of the problems that the study participants faced while perftrening
modeling tasks. Of the 25 respondents, 16 (68%) acknowledged that they had deleted

their model and started over one or more times with a new primitive object.

One of the reasons for deleting an object that was mentioned by one of the
participantss fibecause the shape bega complex and the vertices were matving
properly to form a shape, anghen | only selefed] one vertex to move, a whole lot

of deselectedertices of the other side hasved too and ruined the shépElere, the
respondent claims that several unselected vertices were moved, and this ruined the
shape of their model. However, in the Blender software used for the assignment, an
unselected vertex will not be affected when other selected vertices are moved o
transfor med. Therefore, the most i kely
was not fully aware of the status of the selected vertices. In this case the respondent
may not have realized that vertices on the other side of the object were selected
unintentionally due to the fact that vertices were overlapping, or were too close to
each other. As a result, the model was wrongly shaped. As discussed in Chapter 3, the
amount of information increases as the complexity of a model increases, suck that th
details of a model (e.qg. its vertices and edges) eventually become overcrowded. This
in turn leads to an increase in the difficulty of the modeling process as demonstrated
by this example.

Another reason that was given for deleting a model and stanirgio  walgott hat
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solostt hat | dwhetenl dvas gding andecided to starfresH'. In this case,

the respondent simply gelisst while performingtheir 3D modeling tasksThis has

been identified as an issue Rysso et al. (200@yho statehatwhen uses getlost in

a 3D spacetheyusuallytry to restart from the beginningusso et al. further explain

thatwhenusers arénteracting with a 3D virtual worldheyneed to have easccess

to information to allow for judicious decision makingghen solving eventual

probl ems. For the usero6s movemeodelstot o be eff
have a spatial k.iowledge of the environment and a clear understandthgirof

location.Soint hi s exampl e case, the respondentés r
space may have been caused by their lack of @esysdo information and/or not

having a cleaunderstanding aheirlocation
4.6.3 Use of Multiple Viewports

In answer to Question 6 alhe respondents noted that they often had two or more
viewports open while performing their 3D modeling tasks. Generally, the purpose of
having more than one viewport open is to enable modelers to view and work on
details of the 3D model in one viewport Wehhaving an overview or different views

of the 3D model in the others. The respond:«
commonly used views were the front, top and side views. While in orthographic
mode, 15 (80%) of the respondents noted that they réguised the front view, 18
(72%) used the top view, and 21 (84%) used the side view. In the perspective mode,
the numbers are very similar, with 18 (72%) of the respondents regularly using the
front view, 15 (60%) using the top view, and 15 (60%) usirggdide view. Even
though, the questionnaire did not ask for the reason for using these view types, it
maybe the case that these views were used in order to support the participants in
understanding the relationship between the objects they were workengdahe rest

of their 3D model.

4.6.4 Viewing All Objects of the Model

Question 7askedthe participants whether they had useth e fAvi ew @l | 0 funct
not, and how usefuhey had found it if they had usedTt.h e A v ifumctionial | ©

Blender makes atibjectsof the 3D model visible to the viewer

In 3D modeling tasks often parts of the model may disapjpear the view as the

result ofa navigation or manipulation proces$r example, Figure 4.1 (left) shows a
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3D model of a jet fighter. At this stagenlg one jet fightelappeas on the screen, and

it is not possible to knowhetherthere are any other objects in the model. In order to
have a view of the entire model, the mode
function. Thefi v i € w & |uautomatically resets the view so that all the objects

of the model are visible, as shown in Figure 4.1 (right). However, in this case the size

of the objects on the screen is also altered in order to accommodate them in the

viewport.

Figure 4.1: (left) Model of a jet fighter zoomed in, (right) dl the objects of themodel are madevisible using
the Aview alld function

The analysis of the parti ci pawhithsinipies es pon:
that the ability of to see all the objects was important to most of the participants
shown in Figure 4.2, 9 of the participants noted the importance of viewing all the

objects above average. This is supported by the mean of 3.24.

Viewing all objects of the model
(mean = 3.24)
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Not Important Very Important

Figure 4.2: Responses to a Question 7
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465 Real i zing the Viewerds Location

Question 8concerned the need for having a virtual eye location indicator on the
screen. The eye location indicator, as shown in Figure 4.3, is usedma 3D

modeling software to show where the model is being viewed from. An example of a
3D modeling application with such a tool is Doga (2012), which uses a red dot to

indicate the position of the eye, and blue lines to represent the viewing direction.

This virtual eye location indicator provides extra information to enable the viewer to
determine why the model appears in a given orientakimwever, displayingneye
indicator ontop of the3D model tends to make the viewport even more crowded with

information, particularly when viewing a complex 3D model.

Figure 4.3: Eye location (red dot with blue lines)n Doga 3D modeling software

The result of the analysis, as shown in Figure 4.4, shows that ragioigants found
the lack of information about theye location inBlender problematic when
performing 3D modeling tasks. The mean value for the difficulty rating in this
guestion is 3.36.
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Realizing the viewer's location
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Figure 4.4: Responses to a Question 8
4.6.6 Selecting a Vertex or a Group of Vertices
The participants were asked whether or not selecting a single vertex (Question 9) or a

group of vertices (Question 10) was a difficult task. The mode for the frequency of

responses for @estion 9 is 4 (see Figure 4.5) resulting a mean value of 3.32.

Selecting a single vertex

(mean=3.32)
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Not Difficult Very Difficult

Figure 4.5: Responses to a Question 9
For Question 10 (i.avhether or not selecting a group of vertices was a difficult task),
the result othe analysis, as shown in Figure 4.6, shows that many participants found
selecting a group of vertices to be difficult (i.e. mode = 5). The mean value for the

difficulty rating in this question is 3.32.
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Selecting a group of vertices
(mean = 3.32)

1 2 3 4 5

Not Difficult Very Difficult

No of respondents
OFRPNWKMUUTO N O®

Figure 4.6: Responses to a Question 10

The task of selectinga singlevertex or a group of verticess frequently repeated
throughout the 3D modeling process. Selectingectvertices is therefore critically
importantin 3D modeling. However the results of the study show that the selection of

a vertex or a group of vertices is not always easy. As pointed out by the respondents,
one of the reasons why selection of vertices is such a tedious process is because of the
ovelapping components in 3D models. Three situations in which selecting vertices
can be problematic are highlighted by the respondents, and are discussed below.

The first situation is highlighted by one of the respondent, who points ouf thdt ]
often needo zoom in and zoom out to understand the model bettesiorhe views it

was very hard to see where a particular vertex was, and it took some time to select the
correct one because the vieds can be close to each otherhis respondent used the
zoom intechnigue to increase the visibility of the targeted vertex by showing a larger
gap between the vertices. Figure 4.7 illustrates examples of this zooming technique
and how it can be helpful. In Figure 4.7 (left), vertices A and B are too close to each
othe such that the distance between them is not easily recognized. The distance
between them becomes more clear after the model is zoomesishpan in Figure

4.7 (right). However, this technique causes some of the model to move off the

viewport.

98



Figure 4.7: (left) Prior to zooming in, and (right) &ter zooming in

The second situation related to the difficulty of selecangertex is highlighted by
another respondenfil] was n ot sure how to select gr
i nstances, I often selected the one | di

would be selected but it would choose the one behind. It was irritating

The problem of not being able to select augr of vertices accurately is often caused

by the lack of accuracy of the selection tool being used. Group selection tools are
provided by 3D modeling software to allow selection of more than one vertex at a
time. In Blender, group selection is done byermactively drawing a rectangle around

the vertices. However, this tool is not very accurate because it is not able to identify
whether the location of the vertices within the rectangle are on the front or back
surfaceof the objectsvithin it.

Figure 48 illustrates how the rectangle selection tool is used in Blender. In this
examplea 3D model is shown ithe wireframe modgwith the vertices of both the

front and back faces of the modasible. In Figure 48 (left), a yellow rectangle is
drawn, with theaim of selecting vertices ofterestA, B, and C Figure 4.8 (right)

shows a snapshot of the vertices after they are selected using the rectangle selection
tools. A fourth vertex D which belongs to the back face of the moddédsselected
unintentiondly. This result shows that the rectangle tool has a problem with not
discriminating between the front and back vertices.
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Figure 4.8: (left) Selecting a group of vertices, and (ght) sesult after a group of vertices are selected using
block selection

The thirdsituation relating to the difficulty of selecting vertices is highlighted by one

of t he r es p o nmberatoundvtheomodeldravigatel in Brder to be sure

that the correct component iselected".Figure 4.9 illustrates an example of this
situation, where the vertices and edges of the front and back faces of the model are
visible. Vertices A and BoOoO |l ook near each o
Figure 4.9 (1&). In this example, several vertices are selected (shown in yellow
including vertices A and Bdowever, the status of vertex B because of its location on

the back face cannot be identified easily. In this case the modeler may not be able to
see whethewertex B has been selected correctly or not, when viewed from this
particular orientation. In order to verify the status of the selection, the modeler would
need to navigate around the model. Figure 4.9 (right) verifies that in this example,
vertex B is atually selected. Although this technique of navigating in the 3D space
can be used to verify the status of the selected vertices, it can also cause the modeler
to lose their focus on the point of interest as they move around the model.

Figure 4.9: (left) Model and the selected componentdgewed from one perspective, and (right) viewed from
another perspective

4.6.7 Aligning Objects of the Model

In Question 11 the respondents weaikedto rate the difficulty level of aligning
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