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Abstract 

Although advances in computer technology over the past few decades have made 

it possible to create and render highly realistic 3D models these days, the process 

of creating these models has remained largely unchanged over the years. Modern 

3D modeling software provide a range of tools to assist users with creating 3D 

models, but the process of creating models in virtual 3D space is nevertheless still 

challenging and cumbersome. This thesis, therefore, aims to investigate whether it 

is possible to support modelers more effectively by providing them with 

alternative combinations of hardware and software tools to improve their 3D 

modeling tasks. 

The first step towards achieving this goal has been to better understand the type of 

problems modelers face in using conventional 3D modeling software. To achieve 

this, a pilot study of novice 3D modelers, and a more comprehensive study of 

professional modelers were conducted. These studies resulted in identifying a 

range of focus and context awareness problems that modelers face in creating 

complex 3D models using conventional modeling software. These problems can 

be divided into four categories: maintaining position awareness, identifying and 

selecting objects or components of interest, recognizing the distance between 

objects or components, and realizing the relative position of objects or 

components. 

Based on the above categorization, five focus and context awareness techniques 

were developed for a multi-layer computer display to enable modelers to better 

maintain their focus and context awareness while performing 3D modeling tasks. 

These techniques are: object isolation, component segregation, peeling focus, 

slicing, and peeling focus and context.  

A user study was then conducted to compare the effectiveness of these focus and 

context awareness techniques with other tools provided by conventional 3D 

modeling software. The results of this study were used to further improve, and 

evaluate through a second study, the five focus and context awareness techniques. 

The two studies have demonstrated that some of these techniques are more 

effective in supporting 3D modeling tasks than other existing software tools. 
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 CHAPTER 1  

Introduction 

Advances in computer technology in terms of the faster processing power,  increased 

memory capacity, and better displays have made it possible to create and render 

highly realistic 3D models. Despite these advances however, the process of creating 

3D models has remained largely unchanged. Although modern 3D modeling software  

provide a large range of tools and functions to assist users with creating, editing, and 

rendering 3D models, these tasks are nevertheless very challenging and cumbersome. 

In a 3D modeling environment, the combination of tasks, techniques and interfaces 

play an important role in successfully producing a 3D model. Tasks are essentially a 

set of activities that modelers must perform during the modeling process using a range 

of techniques. All these tasks are performed using the interface components of a 3D 

modeling software application.  

The first challenge for modelers in learning to create 3D models is to master the 

techniques, commands and functions of the 3D modeling software being used. The 

other challenge is to master the skills required to create, shape, and combine all the 

components of a complex 3D model together. Although the first challenge can be 

overcome through regular practice, the second challenge can be more difficult to 

overcome, and often remains despite modeler's experience, especially when creating 

complex 3D models. 

One of the main reasons for the second challenge is due to the fact that modelers 

always need to comprehend the relationships between all the objects of a model in the 

3D space they are working in. This can be rather difficult because 3D modeling 

software have been developed for conventional 2D displays, and as such, they project 

the 3D modeling world and its objects on to one or more 2D projection surfaces 

(viewports), each of which is a perspective or orthogonal view of the 3D world. As a 

consequence, there is often a mismatch between the targeted 3D model and the 2D 

modeling environment. 
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1.1 Motivation  

In the current 3D modeling environments users tend to cope with the difficulties of 

recognizing the relationships between the objects and components of 3D models using 

existing techniques such as opening multiple viewports,  zooming in/out, hiding some 

of the objects, rotating around objects or scenes, and so on (see Chapter 3). However, 

even with the aid of these techniques, it is often difficult for the modelers to 

comprehend the relationship between the objects in the entire 3D space (see chapters 

4 and 5). Most research (reviewed in Chapter 3) aiming to understand the difficulty of 

recognizing the relationships between objects focus on 2D workspaces, using 

examples such as visual maps or text. However, what is currently lacking is research 

on developing more effective techniques to deal with 3D models in often 

overcrowded and overlapping complex modeling context.   

Existing techniques developed more specifically for 3D modeling tasks, as reviewed 

in Chapter 3, can be  categorized into the following: 

¶ Distortion-based techniques 

¶ Multiple windows or viewports 

¶ Hide and reveal techniques 

¶ Overlays  

As will be discussed in Chapter 3, each of these techniques either distort the 

information being displayed or fail to provide the overview of the context of the 

model while working on specific objects of interest. Because of this, modelers are not 

always able to maintain their awareness of the relationships between all the objects 

involved in the modeling process. 

More specifically studies undertaken as part of this thesis (see chapters 4 and 5) have 

identified that the problems faced by 3D modelers
1
  can be grouped into the following 

categories: 

¶ Difficulty of maintaining position awareness. 

¶ Difficulty of identifying and selecting objects or components of interest. 

                                                 

1 Throughout this thesis, the term 3D modeler refers to the person that develops a 3D model using 3D modeling software  
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¶ Difficulty of recognizing the distance between objects or components. 

¶ Difficulty of realizing the relative position of objects or components. 

These problems have in this thesis been defined as being all related to the issue of 

maintaining focus on the objects of interest while working in the context of a 3D 

modeling space (see Chapter 3). The motivation for this thesis is therefore to 

investigate whether techniques can be developed to solve the issues related to 

maintaining focus and context awareness in 3D modeling tasks.  In the context of this 

thesis 3D modeling tasks are those use in application areas such as animation, 

computer games, and movies. The thesis is not concerned with engineering 

applications such as civil or industrial engineering, where CAD type software is used 

for modeling purposes. Although the example 3D models used in this thesis include a 

car and a jet fighter, the only concern is achieving realistic appearance rather than 

engineering concerns. These 3D models
2
 have sufficient complexity in terms of 

consisting of multiple overlapping objects and yet are easy to understand.   

1.2 Objectives 

The primary objective of the research discussed in this thesis is to answer the 

following key question: 

 To what extent is it possible to better support focus and context awareness in 

 3D modeling environments? 

To answer this key question the research presented in this thesis attempts to answer 

the following related questions: 

1. What are the main problems faced by modelers when performing 3D 

modeling tasks using conventional modeling software?   

2. How do modelers attempt to overcome these problems using conventional   

modeling software tools? 

3. What kind of techniques can be developed to address these problems by 

better supporting focus and context awareness in 3D modeling? 

                                                 

2 3D models were purchased from http://www.3dcadbrowser.com/info.aspx and the author has been granted permission to use 

them in this thesis. 
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4. How effective are these focus and context awareness techniques in 

assisting 3D modelers in performing their modeling tasks? 

1.3 Approach 

To answer the questions posed above, the research methodology followed in this 

thesis comprises four stages: 

1. Literature review 

2. Identification of  requirements 

3. Design and implementation 

4. Evaluation 

The research described in this thesis begins with a review of the relevant literature. 

This literature review is divided into two chapters. Chapters 2 focuses on 3D 

modeling, and identifies existing tools and techniques used in modeling tasks. This is 

followed in Chapter 3 by a review of the research on the problems associated with 

maintaining focus and context awareness, and some of the techniques developed to 

deal with these problems. As mentioned earlier, most of these focus on 2D 

environments and tasks. 

To gain a better understanding of the issues related more specifically to 3D modeling 

tasks, a pilot study of 3D modelers was conducted. This questionnaire type study 

investigated the key challenges faced by modelers while performing their 3D 

modeling tasks. This study and its findings are discussed in Chapter 4. 

A more comprehensive study of the issues related to focus and context awareness in 

3D modeling tasks was then undertaken with professional modelers. The findings 

from this interview and observational type study are presented in Chapter 5.   

A set of five focus and context awareness techniques for 3D modeling tasks was then 

designed and implemented based on the findings of the previous studies and the 

review of the related literature. These techniques are presented in Chapter 6. 

A laboratory-based user study was then conducted in order to verify the effectiveness 

of the developed techniques in addressing the problems of maintaining focus and 

context awareness. Chapter 7 discusses the methodology, tasks, data collection 

methods used, and the findings of this study. 
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The results of this study identified a number of issues that needed to be addressed. 

Based on these, several modifications were made to the original focus and context 

awareness techniques. These modifications are discussed in Chapter 8. 

The modified techniques were then furthered evaluated through a second user 

evaluation. The goal of this study was to identify whether modifications made to the 

focus and context awareness techniques improved their effectiveness. This study and  

its findings are presented in Chapter 9 

Further alternatives were then investigated to extend the focus and context awareness 

techniques using multiple viewports and display screens. These alternatives and 

extensions are discussed in Chapter 10. 

1.4 Contributions    

The research presented in this thesis makes the following original contributions: 

¶ A critical review of literature related to 3D modeling tasks using 

conventional 3D modeling software (Chapter 2) and existing methods for 

maintaining focus and context awareness in 2D and 3D environments 

(Chapter 3). 

¶ Identifying focus and context awareness problems faced by modelers when 

performing 3D modeling tasks, and how they deal with these problems 

using existing software tools (chapters 4 and 5). 

¶ Development of a set of focus and context awareness techniques 

specifically designed for 3D modeling software (chapters 6, 8, and 10). 

¶ Evaluation of these focus and context awareness techniques to determine 

their effectiveness in supporting 3D modelers (chapters 7 and 9). 

1.5 Thesis Structure  

The thesis is structured into six parts:   

Part I      Background 

 Chapter 1   Introduction 

 Chapter 2   3D Modeling 

 Chapter 3   Focus and Context Awareness 
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Part II      Identifying Requirements 

 Chapter 4   Pilot Study of 3D Modelers 

 Chapter 5   Study of Professional 3D Modelers 

Part II I    Development and Evaluation I 

 Chapter 6   Design and Implementation of a Set of Focus and Context  

     Awareness Techniques 

 Chapter7   Evaluation of the Focus and Context Awareness  

     Techniques   

Part IV   Development and Evaluation II 

 Chapter 8   Improving the Focus and Context Awareness Techniques 

 Chapter 9   Evaluation of the Modified Focus and Context Awareness  

     Techniques 

Part V   Extensions and Conclusions 

 Chapter 10   Multiple Viewports and Displays 

 Chapter 11   Conclusions and Future Work 

Part VI   References and Appendices 
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 CHAPTER 2  

3D Modeling 

The focus of the research presented in this thesis is on 3D modeling, in terms of the 

processes involved, the tasks undertaken, and the software used. This chapter 

therefore describes these aspects of 3D modeling using existing related literature. 

The chapter begins with a discussion of 3D models (Section 2.1). This is followed by 

a review of existing modeling software employed by 3D modeler and  the types of 

user interfaces provided by 3D modeling software (Section 2.2).  In Section 2.3, 

usages of 3D models are explored in detail. The types of modeling techniques 

currently available are discussed in Section 2.4. The common elements between all 

these techniques are discussed in Section 2.5. In Section 2.6, three type of modeling 

processes are discussed in depth. The two type activities (i.e. navigation and 

manipulation) are analyzed in Section 2.7, and the types of input and output devices 

used in 3D modeling are discussed in Chapter 2.8. The chapter concludes with a 

discussion in Section 2.9 and a summary in Section 2.10. 

2.1 3D Models 

Prior to the development of computer-based 3D modeling technologies, objects could 

only be represented or modeled through verbal description, paper-based sketching or 

drawings, or sculptured. When verbally described, there is no visible image or object, 

and therefore the model can only be imagined. A major limitation of verbal or 

narrative description is that the receiverôs interpretation may not match the presenterôs 

ideas. 

Paper-based sketching is commonly used at the early stages of the design process 

(Sachs et al., 1991). Both the Oxford and Webster dictionaries provide very similar 

definitions of sketches. The Oxford dictionary describes sketches as ña rough or 

unfinished drawing or painting, often made to assist in making a more finished 

picture". The Webster dictionary defines sketches as ña rough drawing representing 

the chief features of an object or scene and often made as a preliminary study". 

Sketches are normally incomplete or not very detailed, such that some of the features 
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or information pertaining to the represented object are missing or cannot easily be 

identified. 

With the sculpturing process, models are usually small objects and built to scale. The 

Oxford dictionary defines this type of model as ña three-dimensional representation of 

a person or thing or of a proposed structure, typically on a smaller scale than the 

originalò, and it is ña figure or object made in clay or wax, to be reproduced in 

another more durable material". The Webster dictionary defines this type of model as 

ña miniature representation of something". The level of detail of a sculptured model 

depends on the required specifications. For example, a model may also include its 

internal components. 

In general, 3D models can be divided into two categories: 3D models created in a 

non-computer environment and 3D models created by using computers. The three 

techniques mentioned so far (i.e. verbal description, paper-based sketching or 

drawings, and sculpturing) are in the first category of models created in a non-

computer environment. These days most 3D models are often created using 

computers. 

In a computer-based 3D modeling environment, a model created using a computer is 

very different from previously described types of models. Such a model is no longer 

an object, for instance made of clay, or a sketch drawn on a piece of paper. A model 

of this type is defined as a set of data structures. These structures include all the 

relevant parameters or information pertaining to the object (Grau, 1996). Foley et al. 

(1997) have expanded Grauôs definition by stating that a 3D model is a virtual 

representation of some (not necessary all) features of a concrete or abstract entity and 

can be either still or animated. This definition clearly indicates that a model does not 

necessarily include all sections of the represented object, and may only show the parts 

that are of some interest. Radoff  (2008) defines a 3D model as a visual representation 

of an object created with width, height, and depth. This definition includes depth as 

one of the key items for representing a model in a 3D space, but does not define how 

depth can be integrated with a 3D model. Jones (2009) describes further that 

connected points in three dimensional space form the model, and unlike a 2D model, a 

3D model can be viewed from all sides.  

There are two kinds of structures used to represent 3D models. These may be implicit 
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or explicit (Min, 2005). In the implicit representation, a 3D model and its surfaces are 

created by providing a set of parameters to a 3D modeling software. For instance, 

when generating a 3D model of a sphere, two parameters (coordinates of its center 

point and a radius value) are required, while a 3D model of a cone requires three basic 

parameters, namely the coordinates of its center point, and its radius and height.  

In the explicit representation of a 3D model, a set of vertices is often used to represent 

it (Tan, 2011). In a computer-based 3D model, the ñvertexò is the smallest and 

simplest unit of information. A vertex is defined by its x, y and z coordinate positions.  

Two connected vertices produce a line, called an ñedgeò. Three or more connected 

vertices will produce a single surface called a ñfaceò. A triangle is the simplest form 

of a face. Two or more triangles can be combined to create a ópolygonô. For instance, 

a square is a polygon that can be broken down into two triangles. Figure 2.1 shows a 

model of a cube, which is made up of 8 vertices, 12 edges and 6 faces. In this 

particular example, each face is a square polygon, whereby all six polygon faces can 

be converted into 12 triangle faces.  

 
Figure 2.1: Model of a cube consisting of 8 vertices, 12 edges and 6 faces 

A more complex 3D model is shown in Figure 2.2. This model, representing a human 

ear, does not look very realistic looking because it is shown as its consisting polygons. 

This is generally referred to as the wireframe view of the model. To create a more 

realistic looking version of a model, a process known as rendering (provided with a 

3D modeling software) needs to be performed. Rendering is defined by Choros and 

Kaczynski (2008) as ña process of generating photorealistic images on the basis of 

geometrical models". In another definition, Miller et al. (2010) describe rendering as 

the process of ñautomatically converting 3D wire frame models into 2D images with 

3D photorealistic effects on a computer". During the rendering process, the scene 
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which may contain many such polygonal models, gets converted to a two dimensional 

image by the rendering engine of the 3D modeling software being used. 

 
Figure 2.2: Model of a human ear as viewed during the modeling process 

The rendering process portrays the 3D scene as a picture. It is taken from a specified 

location that not only determines the viewing angle of the rendered object but also 

what will be visible in the picture. In order to see a rendered model from various 

angles, multiple shots of static rendering can be done. This method represents a non-

real-time rendering technique widely used in the movie industry. Another method 

used in computer games, is known as real-time rendering, where the image ñappears 

on the screen, the viewer acts or reacts, and this feedback affects what is generated 

nextò (Akenine-Moller et al., 2008). In other words, users can control how and when 

the targeted location is viewed. 

During this process of rendering a 3D model, elements such as lighting, shadows, 

reflection and refraction are applied in order to give a more realistic result. Figure 2.3 

shows the example human ear model from Figure 2.2 after it has been rendered.   

 
Figure 2.3: A rendered version of the human ear model shown in Figure 2.2 

A model may also have internal components in the same way that a human model 

would contain the organs, where each organ is treated as an individual object. 

http://en.wikipedia.org/wiki/Shadow
http://en.wikipedia.org/wiki/Reflection_%28physics%29
http://en.wikipedia.org/wiki/Refraction
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Similarly, the model of a car might contain an engine and other internal components. 

As previously mentioned, the position of the viewing camera will determine which 

parts of the model are rendered and shown to the viewer. With reference to Figure 2. 

3, because the viewing camera is virtually located in the front of the ear, the internal 

parts of the ear are not visible, and remain hidden from the viewer. 

2.2 3D Modeling Software 

Due to their complexity, 3D models are usually created, and rendered, using some 

kind of a 3D modeling software. There are many commercial and non-proprietary 3D 

modeling software products available. Some of the well known 3D modeling software 

are MAYA (Autodesk, 2012), 3ds Max (Autodesk, 2012), Cinema4D (MAXON, 

2012), Auto CAD (Autodesk, 2012), and Blender (Blender, 2012). Each of these 

applications provides a set of tools that a modeler can use to create 3D models.  

Most 3D modeling software have similar basic functions. These basic functions 

enable modelers to import primitive objects, create new objects, shape objects to their 

final form, transform them, and so on. In this section, some of the main concepts 

related to 3D modeling software, including their interfaces, the types of views they 

provide, and the types of display modes they have are discussed. 

2.2.1 3D Modeling Interfaces 

Each of the 3D modeling software referred to above has its own unique interface. 

Figure 2.4 shows the interfaces of two different modeling software namely Maya 

personal Edition 8.5 (left) and Blender 2.5 (right). In this example, there are four 

different objects in the model being viewed, with each object having several vertices, 

faces and edges. Four viewports or sub-windows are shown in each of the software 

applications. A viewport is the region of the screen where objects are projected. The 

limit to the number of viewports that can be opened varies between different software. 

However, the area allocated to each viewport becomes smaller as more viewports are 

opened. Therefore, modelers often have to tradeoff between the working area 

available in each viewport and the amount of information provided by having 

additional viewports open. 

Each of the viewports shown in Figure 2.4 shows the model being viewed from one of 

the four different orientations. In this example, the top left viewport shows the model 
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from top view, the bottom left viewport is for the side view, while the bottom right is 

for the front view, and the top right viewport shows the  perspective view (see the 

next section). Modelers may close any of the viewport or change the orientation of the 

model within them. 

 
Figure 2.4: (left) Sample 3D modeling interface from MAYA and (right) Blender 

2.2.2 Orthographic and Perspective View 

 
Figure 2.5: A plane is viewed from top, front and side in orthographic mode 

In 3D modeling tasks, models are often shown or displayed in one of two different 

views: orthographic and perspective. An orthographic view is defined as one whereby 

all parallel lines remain parallel and do not converge from any direction (Hulsey 

2008). In orthographic view, objects or models are often viewed from front, top, 

bottom and side. For instance as in Figure 2.5 the display area is divided into three 

viewports. A screen shot of a plane shows views of this model from top, front and 

side orthographically.  
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In perspective view, a point of view gives different dimensional effects from each 

viewing where the parallel lines are no longer parallel. Instead, ñthe lines will merge 

at a point called the vanishing point that appears to create a natural effect whereby the 

distances between two objects are simulatedò (Hulsey 2008). In 3D modeling tasks, 

the illusion of distance provides modelers with some sense of position between near 

and far objects. 

2.2.3 Solid Mode versus Wireframe Mode 

A 3D model can also be shown in various drawing modes, for instance shaded, 

textured, bounding box, solid, and wireframe or boundary (Hearn and Baker, 1997). 

The solid and wireframe modes are usually used throughout the modeling processes. 

In a solid mode, models define the volume of the objects they represent. Solid mode 

works hand in hand with the selected view type. When orthographic view and solid 

mode are active simultaneously, the model can be seen only from the outmost level of 

the model.  

On the other hand, when perspective view and solid mode are active simultaneously, 

the viewer is able to see the internal components of the objects. In Figure 2.6, the 

engine is actually located inside the car. However, the combinations of perspective 

view, solid mode and zooming process enable the engine to be seen by the viewer.  

 
Figure 2.6: Model is in solid mode with perspective view 

In a wireframe mode, the model represents the surface of an object by showing the 

objectôs boundary. In this mode, the boundaries of all objects including boundaries of 

internal objects are visible to the modeler. In essence, there are no hidden objects in 

this display mode. However, the actual locations within the overlapping boundaries 

cannot be estimated easily. Figure 2.7 shows a snapshot of a model in solid mode on 



 

16 

 

the left, and in wireframe mode on the right.   

 
Figure 2.7: (left) A model in solid and (right) in wireframe modes 

2.3 Usage of 3D Models 

Modeling software can be categorized according to their primary emphasis and intent 

in creation of the 3D models. There are three primary categories pertaining to the 

usage of 3D models which these modeling software support: models for rendering 

(static), models for animation, and models used in simulation. In the first category, 

rendered models are similar to still pictures used in a slide presentation, or printed on 

paper as described earlier.  

In the second category, the use of models in animation involves the process of 

generating and displaying still images, one after another (Potmesil an Hoffert, 1987).  

Besides displaying still images, one after the other, there are three other elements, 

namely motion, time and distance, that need to be considered (Pell, 1997). They play 

an important role in making it possible to create a smooth and meaningful transition in 

the animation. 

A technique called ókeyframingô is popular in generating high quality animations.  In 

ókeyframingô, strategic points are set up, where these points are used during the 

rendering process for capturing different stages or locations of the model, and also to 

determine poses of the character in between these points (Finkelstein, 2009).  

Another popular technique used for creating animations is by using a motion capture 

equipment. In motion capture, the movement of a 3D model is synchronized with the 

movement of a live object such as a human or an animal. Dyer et al. (1995) define 

motion capture as a process that "involves measuring an object's position and 
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orientation in physical space, then recording that information in a computer-usable 

form. Objects of interest include human and non-human bodies, facial expressions, 

camera or light positions, and other elements in a scene".  

In the third category, where models are to be used in simulation, models are not only 

animated, but also integrated with mathematical formula to assist calculations and 

predictions (Oxford, 2012). Use of models for simulation is popular in the 

manufacturing industry, where 3D models play an important role in enabling 

prototype development prior to mass production. The model simulation process is 

more challenging because in this case  modelers not only need to have good modeling 

skills but also animation and simulation skills.  

Therefore it is clear that some 3D modeling is required regardless of the use of the 

model in either of the three categories. For this reason, the ability to master the 

modeling process is essential for any 3D modeler. In the course of mastering the 

modeling process, modelers need to be aware of the most appropriate modeling 

techniques that they should employ. In general, each technique can be used for 

creating the curves, 3D surfaces, vertices and polygons that represent a model. The 

next section describes some of the most commonly used modeling techniques.  

2.4 Modeling Techniques 

Creating 3D models in the past was not easy. The Bresenham algorithm, which is 

capable of plotting lines, and is required for generating a 3D model, was published in 

1965 (Bresenham, 1965). It wasnôt until 1975, that the well known Utah teapot (also 

known as Newell teapot) was produced (Crow, 1987). This model is popular in the 

computer graphics community even though its mathematical model of an ordinary 

teapot is a fairly simple shape (Torrence, 2006).  Since then, 3D modeling has grown 

rapidly and so has the quality and complexity of the generated 3D models.  

These days there are a range of techniques that modelers can use for creating 3D 

models. These can be divided into two groups: implicit and explicit techniques. This 

categorization is based on the data structures used to represent 3D models by each of 

these techniques.  In the implicit group, techniques that will be discussed in this 

chapter include: 

¶ Constructive Solid Geometry  

http://en.wikipedia.org/wiki/Computer_graphics
http://en.wikipedia.org/wiki/Mathematical_model
http://en.wikipedia.org/wiki/Teapot
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¶ B-spline 

¶ NURBS  

While in the second group, the following techniques will be described.  

¶ Polygon Modeling. 

¶ Freehand 2D to 3D sketching 

¶ Still image conversion 

¶ 3D scanner technology 

¶ Video tracing.  

2.4.1 Constructive Solid Geometry  

Constructive Solid geometry (CSG) is the process of constructing a 3D object by 

using a combination of 3D primitive solid objects. Using this technique, two or more 

primitives objects are combined with each other, using Boolean operations. Primitive 

objects used in this type of operation can be sphere, cylinder, cone, cube, and etc., 

while the Boolean operations can be union, intersection and difference. This 

technique enables the creation of a more complex object from two or more simple 

objects. As an example, a solid block with a few holes can be created through a 

combination of a cube and several cylinders. 

CSG is defined by Hearn and Baker(1997) as a technique ñto combine the volume 

occupied by overlapping 3D objects using set operations". Similarly, Goldman (2009) 

describes CSG as a process of building up more complicated solids from a small 

collection of simple primitive solids, by applying Boolean operations.   

Figure 2.8 demonstrates the process of creating a model using the CSG technique. 

The image on the left shows two separate solid objects. The image in the middle 

shows a snapshot of the two object being merged, while the image on the right shows 

the new solid object after the Boolean operation ñdifferenceò has been applied. 
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Figure 2.8: Applying Boolean operation òdifferenceò to two primitives objects 

Using this technique, modelers pass two implicit parameters to the 3D modeling 

software being used; a Boolean expression and the location of the two objects, as well 

as the objects themselves. Through mathematical calculations which use these 

parameters, a Boolean operation is calculated or processed to generate the new solid 

object. 

The process of constructing a 3D model using the CSG technique is rather easy to 

carry out. This technique can also produce 3D objects which are relatively accurate 

(Kerbrat et al., 2010). However, the key problem with the CSG approach is that it is 

computationally expensive to represent models with irregular surfaces (Tarng and 

Chang, 1993). 

2.4.2 B-spline Modeling 

In the real world, a spline is usually a thin and flexible wood or rubber strip used for 

drawing large curves. Mathematically, however, a spline is a function used for 

defining a curve.   

In 3D modeling, a spline requires two or more points to create a curve. All the other 

points which are between the specified points are created through an interpolation 

process (i.e. generated by using a mathematical formula). Anand (1993) defines spline 

as a general piecewise parametric representation of geometry with continuity at the 

common joints between segments. A similar definition is given by Salomon (2006) 

where spline is defined as a set of polynomials that are smoothly connected at certain 

data points. 

There are several types of spline curves that have been adopted by 3D modeling 

software. Among these are linear spline, cardinal spline, B-spline, Bezier curve and 
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NURBS (Kerlov, 2004). However,  B-spline and NURBS are the most widely used 

method for approximating splines (Zang and Qin 2001, Henderson 2003, and Sarfraz 

2008).  

B-spline refers to a Basis spline (Boor 1978, Meyer, 2005, and Salomon, 2006).  B-

spline contains the start and end points of the curve together with a set of local control 

points. However, in B-spline, the curved line rarely passes through its control points. 

B-spline approximates middle points between two control points and it can be thought 

of as a method for defining a sequence of degree of curves that join automatically 

(Pfenning, 2005).  Local control point is a point that determines the area that will be 

affected or influenced when it is being moved (Sulkimo and Vuoskoski, 1995, 

Sederberg 2005, and McConell 2006).  

The B-spline technique is particularly useful for creating organic objects that often 

consist of complex curves.  This is achieved through automatic smoothing of the 

curve between two consecutive controls using mathematical calculations.  

Figure 2.9 illustrates how the B-spline technique works. In this example, the B-spline 

circle contains 8 control points as shown in Figure 2.9 (left). One of the control points 

(control point 2) is manipulated by extruding it to the right, as far as point A.  As 

shown in Figure 2.9 (right), when the control point 2 is extruded, the part of the curve 

that is affected is minimized to the curve between controls points 1 to 3 only. 

Furthermore, a smooth curve is still maintained even when the curve is modified. 

 
Figure 2.9: B-spline circle before and after extruding control point 2 

This concept which is applied to the B-spline curve is adopted in 3D modeling. In 3D 

modeling, the changes that take place are also confined within the two nearest curves 
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of the manipulated control point. Figure 2.10 (left), shows an example of a 3D B-

spline model. This model is created by using an extrusion technique which is applied 

to the whole B-spline circle. This technique increases the thickness of the circle to 

generate a 3D model. After this conversion, the model is further extruded at point A, 

and the result is shown in Figure 2.10 (right). This example shows that the B-spline 

concept applied in this process is able to produce a smooth curve on the modified 

object, and the effect to the neighborhood of the altered point A is minimized. 

 
Figure 2.10: (left) Example of the model before and (right) after extruded at point A 

Although the B-spline technique is able to generate smooth curves, it is difficult to 

create complex models using B-splines only. Pourazady and Xu (2000) point out that 

interactive design of 3D models using this technique ñis often cumbersome where in 

many cases, a large number of control points must be manipulated in order to modify 

even a small piece of a curve segment". They also state that it is often not clear which 

control points should be manipulated, and how the manipulation should occur. This is 

in contrast to the 3D modeling requirements where modelers need to have full control 

over what they need to change in order to create 3D models. Modelers also need to be 

able to determine where and to what degree the changes need to be made.  

2.4.3 NURBS Modeling 

As mentioned earlier, the NURBS technique is one of the most widely used methods 

of approximating splines. It is available in many commercial 3D modeling software 

because of its power of representing free-form shapes. Although NURBS is similar to 

B-spline, and they both generate smooth curves, there are some differences between 

them.  

A 



 

22 

 

NURBS, or Non-Uniform Rational B-Spline (Hearn and Baker 1997, Salomon 2006, 

and Hardy and Steeb 2008 ) is a generalization of B-spline. The main difference 

between NURBS and B-spline, however, is that in NURBS a weight is associated 

with each control point (Wilkins and Billawala, 1992, and Zlatanova, 2008).  The 

value of a weight is calculated using the distance between each control point and the 

apex of the curve. The weight also contributes to the shape of a curve or surface by 

providing extra control for modeling it.  

Pourazady and Xu (2000) point out  that the weight associated with each control point 

in NURBS offers a ñuniýed mathematical form not only for representation of free-

form curves and surfaces, but also for the precise representation of close-form shapes 

such as lines, conics, quadrics". For this reason, NURBS is a very useful method not 

only for creating organic objects but also for modeling complex real-world surfaces 

such as terrain. 

The following example illustrates the difference between a NURBS and a B-spline. A 

NURBS-based circle similar to the B-spline circle described earlier (Figure 2.9) is 

shown in Figure 2.11. This circle has 8 control points, as with the previous example. 

Figure 2.11 (right) shows the result of extruding point 2 to point A on the right. As 

mentioned earlier, the distance between the control point and the apex of the curve 

determines the value of the weight. So in this case, the distance between the control 

point 2 to the apex of the curve is larger than the distance between a control point 2 to 

the apex of the curve in Figure 2.9. Due to this weight factor, the changes that take 

place when control point 2 is extruded is less compared to the B-spline example of 

Figure 2.9.  
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Figure 2.11: NURBS circle before and after extruding at control point 2 

Curves and surfaces created by both NURBS and B-spline techniques are smooth. 

However, as with B-spline, the NURBS technique also relies on the use of control 

points, except that NURBS control points also have weights associated with them. 

The two parameters of control points and weights used by the mathematical formula 

in the NUBRS technique have an impact on the final curves or surfaces of the model. 

Therefore, making a minor modification to a small part of a model is even more 

difficult using NURBS than when using B-spline. 

2.4.4 Polygonal Modeling  

3D polygonal modeling is the process of building a 3D object by explicitly specifying 

the coordinate position of polygons that eventually shape the curves or surfaces of the 

objects (Russo 2006, and Goldman 2009). This technique is different in comparison to 

the last three techniques because in this technique modelers are able to directly 

control every part of the model.  

With polygon modeling, modelers often begin their modeling tasks by starting with 

one or more primitive objects that are available in most 3D modeling software. Figure 

2.12 shows four examples of primitive objects: a plane, cube, cone, and cylinder. The 

primitive objects used as the basis of polygon modeling usually consists of a small 

number of polygons. A polygon, as described in Section 2.1, consists of vertices, 

edges, and faces. These three are also known as the key components of a polygon-

based model. For example, a cube is likely to be made of 8 vertices, 12 edges and 4 

faces, while a cylinder might consist of 66 vertices, 160 edges and 66 faces.    
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                  Figure 2.12: Examples of primitive objects that are included in most 3D modeling software 

In this type of modeling, modelers would mold a ready-made primitive object by 

manipulating its key components.  Key components can be added, deleted, 

subdivided, altered and extruded as necessary.  The addition or subdivision processes, 

which can be done repetitively, generate new key components and polygons. In 

general, the number of key components and polygons grow in relation to the  

complexity of the model. 

Figure 2.13 shows the model of a human consisting of two objects: the body and the 

skeleton. In this example, the skeleton (colored pink) is made of 27,584 vertices, 

81,484 edges and 54,218 faces. A cylinder is likely to have been used initially for 

creating the model of the skeleton. So in this case the number of the polygons has 

increased from around 66 to more than 50,000. This example illustrates how the large 

number of polygons and key components can often get overcrowded and overlapping 

in a reasonably complex 3D model. 

 
Figure 2.13: A human model consists of two objects, the body and the skeleton 
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One of the advantages of the polygonal modeling technique is that the impact of any 

manipulation to vertices is limited to the immediate edges that are connected to the 

manipulated vertex. For example, extruding a vertex at point A of the model as shown 

in Figure 2.14 (left) will generate the result shown in Figure 2.14 (right). In this 

example extruding the vertex A has had no impact on the other areas of the model 

away from it.  

 
Figure 2.14: (left) Polygonal model before and (right) after extruding at point A 

In polygonal modeling method there is no weight associated with a vertex. Therefore, 

the changes to the curve are only determined by the position of the edges and the 

location of the manipulated vertex. The number of vertices are normally higher in 

polygonal models compared to the number of control points in B-spline or NURBS 

models. This higher number of vertices in polygonal modeling is required to generate 

smooth curves. 

All the techniques discussed above involve the manipulation of one of two types of 

components (i.e. vertices or control points). These two types of components have to 

be manipulated by the modeling software being used either explicitly or implicitly to 

create 3D models. While the models created by these techniques can be made to 

appear photo-realistic and high quality, it is known that the processes involved for 

creating and maintaining the models are very tedious and time consuming ( Ono et al. 

2004, El-Hakimi et al. 2005). Therefore a few other techniques have been developed 

in order to simplify the modeling process. The techniques that will be discussed in the 

next few sections provide a starting point to polygonal modeling, where the generated 

models are usually incomplete and not very detailed. For this reason, models 

generated using these methods often need to be manipulated further to create the final 
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model required.  

2.4.5 Freehand 2D to 3D Sketching 

Typically in sketch-based modeling, the user enters a series of strokes and the 

computer interprets them to accomplish some tasks. The idea of using sketching for 

interacting with computers is not new. This concept was first proposed in the early 

1960s, and has evolved since then. Freehand 2D to 3D sketching is defined as the 

"process of communicating ideas through pencil and paper that approximate visual 

images with low overhead where there is no need for precision or specialized 

knowledgeò (Zeleznik et al., 1996). With this technique, modelers are able to enter 

information into a computer using a stylus or mouse with digital ink strokes. The 

basic goal of sketching is to make a hasty or un-detailed drawing prior to further 

precise manipulations for improving the model. 

Ivan Sutherland in his seminal work on SketchPad used a light pen to make drawings 

and create geometric primitives (Sutherland, 1963). Many years later Zeleznik et al. 

(1996) introduced a system called SKETCH. While functional, SKETCH is limited to 

standard 3D geometric primitives such as cubes, cylinders, and pyramids for 

conceptual modeling.  

In 1999 Igarashi et al. introduced a prototype system called Teddy which improved 

the usefulness of sketching technique by allowing free-form modeling. Based on 

Teddy, another system was then developed, called Vteddy (Owada et al., 2003). 

Vteddy provides a ñtemporary cuttingò operation for editing internal structures. Since 

then, the sketching techniques have improved progressively.  

Freehand 2D to 3D sketching has been categorized here as an explicit technique, 

similar to polygon modeling. However, this technique is only able to approximate a 

3D model, and the lack of detail and precision in the drawing is likely to require 

further refinements to be made to the generated model. In most cases, the created 

models can be edited to add the missing components. This is done by using editing 

functions available in the polygon modeling technique. 

2.4.6 Still Image Conversion  

Still Image Conversion (SIC)  is a technique used to generate 3D models by making 

use of the depth information of different areas of 2D images, which can be determined 
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by their contrast and sharpness (Wei, 2005). In many cases, multiple shots of images 

are used to produce a 3D model. For example, a model of a human head can be 

created by taking pictures of the head from three different angles (e.g. from the front, 

side and back). Various techniques are then used to detect the depth differences 

between far and near objects of the 2D image.  

When using this technique, the quality of the original 2D images play an important 

role in generating the 3D model. Therefore, any missing information, especially the 

depth information related to each separated area, can often generate an incomplete 

model which then requires further improvements. When this occurs, the polygon 

modeling technique can be used for adding the missing components. 

2.4.7 3D Scanner 

A 3D scanner is a device that analyzes a real-world object or environment to collect 

data on its shape and possibly its appearance (Georgopoulos et al., 2010). There are a 

variety of technologies used for digitally acquiring the shape of a 3D object, and most 

of them require multiple scans in order to generate a complete model.  A set of 

vertices are determined from the scanned object, that are then used as input to the 

modeling software to generate the surfaces and polygons of the 3D model. 

Using this technique, the quality of the generated 3D model is determined by the 

accuracy and precision of data collected from the scanning process. Therefore, the 

generated 3D model may not contain all the necessary polygons due to missing data 

arising from imprecise scanning function. Once again the polygon modeling 

technique is often used for adding missing details, or for manipulating the created 

polygons. 

2.4.8 Video Tracing 

In this technique, a 3D model is created by tracing the shape of the object being 

modeled across different frames of images captured by video (Pollefeys et al., 2004). 

An example of this technique is provided by Anton et al. (2007) in their system called 

VidoeTrace, which enables users to trace the shape of the object to be modeled over 

one or more frames of the recorded video. This application also support functions 

such as sweeping, extruding, and mirroring.  

As with to the 3D scanner technique described earlier, a model generated using the 
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video tracing technique can also be edited by manipulating its "point clouds". During 

the manipulation process of the point clouds, modelers would undertake the same 

activities used in the polygonal modeling technique, where points are added, deleted, 

or transformed for reshaping the model.                    

2.5 Common Elements of Various Modeling Techniques 

In the previous sections various implicit and explicit modeling techniques were 

discussed. While these techniques differ in their individual approaches, they 

nevertheless share one common element in that they all require some level of editing. 

This means that each 3D model, whether it is created automatically or not, needs to be 

shaped and perfected through further editing.  Automatic creation of models refers to 

2D to 3D sketching, still image conversion, 3D scanner, and video tracing techniques, 

while the non-automatic creation of a model refers to CSG, B-spline, NURBS, and 

polygonal modeling techniques. What is important to note is that regardless of how 

the initial models are produced, modelers often need to edit these models further by 

manipulating their control points and vertices. In most cases, this editing is done by 

some employing polygonal modeling.  

Based on the rationale that the polygon modeling technique is generally used for 

refining models created using various methods, it is reasonable to assume that this 

technique is the most commonly used method for creating or refining 3D models. 

Therefore it is important to better understand the process of polygonal 3D modeling. 

This is discussed in the next section.   

2.6 3D Modeling Processes 

Selection of the most suitable modeling process is generally dependent on two factors. 

The first pertains to the specific purpose for which the model will be used. 

Applications of 3D models span across a wide range of industries including the 

movies, computer games, and manufacturing. The second factor relates to the model 

category being created. The three primary modeling categories are character 

modeling, scene modeling, and terrain modeling.  

Each modeling category is usually applied across multiple industries. For example, 

two or more modeling categories may be used in creating special effects for movies. 

Movies normally include models of both characters and scenes, and sometimes they 
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may even include terrain as well. Some computer games, such as a flight simulation, 

would contain models from all three categories.  

Based on these examples, it is clear that there are some differences and commonalities 

between the three modeling categories. These differences and commonalities will be 

discussed in depth in the next few sections. 

2.6.1 Character Modeling 

Character modeling, as its name suggests, is creating a graphical representation of an 

entity with specific characteristics. The objective of character modeling is to create a 

model that is similar to, or is closely related to, something that physically exists or 

virtually appears in the imagination. Examples of character models include humans, 

animals, robots, toys, aliens, etc.  

The Webster dictionary defines a character as ña symbol that represents informationò, 

where in 3D modeling a symbol is the 3D model created on the computer to represent 

the intended object. Kerlov (2004) describes character modeling as the process of 

creating something that has the look or personality of the represented model. As an 

example, model of a human should have both the look and personality of a human. A 

more detail definition is given by Seegmiller (2008), defining character modeling as 

the "process of creating something that, taken in the context of its environment, will 

elicit a belief, a reaction, or expectation from the audience about the physical makeup, 

disposition, and personality of the creation". This definition clearly indicates that 

good character modeling is not only to satisfy the designer but also the audience or 

viewers of the character. For this reason, characters that are created are often very 

detailed, and the process of creating them can be a rather complex one.  

In character modeling, the modeler usually starts with a basic primitive object such as 

a cube or cylinder. Alternatively, the process may start with an existing model 

previously created (e.g. acquired from a 3D model library) which is then edited 

further.  

Another common method for creating a basic 3D object in character modeling is by 

starting with a 2D shape or curve and then using methods such as spinning or lathe to 

create 3D shapes. This method is commonly used for creating symmetrical objects. 

Figure 2.15 illustrates the condition before and after such a process. In many cases, 
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the created object would require further improvements in order to shape the object to 

its final form.  

 
Figure 2.15: (left) A curve used to represent the boundary of the object, and (right) the resulting 3D object 

after the spinning process 

There are several common methods used during the shaping process. Some of those 

methods are:  

¶ addition and deletion of polygons 

¶ extrusion 

¶ deformation 

¶ welding 

¶ alignment 

¶ transformations (rotation, scaling and translation). 

These techniques are discussed further below. 

Addition and deletion of polygons 

Adding and deleting polygons are perhaps the two most common activities that take 

place while shaping a 3D character model. In both these activities, the ability to have 

a high level of accuracy is critically important. Modelers need to know where 

polygons have to be added or deleted, and what the effects of these additions and 

deletions will be. 

In both cases, it is important to be able to select specific polygons accurately. The 

main problem, however, is that the target polygon may be hidden or obstructed by 
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others. Furthermore modelers also need to be aware of the impact of adding or 

deleting a polygon on its surrounding areas. For instance, when deleting a polygon, an 

unwanted hole may be created during the deletion process. When this problem is not 

immediately noticed, a model could be corrupted. Figure 2.16 (left) illustrates an 

example of where a single vertex is being deleted, and how difficult it is to notice its 

deletion in Figure 2.16 (right).  

 
Figure 2.16: Deleting a vertex at point A (left) before and (right) after 

Extrusion 

As well as addition and deletion, polygons can also be moved or shifted around 

during the shaping process. As mentioned earlier, polygon models consist of vertices, 

edges and faces, each of which can be moved. This shifting process is called extrusion 

(Russo, 2006). As with the process of addition or deletion, the correct polygon or one 

of its key components must be selected prior to extrusion. This can, however, be a 

challenging task when there are too many polygons, which may not only be 

overcrowded but also overlapping. Earlier in this chapter, Figure 2.10 illustrated an 

example of the extrusion process, while Figure 2.13 gave an example of a model with 

overcrowded and overlapping polygons. 

Deformation 

Deformation can be divided into two categories, global and non-global (local) 

deformation (Russo, 2006). Extrusion of a particular polygon is an example of a non-

global deformation. In a non-global deformation, only the selected polygon, or 

polygons, are affected. In this case where a particular polygon is extruded, the 

problem of working with a specific polygon remains. 
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In a global deformation, on the other hand, the whole of a selected object is affected. 

Twist and taper are two examples of global deformation. Twist is the process of 

winding an object around an axis in a particular direction, while taper is changing an 

object by compressing or expanding it (Giambruno 2002). Figure 2.17 illustrates the 

original model of a cylinder, and its condition after it has been twisted and tapered. In 

global deformation, modelers need to be aware of the larger implications of changes 

that are made. 

 
Figure 2.17: (left) Original model of a cylinder, (middle) after it  has been twisted, and (right) tapered   

Welding 

Many models are made up of several individual objects or parts. For example, a 

model of a human would consist of hands, legs, head, and many other parts. Often 

these different parts of a model are created separately and then welded or stitched 

together (Giambruno 2002). This process of welding requires modelers to select the 

vertices that need to be welded. Once again the ability to select the targeted vertices 

correctly is crucial to the welding process. Figure 2.18 (left) shows two separate 

objects, the head and the ear of a human model. During the process of welding the 

two objects, the vertices are paired, and then a vertex from each object are welded 

together. Figure 2.18 (right), shows the model after a pair of vertices are welded.  In 

this task, determining the pair of vertices to be welded can be difficult when vertices 

are hidden behind other vertices, or even other objects. 
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Figure 2.18: (left) Models of the separated head and ear, and (right) as they are being welded 

Alignment 

Alignment is the process of placing an object in relation to others (Russo, 2006). To 

be able to do this, both objects involved in the process must be visible during the 

process. It is also important that during this process the distance between the objects 

can be effectively viewed. This often requires viewing the model from different 

angles. This can, however, be difficult in 3D modeling environments where it is not 

easy to always visualize the physical depth. Without the depth information, modelers 

would need to estimate the distance between objects when they try to align them. 

Alignment is clearly an important activity in character modeling, where often 

different parts of a model are created independently and then aligned and stitched, or 

placed in relation to one another. For example, the head and the body of a human 

model would need to be aligned if they are created separately, before being stitched 

together. 

Transformation  

Another operation regularly performed during the modeling process is to change the 

size, location, or orientation of 3D objects. This is done through a transformation 

process. In order to change the size of the object, the intended object is first selected, 

and then its size is reduced or increased. Similarly an objectôs location can be changed 

by first selecting it and then moving or dragging it to a new position. An objectôs 

orientation can also be transformed through a rotation process, where the targeted 

object is selected before it is rotated.  
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Figure 2.19: Challenge of transforming the object under constrain of others 

For all these three transformation operations, modelers need to have a good overview 

of the entire model, so that they are able to recognize the effects caused by the 

operations they perform. For instance, when moving or resizing an object it is 

important to know whether the modified object overlaps other objects or not. This 

example is illustrated in Figure 2.19, where the main chassis (in pink) is located inside 

the body of the car, and any transformation to the chassis has to be in relation to the 

body of the car and its other internal parts. In this case however, the overlapping 

edges of different parts would make it difficult to know whether the objects are 

crossing each other or not.  

2.6.2 Scene Modeling 

Scene modeling is the process of creating a scene, where various objects related to the 

scene are placed within it and in relation to one another. A scene model of a beach, 

for example, could include model of a person, the seashore, sea, sky, trees, etc.  

Similarly, a scene of a town might include buildings, cars, roads, traffic-lights, and so 

forth. 

Hence, scene modeling usually involves two processes. The first process is to create 

the individual objects required in the scene, while the second process involves the 

placement of related objects at the appropriate locations within the scene.  

During the first process, modelers must undertake various operations, as previously 

described in character modeling. These operations may include adding, deleting, 

extruding, aligning and transforming objects. Each of these operations are dependent 
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on the modelersô ability to select the targeted objects or the polygons correctly. 

The second process, on the other hand, involves the placement of objects in different 

parts of the scene. The placement process would naturally be constrained by the 

orientation, distance, landscaping, and placement of other objects in the scene. 

Modelers therefore would need to be aware of all the objects contained in a scene 

when creating it. This requires them to constantly view the entire scene model when 

they perform transformation operations.  

In this type of modeling, it is also common to align objects in relation to others. The 

same process of alignment as described in character modeling is also practiced in 

scene modeling. 

2.6.3 Terrain M odeling 

Natural terrains in the real-world usually consist of mountains, lakes, rivers, 

vegetation, etc. In a computer 3D modeling context, terrain modeling is used for 

creating models that convey visual information to give a direct impression of an area 

being modeled.  

There are several techniques available for creating terrain models. One of the first 

techniques used for terrain modeling was introduced by Kaneda et al. (1989) based on 

the use of contour lines. This technique allows drawing contour lines, and then filling 

the area between contours lines with triangular meshes automatically. 

Until a few years ago using this type of standard polygonal mesh was the most 

popular technique for creating terrain models (Watanabe and Igarashi, 2004). More 

recently, however, methods that utilize 2D images to create terrain models 

automatically have gradually been gaining popularity (Da Silveira and Musse 2006, 

and Belhadj  2007). In these techniques the level of brightness in 2D images is used to 

detect changes in terrain elevation. These changes are expressed as dictum points 

above sea level. The main disadvantage of these techniques however is that some 

areas of the terrain being modeled could be hidden and not captured in 2D images 

being used. For example, the changes in elevation could be blocked by trees or 

buildings. As a result, the created model can be incomplete and often require further 

modifications. 

Models created using contour lines or 2D images are often converted to polygons.  
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This means that the shape of the terrain is determined by the number of polygons. 

Increasing the number of polygons increases the smoothness of the terrain. Figure 

2.20 shows an example of a terrain using 1024 polygons, while Figure 2.21 shows the 

terrain with 4096 polygons, which looks much smoother, and therefore much more 

realistic.  

 
Figure 2.20: Terrain with 1024 polygons 

 
Figure 2.21: Terrain with 4096 polygons 

Besides changing the smoothness of the terrain, in this type of 3D modeling it is often 

necessary to change the elevations of different parts of the model. Examples could 

include modifying the height of a hill, or the depth of a valley. As in character and 

scene modeling, terrain modeling requires performing a similar range of operations. 

Operations performed can include: selecting a single or a group of polygons, changing 

the relationship between different parts of the model in terms of their relative height, 

etc. In order to change the relationship between the parts being modified, the 

modelers need to have an overview of the entire terrain. This is important because 
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modelers need to recognize correctly the effects of the changes they make in relation 

to the overall shape of the terrain. 

Furthermore, in terrain modeling many parts of the model, for instance the hills and 

mountains, are usually very similar to one another in their appearance. For the 

modelers to recognize which part of the terrain they are working on they often require 

to perform additional tasks such as zooming in and out, seeing the model from 

different angles, and referencing it to other information such as physical sketches or 

drawings. 

2.7 Navigation and Manipulation 

From what has been discussed in relation to character, scene, and terrain modeling, it 

is clear that all three categories of modeling have two factors in common. The first is 

that all of them usually involve to some extent shaping the 3D model that is being 

created. This shaping process requires modelers to work with detailed objects. The 

second factor is that modelers often need to be aware of other objects while working 

on a particular object.  This requires them to have an overview of the entire model 

being created.  

The type of activities that modelers perform during the shaping process, or when 

working on individual parts of the model in relation to other parts, can be further 

broken down to the following tasks: 

¶ Navigating through the model to get to the location where the changes 

will take place. 

¶ Recognizing the parts of the model being viewed at any given time 

while navigating through the model. 

¶ Awareness of the relationship between the parts of the model being 

changed and the rest of the model. 

¶ Being able to select parts of the model that are being changed. 

These four basic types of activities can be categorized into two groups: those that deal 

with navigation and those that are related to manipulation. Both groups can be rather 

complex in nature and will be discussed further next. 
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2.7.1 Navigation 

Navigation refers to the process of getting from one place to another, or moving 

through an environment. In both real-world and virtual 3D worlds
3
, navigation 

requires some means of getting from an original location to a final destination. 

Driving, walking or running are examples of how one moves around in the real world. 

In the virtual world the only means of navigation is by using an input mechanism such 

as a mouse or keyboard. 

Darken and Sibert (1993) define navigation as the process of wayfinding, that is to 

determine a path to be traveled. They formally describe navigation as ñthe process by 

which people control their movement using environmental cues and artificial aids 

such as maps so that they can achieve their goals without getting lost". Ferwerda 

(1994) defines navigation as ñplanning and execution of travel through space, real or 

virtual, carried out with reference to external and internal representation of the space 

being traveledò. It is clear from these definitions that navigation not only requires 

traveling but also needs  cues or references to assist it. 

Ferwerda (1994) observes that the navigation process in a virtual world is a lot more 

difficult compared to navigation in the real word. This observation is supported by 

Vinson (1999) who claims that navigation in a virtual world is generally more 

difficult due to the unfamiliar environment in which navigation takes place compared 

to the real world. In many cases, an environment in the virtual world is created based 

on the imagination of the modeler and therefore is artificial in nature, which makes 

navigation in such a world a new experience to its viewers. 

Navigation in a virtual world is required in many situations. For example, this type of 

navigation is carried out in 3D modeling tasks, playing computer games, virtual tours, 

etc. In 3D modeling tasks, navigation is performed for a number of reasons. For 

instance it might be necessary to get to a target component or object, or to view the 

model from different orientations or perspectives. In computer games, navigation is 

frequently required in almost all games. For example, in fighting games navigation is 

needed to chase the enemies, or in driving games navigation is a part of the crucial 

                                                 

3 Throughout this chapter, the terms 'virtual world' and 'virtual 3D world' refer to any 3D computer environment   
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task of getting to the final destination by following the race track.  

Darken and Sibert (1996) classify navigation into three categories:  exploration, naïve 

search, and primed search. Exploration is defined as a wayfinding task without a 

target, while naïve search is described as getting to the targeted location without 

having a priori knowledge of the targetôs location. A primed search, on the other 

hand, is a goal-oriented process where the location of the target is known in advance.  

Bowman et al. (2001) state that navigation is comprised of traveling and wayfinding 

and that these two components are strongly interconnected. They further explained 

that travel is a motor component of navigation, whereas wayfinding is its cognitive 

component. They found that a good travelling technique will integrate navigation 

aids. These definitions can also be applied in 3D modeling tasks whereby modelers 

often need to apply navigation aids so that mistakes can be avoided. 

In 3D modeling tasks, all these types of navigation are undertaken regularly 

depending on the task being performed. Exploration is carried out when modelers do 

not know in advance which object or its parts need to be modified. In this case, 

modelers would explore the model, looking for the parts that are to be changed. A 

naïve search is often carried out when the targeted object is hidden or obstructed by 

other objects. In 3D modeling tasks, it is often the case that modelers know in 

advance what they are looking for but may not know where it is. The reason for this is 

that the targeted object could be hidden by others. A primed search type navigation is 

done when the targeted object is partially visible behind overlapping parts. 

Regardless of which type of navigation being carried out, effective navigation relies 

on two distinct processes. The first process involves the actual movement to a targetôs 

location. This process relies on the actual ability to move by using some kind of an 

input device. The second process involves the ability to know the path or direction to 

be taken, and at the same time,  to be aware of the current position and the orientation. 

This second process relies on an output device where the visual feedback would be 

displayed in accordance to the current position and orientation of the viewer. 

Navigation problems can arise due to the limitations of either the input device being 

used to provide the movement, or the output device used for viewing the 3D virtual 

world. These two distinct processes involving input and output devices are discussed 

in depth in Section 2.8. 
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2.7.2 Manipulation  

Similar to navigation, manipulation processes are also carried out in both the real 

world and a virtual 3D world. In general, the objective of manipulation is to alter the 

shape of objects, to move them to a new location, or to rotate them, etc. using some 

kind of tool or device. In the real word, machineries and human hands are used for 

manipulating objects. In the virtual world, however input devices such as a mouse and 

keyboard are commonly used for manipulation.  

Hand (1997) points out that manipulation in the virtual world often corresponds 

directly to actions perform in the real world, which include scaling, rotating, 

translating, creating, deleting, editing, etc. Prior to each of these action, modelers 

initial task it to select the target object, and this relies on the precision provided by the 

input devices being used. 

Chen et al. (1988) describe manipulation as the processes of translating, rotating and 

resizing the objects. They also highlight that in 3D manipulation, simple direct 

manipulation controllers are important. This type of manipulation controller enables 

users to concentrate on their tasks without having to pay much attention to the input 

device being used, so that the manipulation of objects in virtual worlds can be done 

effectively.  

Subramaniam and Ijsselsteijn (2000) give a more detail definition of manipulation. 

They describe manipulation as the process of selecting or grabbing objects, and 

further explain that selecting or grabbing is ñthe action that secures a firm interaction 

with surrounding objects for comfortable manipulation; positioning or displacing 

objects by movement from one position to another and finally deforming where the 

shape and size of objects are modified". From this definition, it is clear that selecting 

the correct object is an essential part of the manipulation process. Thus, input devices 

of high precision are required in order to perform this selection process prior to 

performing other processes such as positioning or deforming of objects. 

Bowman et al. (2001) give a similar definition by defining manipulation as the 

process of selecting, positioning and sizing objects. They also highlight that usersô 

ability to manipulate the correct objects has a profound effect on their performances 

while in virtual worlds. 
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However, manipulation of objects in virtual worlds it not an easy process. Mackinlay 

and Kettner (1994) identify that performing object selection can be problematic when 

there are many objects in a scene, because 3D objects would occlude one another. 

They further describe that the use of some input devices such as a mouse, tablet, 

trackball, etc. decreases the accuracy of selecting objects because correlating 2D hand 

movements in the real world to object movement in virtual worlds can be difficult. 

Frees and Kessler (2004) have also observed that users are often frustrated and make 

some mistakes when performing manipulation tasks. They describe that one of the 

common problems contributing to mistakes is due to the missing force feedback by 

input devices in virtual world, which naturally exists in the real world. Furthermore in 

the absence of force feedback, it is generally difficult for users to move to precise 

positions in the virtual world. Currently there are only a limited range of input devices 

that provide offers force feedback. An example of input device with force feedback 

will be discussed in Section 2.8.1. 

In 3D modeling tasks, manipulation tasks are performed frequently on target objects, 

polygons, or key components of the model. As described earlier, these targeted 

objects have to be selected correctly prior to manipulation. This however is not 

always a trivial task, as the targeted objects can be overlapping or too close to many 

other.  Thus, the success of the manipulation process once again relies on the accuracy 

of input devices being used. 

Users performance during the manipulation is not only determined by input devices' 

capability, but also by the effectiveness of the output devices being used where the 

visual feedback is displayed. A less effective output device can also cause users 

difficulties in understanding the visual feedback, and this can lead them to making 

wrong decisions.    

In the next section, the role of input and output devices in assisting users during the 

navigaton and manipulation processes will be discussed. 

2.8 Input and Output Devices  

2.8.1 Input Devices   

An input device generally involves a hardware that allows the user to communicate 

location information to the computer system. In relation to the process of navigation 
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and manipulation, input devices can be categorized into two groups. The first group 

includes input devices used for navigation and manipulation of 2D environments, 

while the second group includes devices specifically designed for navigation and 

manipulation of 3D environments. However, some input devices are designed for 

either navigation or manipulation only and not both.  

Input devices used for navigation and manipulation in 2D environments include 

keyboard, mouse, joystick, trackball, touchpad, etc. These devices offer only 2 Degree 

of Freedom (DOF). DOF is referred to the ability of an input device to control the 

position and orientation of an object. Adam (2010) describes DOF as the number of 

possible dimension that input devices can move through. For example, 2 DOF is 

referred to an input device that can control the position along only the X (horizontal) 

and Y (vertical) axes. Similarly 6 DOF refers to the ability of an input device to 

control the position and orientation of an object along the X, Y and Z axes, where 

orientation is expressed as pitch, roll and yaw, or degrees of movement around them. 

These axes of X, Y and Z are often used to define width, height and depth of 3D 

models respectively.  

Keyboard is the most commonly used input device to enter textual information into a 

computer. It can be used for navigation and manipulation. A keyboard allows for 

much greater interaction (i.e. navigation and manipulation) than 2DOF devices. 

However keyboards often involve a combination of multiple actions and activities. 

For example, a user may need to press on a shortcut key, click on a menu and use an 

arrow key to emulate a specific movement.  

For navigation and manipulation, other input devices such as a mouse is rather more 

popular than a keyboard. A mouse is often used on a flat surface to generate X and Y 

coordinate values, and can be easily moved in any direction with one hand. Having 

userôs hand resting on a flat surface while operating a mouse stops the user from 

getting fatigue, and this leads to more steady hand movements. Perhaps the main 

reason for the widespread use of a mouse is because of its effectiveness in terms of 

precision and speed (Subramaniam et al. 2003). 

A joystick is an input device that is usually spring-loaded so that it returns to its center 

position when released. With some joysticks, users may manipulate additional buttons 

and throttles located on the base of the device. Joysticks are very useful for direct 
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pointing, such as in navigation and manipulation, and are widely used by players of 

computer games. 

Similar to a mouse or joystick, a trackball can be used to generate precise X and Y 

input values, and allow cumulative travel in any 2D direction (Ahlstrom and Longo, 

2003).  Other 2D input devices such as touchpads also have similar capabilities. 

Although these input devices only offer 2 DOF, they can however be used to provide 

input to navigation and manipulation in virtual 3D worlds as well. Except for some 

hand-held joysticks, 2D input devices allow usersô hands to rest on a flat surface, 

which enables them to maintain their accuracy and precision while navigating in 3D 

space without getting tired (Kettner 1995, and Ahlstrom and Longo 2003).  However, 

when navigating and manipulating in 3D worlds, 2D input devices often require an 

extra input command (e.g. using a keyboard) to allow users to navigate and 

manipulate in the depth direction (e.g. Z axes). The reason for this is that 2D input 

devices can only navigate and manipulate in a 2D plane (e.g. along the X and Y axes).   

The need to match the DOF between an input device and the computer environment 

with which the user is interacting has been highlighted in several research. For 

instance, Ferwerda (1994) observes that when the task space has more degrees of 

freedom than what is offered by the input device being used, the task becomes more 

complex where extra steps or handling are often required.  These extra steps include 

opening menus, executing commands, or other functions, etc.  

Similarly, Bowman et al. (2001) discusses how users require input devices that enable 

them to navigate and manipulate comfortably in the 3D worlds. For this reason, the 

DOF between an input device and the computer environment with which the user is 

interacting need to be matched. Nash et al. (2000) highlight that the difficulty in 

navigation and manipulation can lead to ñdissatisfaction, frustration and eventually 

discontinued use of that environment". It is therefore clear that matching the DOF 

between the input device and the environment in which it is used is essential. In order 

to overcome this mismatch between 2D input devices and 3D spaces, a number of 

alternative 3D input devices have been developed. 

The 3D Mouse (Venolia 1993) is an expanded version of a conventional 2D mouse. It 

comes with a roller that provides an additional degree of freedom, thus allowing the 

user to rotate in the depth dimension. Similar to the 2D mouse, the movement to the 
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body of the roller mouse enables navigation and manipulation in the familiar plane up, 

down, left and right. Moving the wheel of the roller allows users to navigate and 

manipulate towards or away from a 3D position. Recently, the 3D mouse has been 

modified to accommodate both ñin-airò (3D) and ñondeskò (2D) mouse motion. The 

mode button mounted on the mouse is used to differentiate between the two distinct 

modes of operation (Mercier et al., 2011).  

In 1996, Poupyrev et al. introduced a novel technique called Go-Go that integrates 

with 6DOF. This allows a more natural manipulation process, similar to the real 

world. In addition, this technique allows both nearby and distant objects in a 3D 

computer world to be reached and manipulated.  

The Rockinô Mouse was developed by Balakrishnan et al. (1997), to be an input 

device with 4 DOF. Like a regular 2D mouse, the Rockinô Mouse requires a flat 

surface and can perform all the usual functions of the 2D mouse. However, the bottom 

of the Rockinô Mouse is rounded so that it can be tilted. This tilting is used to control 

two extra degrees of freedom. This feature allows for more directions of navigation 

and manipulation while using the normal functions of the 2D mouse. 

The SpaceBall (Labtech 2000) is a 6 DOF device, which measures simultaneously the 

movement and rotation along the X, Y, and Z axes. The navigation and manipulation 

are done by holding the ball and pulling or pushing it in the desired direction. The 

SpaceBall can be used both to perform precise movements, as well as large 

movements and rotations (Noris 2005).  

 The Cubic Mouse (Frohlich and Plate, 2000) allows users to specify three-

dimensional coordinates in graphics applications. This device consists of a box with 

three perpendicular movable rods passing through the center of the case that 

represents the X, Y, and Z axes of a coordinate system. These features enable user to 

navigate and manipulate objects in 3D spaces effectively. The disadvantage of this 

device is that it causes arm fatigue with prolonged use, because the user needs to 

continuously hold the device in the mid-air. 

The 3D Treadmill (Cyberwalk 2008) is different from the other 3D input devices 

discussed so far, because it requires the user to stand and ñwalk in placeò instead of 

using a hand-controlled input device. Although this device is used for navigation only, 

it has the advantages of a 6 DOF input device, while freeing the hands to perform 
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other tasks. However, 3D Treadmill is a bulky equipment and requires the user to 

stand for the duration of interaction. As a result, users can become fatigued, and 

maintaining good precision can be difficult (Brourdet et al., 1999). Also in relation to 

3D modeling tasks, which usually require good precision, a foot-controlled device 

may not provide the same level of precision as hand-held devices. 

The Virtual Balance (Fleischmann et al., 1999) is similar to the 3D Treadmill, and is 

also used for navigation only. It contains a platform made of weight sensor discs that 

react to the body movements of the user standing on it. The navigation activities are 

determined by movements such as stepping forward or leaning backward, which in 

turn control the position and orientation of user's viewpoint in the virtual 

environment. The drawback of using Virtual Balance is the same as the 3D Treadmill, 

where body-controlled movements in standing position can be tiring. Consequently, 

tasks which require consistency and good precision, such as in 3D modeling, can be 

difficult to perform. 

The Cyberwheel (Geng et al., 2001) is yet another novel input device used for 

navigation which is like a motorcycle, where the speed of virtual motion and the 

direction of movement are controlled by the handles. The Cyberwheel comes with a 

throttle, used for controlling the movement speed. Releasing the throttle stops the 

motion. The navigation angle can be changed by raising and lowering the upper part 

of the device. Cyberwheel is more suitable for navigation in large virtual spaces, such 

as in a museum virtual tour. This device is also operated in a standing position, and 

therefore suffers from the limitations of such devices.  

The Bodysuit is another type of input device, which was developed by Patrice Pierrot 

(Goto 2006). It is a wired garment consisting of multiple sensors, which are placed on 

each of the body joints (e.g. wrists, elbows, shoulders, ankles, etc.). With a body suit 

it is possible to move and interact with a 3D environment in much the same way that 

people interact with the real 3D world. This technique enables the bodysuit to be used 

for both navigation and manipulation. The disadvantage of a body suit as mentioned 

by Hedmn (2001) is that body suits are generally uncomfortable to wear.  

The Wiimote is a wireless 3D input device developed by Nintendo (2012). It contains 

a number of buttons, including a 3-axis accelerometer and infrared camera that 

communicate with a game console remotely. The device is designed such that the 
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interaction between a user and the device is more natural (MacArthur et al., 2009, and 

Sko et al., 2009). For example, in a shooter game, the player can hit the target by 

pointing the device directly at the screen and pulling the device trigger. In sports 

games such as tennis and badminton, the player can return a serve by swinging the 

Wiimote in mid-air. However, a study conducted by Kiefer et al. (2008) where 

Wiimote was used as a musical controller, demonstrated that Wiimote lacks precision, 

and does not provide absolute positioning capability.  

Another type of input device is called Kinect (Xbox, 2012). It was introduced in 2010 

as a peripheral for the Xbox 360 gaming console. The Kinect device is a horizontal 

bar housing a microphone array, an RGB camera, and a depth sensor that tracks 

players' entire body at a frame rate of up to 30 fps  (Khoshelham and Elberink, 2012). 

In their study on Kinect's depth accuracy, however they found out that error of depth 

measurements increases drastically with increasing distance from the sensor. This 

means that this device also fails to provide a continuous precision similar to Wiimote. 

Consequently, tasks which require consistency and good precision, such as in 3D 

modeling, can be difficult to perform. 

Another group of 3D input devices are head-tracking devices (i.e. tracker). There are 

several such devices currently available, including head-trackers from Polhemus 

(Polhemus 2012) and the Ascension Technology Corp (Ascension 2012). These 

devices are often mounted to a display device such as HMD. This enables users to 

look at a virtual 3D world from different viewpoints just by moving their head. They 

work by estimating the userôs head position and orientation where this estimation is 

used for creating a perspective image of the 3D world being viewed. This allows for 

the userôs position and orientation to be matched with the viewpoint in the virtual 

environment. Trackers are often mounted on devices such as data gloves, flying mice, 

and wands that enable users to navigate and manipulate objects in a 3D environment. 

This is facilitated by providing users' navigation position and orientation to the 

processing engine, which is determined by the tracker's initial reference point. 

The Phantom (Sensable 2011) is a 6 DOF input device which provides force feedback 

when selecting and positioning objects. This force feedback gives users a similar 

experience to the real world when touching or moving an object where resistance is 

sensed. However, the usability of the Phantom to deal with precise manipulation of 
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key components and polygons in 3D modeling tasks has not yet been tested.  

Another group of devices used for manipulating 3D world objects  is DataGlove. 

There are several data gloves currently available, including the 5DT (5DT 2012) and 

CyberGlove (2012). Datagloves can be used for selecting and repositioning virtual 

objects.  However, most data gloves lack sufficient precision to allow manipulation of 

vertices and edges in 3D modeling tasks. 

Most of the input devices described above aim to improve usersô efficiency and 

precision while navigating and manipulating in a 3D world. However, in relation to 

navigation, despite the efforts, users of such devices still find them inherently difficult 

to use for navigating in 3D environments (Hand 1997, and McConkie et al., 2001).  

Hand (1997) has identified the lack of ñconstraintsò as one of the factors that causes 

the difficulty of navigating in 3D environments. The idea of a ñconstraintò or ñhelped 

navigationò is to modify the userôs direction of view in order to allow the user to track 

a specific object in the scene. This idea has been found to be useful in computer 

games and virtual tours. For example, in a car racing game, the car is stopped from 

getting off the track by objects placed along the track, which work using the collision 

detection engine of the game. Similarly in a virtual tour, the movement is constrained 

by the location of the users in the virtual space. In this case, the virtual walls and 

passageways of buildings help the navigator to reach their destination.  

However, this idea of ñhelped navigationò is not so practical in 3D modeling 

environments. In 3D modeling, objects or components of the models can be located 

anywhere in the 3D space. They can also be surrounded or hidden by other objects. 

As such, modelers need to be able to navigate freely within the model. In other words, 

moving through a solid object is allowed in 3D modeling, which is of course not 

possible in the real world. Because of not having this constraint, modelers are able to 

get to hidden or obstructed objects. Of course the setback of this type of navigation 

without constraints is that modelers can sometimes unintentionally move to a wrong 

position in 3D space and get lost.  

McConkie et al. (2001) have outlined three other factors related to input devices that 

cause some difficulty in navigating in 3D environments. These three factors are due 

to: 



 

48 

 

¶ the relative mode of control of the input device, 

¶ the non-ego-centric calibration control of the input device, and 

¶ the concept of ñspace-constantñ nature of the input device. 

According to McConkie et al. (2001) the ñrelative mode of controlò means that when 

an input device is moved, its momentum and current position only indicate the speed 

and direction of navigation. It cannot in any way indicate the viewing orientation that 

is changed in the course of the navigation. Therefore, this causes a mismatch between 

the movement of the input device and the resulting location of the viewport relative to 

the observer. In other words, viewing orientation cannot be predicted simply by 

looking at the input deviceôs current movement and orientation. 

The ñnon-ego-centric calibration controlò is the opposite of the ñego-centric controlò 

in which ñthe viewports goes to the position to which head is directedò (McConkie et 

al., 2001). In the non-ego-centric control often only the navigatorôs hands or legs are 

moving, while the head and the direction of the eyes are static. As such, in the non-

ego-centric control, the relationship between the control movement and the resulting 

viewport orientation is generally not natural.  

The third factor as mentioned by McConkie et al. is called ñspace-constantò. In space-

constant navigation ñthe viewport itself is at a fixed position in space that navigation 

occurs by rotating the virtual world and bringing different regions of the space to be 

viewed to the location of viewport". This is different to how navigation is carried out 

in real world. In real world, navigation often involves the movement of the entire 

body, while in a virtual world navigation generally involves a hand movement only. 

This makes it difficult to establish a direct mapping between the position of an input 

device and the current viewport location. 

From what has been discussed above, it is clear that navigating and manipulating 

problems related to input devices continue to exist in 3D environments. This is despite 

the fact that there are various 3D input devices with 6 DOF available. Although such 

3D devices offer some sense of natural navigation and manipulation, a study 

conducted by Berard et al. (2009) indicates that 2D input devices such as the 

conventional mouse, outperforms 3D devices. In this study, object placement 

(including both translation and rotation) is used as the benchmark. Findings from this 
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experiment showed that the performance and accuracy of moving a 3D object is 

greater than when using a 2D mouse compared to other 3D devices. Factors such as 

cost, physical sizes, familiarity, and fatigues are some of the other reasons why 3D 

devices are not being fully utilized for navigation and manipulation in 3D 

environments. 

Furthermore, in relation to 3D modeling tasks where modelers often work at a very 

detailed level (e.g. with polygons and key components) a high level of accuracy and 

precision is essential. These requirements cannot be offered by most of the 3D input 

devices mentioned above. As a result, conventional 2D input devices such as mice are 

still the most widely used input devices by 3D modelers. 

2.8.2 Output Devices 

An output device is the hardware used for communicating with user by displaying 

data or information. This visible data or information comes in various forms including 

text, graphics, images, etc. As with input devices, output devices are categorized into 

two groups. The first group includes devices used for displaying 2D information, 

while the second group includes devices specifically designed for displaying 3D 

information.  

Conventional 2D output displays such as a computer monitor is mainly used for 

displaying 2D information.  However, their usage is not limited to this only, and they 

can be used for displaying 3D information as well. For example, 2D display devices 

are commonly used for 3D modeling tasks and for playing 3D computer games.  

However, 2D displays have a major disdvantage in their lack of support for displaying 

along the depth dimension. Without this depth perspective, it becomes difficult for 

users to understand the relationships and the distances between objects in a 3D world 

when it is viewed on a 2D monitor (Woods et al., 2002 and Hayes et al., 2006).   

Furthermore, without a depth perspective a parallax effect is also not possible. 

Parallax is defined by Gibson et al. (1959) as ñoptical change of the visual field of an 

observer which results from a change of userôs viewing position". They also assert 

that parallax is a cue for perceiving the depth of the objects.  Due to the absence of the 

depth perspective and parallax effect, users often experience some difficulties in 

visualizing their orientation and position when navigating in a virtual 3D world which 



 

50 

 

is being viewed on a 2D display (Gibson et al., 1959).  

Because of these limitations of 2D output devices for displaying 3D information a 

number of output devices have been developed to support viewing 3D environments. 

These output devices can generally be divided into two groups. The first group are 

standalone displays that do not incorporate any input mechanisms, while the second 

group are combined with an integrated input mechanism to determine the viewing 

orientation of the virtual world.  

¶ Stand alone output devices 

In a Stereoscopic Display (Stereo3D 2012) slightly different images are presented to 

the viewerôs two eyes to create an illusion of a 3D space. In this technique, each of the 

two eyes receives alternative frames of the video image by synchronizing shutters 

incorporated into a pair of viewing glasses. However these types of stereoscopic 

display can cause eye fatigue  (Ware 1996). In 3D modeling tasks where modelers 

need to perform detailed operations on polygons and their key components, often for a 

long period of time, such negative effects need to be avoided. 

The Volumetric Display (OFH 2012) is an output device that operates without 

requiring the users to wear hardware such as shutter glasses. In this type of display, 

the 3D image is created by illuminating points in 3D space shown inside a volumetric 

display, enclosed by a protective transparent enclosure. The Volumetric Display 

enables the 3D image to be seen by many users from different perspectives depending 

on their position around the display. The Volumetric Display has a 360° field of view, 

and it provides viewers with an actual sense of depth perceptive. However, due to the 

difficulty of interaction between an input device with the image inside the transparent 

enclosure, Volumetric Display is often used as a non-interactive output-only display 

device (Grossman et al., 2004). This means that Volumetric Display would be more 

suitable for displaying a completed model, rather than being useful for creating 3D 

models, where interactivity is crucial. 

The Alioscopy (Alioscopy 2012) is a display device that has a typical look of a 

conventional flat display, but is integrated with stereoscopic technology. It has some 

similarity to the Volumetric Display in that the users do not need to rely on special 

eyewear to be able to view the depth dimension. In this technology, 8 discrete images 

are multiplexed into one single image that enables the images to be viewed from 8 
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slightly different angles (Barkowskya et al., 2010). The limited number of predefined 

angles makes this device less than useful for 3D modeling tasks where viewing 

models from different angles is generally required.  

¶ Output devices integrated with input mechanism 

The Chamelon system was developed by Fitzmaurice in 1993 (referenced from, 

Buxton 1998). The images are displayed on a moveable display, where the image 

being displayed is determined by tracking the position and orientation of the display 

itself. The user therefore needs to drag the display around the virtual 3D object when 

navigating. Buxton claims that the movement of the display actually assists human 

visual perception (1998). Although Chameleon allows each user to have their own 

view, moving a physical object in hand for navigation is likely to cause fatigue.  

The BOOM (Fakespace 2012) is an output device that is mounted on an articulated 

arm, and  mechanical tracking technology is used to detect position and orientation. 

The advantages of this device are that users do not have to wear it, it is easy to 

operate, and several users can operate it by simply holding and controlling it. 

However, since the BOOM is physically attached to a large stand, the userôs 

movements are limited. Another disadvantage of  BOOM is that the user has to have 

at least one hand on the device which can limit various types of two-handed 

interaction. Furthermore, the BOOM is operated in a fashion similar to Chameleon 

where users need to physically move when navigating in the virtual world, and 

therefore require a large work area. In a task such as 3D modeling where modelers are 

often stationed in a fix office area, the BOOM does not offer a good alternative 

solution. 

The head mounted device (HMD) is another type of display often used for visualizing 

data in a virtual world. This display device comes with a head mounted wide-view 

stereo-display coupled with head tracking. HMD presents a stereo binocular view of 

the virtual world. This type of view allows depth perception and makes it possible to 

recognize the position of near and far objects more effectively. The HMD is often 

integrated with tracking devices. These combinations of HMD and trackers allow the 

user's body and head orientation to be consistent with their viewing orientation. 

However, as well as the HMDôs high cost, it has one major disadvantage. Its 

combination with tracker requires going through a calibration process. (Kuhl et al. 
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2009). Successful calibration enables the viewing orientation of the virtual world to 

be synchronized with the head movement, while incorrect calibration can distort 

perspective-related visual cues and may prevent people from properly perceiving the 

virtual world. Beside the issue of calibration, a latency problem has also been 

acknowledged as an issue with HMD (Adelstein et al., 2003, and Ellis et al., 2004).  

This latency can reduce the precision and degrade usersô task performance (Watson et 

al., 2003). In 3D modeling tasks the lack of precision caused by  latency could be a 

problem with the use of HMD. 

Another specialized 3D display is the Cave (Cruz et al., 1992) which consists of a 

room where the surfaces of the floor, ceiling, and the walls act as displays. The Cave 

setup provides users with a seamless continuous view of the virtual scene. The 

displays are often stereo, and the outputs are viewed through a set of  shutter glasses. 

The userôs head position is tracked within the Cave. As a result, what is displayed to 

each user preserves viewing orientation in adapting to movements and change of 

location of gaze (Buxton and Fitzmaurice 1998). This device has similar advantage to 

HMD by allowing users to act in a more natural manner, so that they can concentrate 

on their actual tasks. However, as pointed out  by Buxton and Fitzmaurice (1998), a 

major reason for the limited use of the Cave is due to its physical setup and cost. 

The 3D output display devices described above have all aimed to improve usersô 

ability to navigate effectively in 3D worlds. While some of the solutions offered by 

these output devices have a good potential for viewing 3D data, other issues including 

cost and logistic have not been addressed (Moritz et al., 2007). In addition, some of 

these output devices such as BOOM, HMD and Cave are often supported by 

integrated input devices such as head tracking system which tend to lack the precision 

required for 3D modeling tasks. In addition to their integration with tracking device, 

these output devices also often require specific input devices such as data gloves 

(Abaci et al., 2004). However as discussed earlier, the use of data glove may not be 

effective in 3D modeling tasks, because they also lack precision required for 

operations such as dealing with polygons and key components.  

2.8.3 Multi Layer Display  

A rather different type of display, developed several years ago, is Multi Layer Display 

(MLD)  (Puredepth 2012). As shown in Figure 2.22, MLD has two LCD display 
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layers, separated by a 10 mm thick transparent layer. It is designed to enable data 

presented on the rear LCD to be visible through the front LCD. Even though the term 

MLD stands for Multi Layer Display, to the best of the author's knowledge, no MLD 

with more than two layers is currently available.  The main characteristic of an MLD 

is that it allows the content shown on both layers to be seen simultaneously. 

 
           Figure 2.22: The architecture of MLD 

Each LCD is connected to a separate graphics card, making it possible for  the two 

LCDs to be spanned horizontally or vertically. It also possible for MLD to emulate a 

single layer display, by cloning the front and back layers to  display the same image.  

 
                Figure 2.23: Background of both layers are set to white   

When viewing information on MLD, it is better to set the background of both LCDs 

to white to ensure that their color do not interfere with each other (Bishop, 2006). 

This also makes the  white areas appear transparent on the front layer so that the back 

layer can be viewed clearly. Likewise, white areas on the back layer allow all the light 

from the backlight to shine through and illuminate the front layer. Figure 2.23 shows a 
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photograph of MLD with background of both layers set to white.  

The mouse pointer can move between the two layers by moving the mouse pointer to 

the far left and far right of the LCDs. MLD comes with a utility that allows the user to 

move the cursor between the layers by clicking the middle mouse button. 

A number of studies have been conducted in order to investigate the potential benefits 

of MLD. Aboelsaadat et al. (2004) present an empirical study which compares the 

performance of a conventional 2D display against MLD when used to view two 

virtual layers of potentially interfering information. The aim of the study was to 

determine whether physical separation, provided by MLD, changes the amount of 

interference between foreground and background layers. The experiment showed that 

MLD is not generally better than a single layer display. However, this study was only 

concerned with issues related interference between the layers, and did not aim to find 

any benefits gained by having the physical layer, or by the proper placement of data 

into the two layers.  

A related study by Dunser at el (2008) investigated whether the actual separation of 

layers of information afforded by MLD may affect visual search task performance. 

The objective of this experiment was to determine subjectsô performance when 

searching for particular targets, where the distracters and targets were displayed on 

different layers of MLD. Their finding indicates that in complex search tasks, the 

MLD significantly improves subjectsô searching performance. They summarize their 

finding by suggesting that ñdepth information helps users to visually distinguish the 

target from the distracting stimuliò and the depth afforded by MLD ñcan support users 

in visually complex environmentsò.  

Despite its potential for displaying 3D information, all the research related to MLD 

have been confined to 2D information. However, the use of MLD can be extended to 

include 3D data as well, for example, in 3D modeling tasks. The physical separation 

of the layers in MLD can be used for displaying 3D information on different layers.       

2.9 Discussion 

 

This chapter has described a number of techniques currently used for generating 3D 

models. The techniques used by modelers often depend on the expected quality of the 

final model produced. Techniques such as freehand sketching 2D to 3D, still image 
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conversion, 3D scanning and video trace are sometimes used as a starting point for 

creation of  3D models. These techniques minimize the modelerôs involvement with 

polygons and key components at an early stage of the modeling process. When no 

further enhancement is required to a model created using these modeling techniques, 

any direct manipulation of polygons can be avoided.  

However, it is often the case that some of the details of the models created using these 

techniques would be missing because of not being fully captured or omitted from the 

initial sources used to generate the models (e.g. sketch, photograph). In these cases 

further modifications to the 3D models are necessary in order to shape them to their 

final form. These types of modifications are usually done using the conventional 

polygonal modeling technique. 

When using polygonal modeling, or B-spline and NURBS modeling techniques, 

modelers are often confronted with the cumbersome, but unavoidable, task of working 

with overcrowded and overlapping details of models. Therefore, it is critical for 

modelers using these techniques to have an effective and accurate way of handling 

tasks while working in this kind of environment. Without proper tools, modelers are 

likely to make mistakes, or face difficulties during their 3D modeling tasks, which in 

turn degrades their performance. 

Some of the problems faced by 3D modelers is also caused by the input and output 

devices they have to rely on for their tasks. This chapter has in particular focused on 

some of the currently available output devices used by 3D modelers. Most modeling 

tasks are still performed using conventional 2D displays. Even though some 3D 

output devices are found to be effective to display 3D data, factors such their cost, 

physical size, and more importantly their low precision, are among the drawbacks that 

limit their use in 3D modeling. As a result, modelers have to face the challenges of 

dealing with overcrowded and overlapping 3D data while using 2D output devices.  

Several input and output devices pertaining to interaction with virtual 3D worlds that 

address issues related to navigation and manipulation have been discussed in this 

chapter. These studies, however, have not focused specifically on 3D modeling tasks, 

and therefore have failed to address issues of navigation and manipulation which 3D 

modeler who use conventional polygonal modeling techniques with 2D input and 

output devices. This thesis aims to address this important shortfall in current research. 
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2.10 Summary 

This chapter has presented a summary of various 3D modeling techniques commonly 

used by 3D modeler, and has identified their strengths and weaknesses. This has 

highlighted the need to address the problems of navigation and manipulation in 

polygonal modeling environments. Addressing these problem however requires a 

better understanding of the underlying concepts of focus and context awareness. In 

the next chapter, these related issues of focus and context awareness in 3D modeling 

tasks will be discussed in detail.   
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 CHAPTER 3  

Focus and Context Awareness 

The previous chapter focused on 3D modeling, the techniques and devices used by 3D 

modelers, and the resulting difficulties faced by them when dealing with navigation 

and manipulation in a 3D environment using conventional 2D input and output 

devices. Two issues were identified in particular:  

¶ 3D modeling tasks often involve shaping processes where modelers work 

at a very detailed level (e.g. with polygons and key components), and 

¶ 3D modeling tasks require high precision input and output devices for 

navigation and manipulation purposes.  

This chapter presents a review of the related literature on existing methods and 

techniques that could be used to overcome some of the problem identified in the 

previous chapter. More specifically this chapter provides an overview of focus and 

context awareness issues and their implications for 3D modeling tasks.   

This chapter begins with a discussion of the three main components of focus and 

context awareness (Section 3.1 to 3.3). This is followed by a discussion of focus and 

context awareness as a whole (Section 3.4). Workspace awareness which is concerned 

with providing members of collaborative groups with an appropriate level of 

awareness when working in a shared workspace is briefly introduced in Section 3.5. 

This is followed by the most important section of this chapter (Section 3.6) which 

provides an in-depth review of the methods used for maintaining focus and context 

awareness in 2D and 3D environments. The chapter concludes with a discussion in 

Section 3.7 and a summary in Section 3.8. 

3.1 Focus 

In all environments, including the real world and 2D and 3D computer environments, 

focus normally refers to a specific object of interest that is visible among others. For 

example, on a 2D map, a road or city name can be the centre of focus, while it is 

surrounded by other information such as building signs, terrain, etc. Similarly in a 3D 

modeling environment, for example, model of the nose can be the focus of interest in 
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a 3D human model. In this case, the nose would not be on its own but would appear 

with other parts of the model.  

Nunnari and Simone (2004) define focus as a center of interest or activity, and note 

that focus is ñcharacterized by a high degree of user involvement to govern the flow 

of tasks, and is devoted to supporting users in accomplishing their individual or 

shared tasks". Thus, the success of a task is dependent on usersô ability to recognize 

their center of interest throughout the task (Kosara et al., 2002). They further explain 

that the usersô ability to isolate the center of interest from the rest of the non-focus 

area can increase their efficiency in performing their tasks.  

Daurish (2003) points out that focus is task oriented. This means that focus arises 

from undertaking the activity and the orientation and visibility of focus can be 

affected by the activity. In all environments, as stated earlier, any navigation and 

manipulation processes will interactively change the orientation and visibility of the 

focus. Daurish suggests that the ability to recognize the new information that is 

produced by the navigation and manipulation processes is useful for supporting users 

in accomplishing their tasks. 

In a 3D modeling environment, modelers may focus on the whole model that consists 

of several objects as one entity, on a single or group of objects out of many others, or 

on one unit or group of components. For example, in the 3D model of a car, the focus 

may be on a group of components that make up the steering wheel, the steering wheel 

as a single object, or the whole car. This suggests that the size of a focus area is not 

fixed but dependent on the object or objects of interest. 

Furthermore, in 3D modeling, the complexity of a model is often in proportion to its 

quality. A high quality model often consists of a large number of components, such as 

polygons and their key components. For this reason, focusing on the center of interest 

within the correspondingly dense data is not always a trivial task. Fogal and Kruger 

(2009) describe that in this type of data density and complexity, viewers will face 

some difficulty locating or recognizing their point of interest in the sea of data. This 

difficulty eventually degrades modelersô performance during their modeling tasks. 

It is, therefore, clear that the ability to identify the center of interest or activity is 

important in order to enable users to work effectively on their targeted point of 

interest. A high degree of user involvement in their activity requires them to instantly 
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recognize their center of interest whenever changes to the viewing orientation take 

place.  

3.2 Context 

Context, as a concept, is almost the opposite of focus. Context refers to information 

other than the object of interest that is visible within the viewable area. It often acts as 

supporting information to users while they are working on the area of focus. Context 

is generally perceived as the extra information, which is not directly relevant to most 

of the action being carried out on the point of interest. Context is generally referred to 

by users in an indirect and occasional manner. 

The Oxford dictionary defines context as interrelated conditions in which something 

exists or occurs. This means that context is the mutual relationship between the many 

conditions that exist in a given situation in which the activities or events occur, and 

often generate new knowledge to users. 

Schilit et al. (1994) note that context is more than just knowledge, because it often 

involves other things that are of interest to the user which may constantly change. 

Things that are of interest to the users refer to ñfocusò as discussed in the previous 

section. Therefore context and focus go hand in hand and are directly related to each 

other. 

Another description of context has been given by Schmidt et al. (1999) where they 

describe context as ñknowledge about the userôs and deviceôs state, including 

surroundings, situation, and to a lesser extent, location". In general, both of the 

descriptions by Schilit et al. and Schmidt et al. highlight that context is part of the 

information that is visible to the user. However, neither of them state how the 

information generated by context should be shown to users along with focus.  Nor do 

they explain how information that is not useful should be filtered out, and what the 

effect of doing so would be. 

Alternatively, Dey et al. (2001) define context as ñany information that can be used to 

characterize the situation of an entity". An entity is ña person, place or object that is 

considered relevant to the interaction between a user and an application, including the 

user and the application themselves". In relation to 3D modeling process, modelers 

are normally aware of the relationship between different pieces of information that are 
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visible within the viewing area. However, due to the limitations caused by the size of 

the display area on top of overlapping data of a 3D model, the relevant data are often 

subjected to trade-offs. For example, a 3D model of an engine can be relevant to the 

model of the car that a modeler is working on. However, the engine would be 

obstructed if it is placed inside the car, and the task of shaping it would become 

difficult. As a result, the model of the car in this case would be removed or hidden 

from the screen while the engine is being shaped. 

Daurish (2003) explains that context and activity go hand in hand, and argues that 

context arises from the navigation and manipulation activities. However, in certain 

conditions the context that arises from the activity being performed may not be 

relevant to it. Therefore, in this case, the un-relevant context is often hidden or 

removed. This situation can apply to 3D modeling where the processes of navigation 

and manipulation of the model often change the viewing orientation, resulting in a 

new context being produced. However due to the large amount of visible data, in 

some cases context may no longer be helpful to the task in progress. Instead, this 

context may actually become an obstacle to performing the current task. 

In a computer environment, Shankar (2006) defines context as ñany information 

regarding a userôs presence (or absence) in the vicinity of a computer". He further 

expands his definition by describing that the presence of context is created by the 

userôs activities. Based on these definitions, he introduces the term ñuser-contextò that 

can be divided into two categories: external and internal user-context. 

External user-context refers to the situation ñwhere computer senses from the external 

environmentò (Shankar 2006). This external environment includes the movements of 

the user in the immediate vicinity of the computer and the presence or absence of 

speech. In general, this type of context is not relevant to a 3D modeling environment. 

In 3D modeling, modelers often rely on the information that is shown to them on a 

computer, and as such, do not rely on external information. 

Internal user-context, on the other hand, is defined as ñany information that a 

computer senses from its internal environment that generally relates to keyboard 

activity, mouse usage and the activity of different processes within a user's computerò.  

This second category is very much in line with the activities that take place during 3D 

modeling tasks. In these tasks, context is interactively built based on navigation and 
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manipulation of objects that are in the 3D computer environment.  

3.3 Awareness 

In the real physical world and the computer environments, awareness can be 

described as self consciousness or knowledge gained from the activities that take 

place around us. Awareness exists conceptually and is interactively created as a result 

of userôs consciousness of the ever-changing context. However, in some situations 

awareness is referred to as the ability of the computer device to react according to 

context, such as the time and location where the device is being operated. This is 

generally known as ñcontext-awarenessò, and since it is not relevant to the topic of 

this thesis, it will not be covered here.  

The term óawarenessô often appears in literatures related to Computer Supported 

Cooperative Work (CSCW). A well-known definition in relation to awareness in 

CSCW has been given by Dourish and Bellotti (1992). They define awareness as an 

understanding of the activities of others, which provides a context for individual 

activities of the participants in a cooperative type of work. In this type of work 

environment, awareness of other collaboratorsô contributions to the groupôs activity 

plays an important role in supporting the shared group work. Clearly without such 

awareness there wonôt be an actual joint work, but an incoherent set of isolated pieces 

of work.  

Another definition of awareness has been given by Endsley  (1995) who defines it as 

information which is task-relevant and is created during the interaction between user 

and the computer environment by using some form of an input device. This task-

relevant information usually changes during the interaction and it is used by the user 

to know what is going on. This definition can be applied to both CSCW and non-

CSCW types of work. 

Abowd et al. (1999) includes the term ócontextô as a part of the definition where 

ócontext-awarenessô is described as ñthe use of context to provide task-relevant 

information and/or services to a user". However, the task-relevant information 

provided by the context is not always useful. Thus, users need to know and to decide 

on the relevancy of the information.  

Correa and Marsic (2003) discuss that awareness can be divided into two groups: 
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explicit or implicit. An example of explicit awareness is where a question is asked of 

someone and the response helps in creating awareness. Implicit awareness, on the 

other hand, is where a conclusion is made by gathering information from the 

surroundings. The information can be in terms of sound, image or any other sources 

that can be detected by human senses such as touch, smell, and taste.  

3.4 Focus and Context Awareness 

The issues related to focus and context awareness are also important and have been 

investigated by a number of researchers. Yeh and Wickens (2001) conducted an 

experiment that determined how focus and context can be used to create user 

awareness. In a map reading experiment, the participants were asked to answers 

questions about information displayed to them. Participants were initially asked to 

answer questions with less visible information (i.e. context) being displayed. In this 

experiment, participants were able to view the context whenever necessary. 

The results showed that participants often re-displayed or turned on the hidden 

information, even though it was not directly related to the tasks they were performing. 

The study also demonstrated that the participants felt less comfortable when less 

information was displayed, and this affected the participantsô ability to give correct 

answers. This finding indicates that a better awareness can be established when both 

object of interest (i.e. focus) and context are visible. However, problems that can be 

caused by showing unrelated information were not investigated in this experiment.  

Another comprehensive study of focus and context awareness was carried out by 

Khedr (2004). Khedr mentions that, in relation to focus and context awareness, the 

awareness created from task-relevant information is helpful and universally needed 

when it has certain qualities. He further characterizes the quality of awareness into 

two groups, which he calls "relevancy" and "information overload". Relevancy is 

described as ñthe timeliness and the availability of informationò, which determines the 

usefulness of the information.  The information is not useful when it is not related to 

the activity, or when it is related but arrives too late to be of any effect.  

In relation to 3D modeling tasks, these two types of information generally exist. 

Information which is far from the center of interest is often not useful. For example, 

when a modeler is shaping the model of an eye, information such as a remote part of 

the model (e.g. hand or a leg) may not be relevant at all, and can be ignored. 
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Information that is related, but arrives too late, may also occur while performing 

modeling tasks, for instance when a related object is hidden or obstructed by others. 

Regarding the second type of awareness, Khedr explains that information overload 

refers to a situation where there is too much information, which can be ña hindrance 

as well since not all of it may be necessary, and the overhead of processing the inputs 

may be detrimental to other necessary activities and may cause unnecessary 

distraction".  

In 3D modeling tasks, the amount of information increases as the complexity of the 

model increases and some of the increased information can in turn cause distraction. 

To overcome this problem, some of the information can be temporarily hidden or 

removed using various tools provided by modeling software. 

3.5 Workspace Awareness 

Another form of awareness, considered important in CSCW literature, is workspace 

awareness (Greenberg et al., 1996). Workspace awareness is concerned with 

providing members of collaborative groups with an appropriate level of awareness 

when working in a shared workspace. This awareness is often related to usersô ability 

to know the identity of the group members, their location, and what they are doing 

when they are working in different areas of the workspace.  

Gutwin et al. (1996) note that workspace awareness should cover not only the  

knowledge of other group membersô interactions with the workspace but also  include 

the knowledge of the state of the workspace and its artifacts, as well as the 

individualôs  own actions in the shared workspace. Furthermore they highlight that the 

ñawareness information must be easily interpretable regardless of where it is 

presented". This suggests that awareness can be established not only when interacting 

with other group members in a real physical world but also in a computer 

environment. 

To date, the focus of the research on workspace awareness has been on providing 

useful information for collaborators to coordinate their actions, to anticipate othersô 

actions, and to find opportunities to assist one another (Gutwin and Greenberg, 1998). 

This type of workspace awareness information not only helps collaborators to 

anticipate and avoid conflicting actions, but also assists them to rapidly detect and 
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repair conflicts when they do occur. This is achieved by maintaining awareness which 

requires knowledge about where people are working, what they are doing, and what 

they might do next.  

It is therefore clear that workspace awareness is generally about issues related to 

group membersô ability to know what other members are doing within the shared 

workspace.  As such, this concept is not directly relevant to this thesis and will not be 

discussed further.  

3.6 Current Methods of Maintaining Focus and Context Awareness  

In a computer environment, the tasks and scenarios that give rise to the problem of 

maintaining focus and context awareness are varied, and such problem occur in both 

2D and 3D settings. Most of the techniques developed to deal with issues related to 

focus and context awareness have been designed for a specific task or specific 

environment, and as such may not be effective in other environments or for other 

tasks. For example, a particular technique designed to help users to maintain their 

focus and context awareness when looking at 2D maps may not necessarily be useful 

for viewing 3D models.  

However, the fundamental principle behind all of these techniques is the same in that 

they aim to balance providing enough detailed information about focus of interest 

while still maintaining information about the context in which the focus exists. In 

order for a user to successfully explore and navigate a large information space, it is 

necessary for the techniques to strive to provide both local detail and global context 

that allow the user to focus in on particular items of interest and understand how those 

items fit into the hierarchy as a whole (Furnas 1986, Leung and Apperly 1994, and 

Bartram et al., 1995).  

Focus and context awareness techniques can be divided into two categories, those for 

2D environments and those for 3D environments. These will be discussed in the next 

few sections. 

3.6.1 2D Environments 

Even though information in 2D environments is represented only along the X and Y 

axes, some times a large amount of overcrowded information is displayed in a 2D 

surface. For example, a 2D city map may contain a considerable amount of 
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information. This overcrowded information can cause some difficulties to users when 

trying to relate what they are focusing on against the other information being 

displayed to them. In relation to these difficulties, Bederson and Hollan (1994) state 

that one challenge in viewing any large information space is maintaining a sense of 

the relationship between what users are looking at and where it is with respect to the 

rest of the information. The ability to know the relationship between information of 

interest with others has also been highlighted by Farrand (1973), who identifies that 

"an effective transformation must somehow maintain global awareness while 

providing detail". 

A number of techniques have therefore been developed to support focus and context 

awareness in 2D spaces. The use of each of these technique is dependent on a number 

of factors, such as the type of information being displayed, the nature and level of 

difficulty to understand the visible information, the tasks being performed (e.g. visual 

search, browsing, and comparing), and the fraction of screen real-estate allocated to 

context and focus regions (Nekrasovki, 2006).  

In the following sections, a number of techniques which can be used to provide focus 

and context awareness in 2D environments will be discussed. 

3.6.1.1 Zooming 

Zooming is a technique which is used for changing the scale of the detail area by 

using an input device. It is applicable to both non-computer and the computer-based 

environments. In a non-computer environment, this technique is employed for 

example in conventional photographic cameras and binoculars to increase the clarity 

of the objects of interest being viewed. In a computer environment, zooming is 

generally used for detailed viewing of graphical information on a 2D display device. 

It enables users to change the scale at which the graphical information on the region 

of interest is viewed at a greater or lesser level of detail. Viewing in greater detail 

reduces the area of interest being displayed, while viewing in lesser detail increases 

the area of context being displayed. 

The Oxford dictionary defines zooming as a technique for ñchanging smoothly from a 

long shot to a close-up or vice versa". However, Hornbaek et al. (2002) point out that 

zooming is not always a smooth process, but rather the smoothness of the zooming is 

dependent on the technique being used. For instance in a jump zooming technique, the 
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change in scale occurs instantly, without a smooth transition. Hornbaek et al. (2002) 

and Bederson and Hollan (1994) claim that this type of technique can be disorienting, 

and may not provide the most effective support for the cognitive and perceptual 

processing required for understanding the interactive information created during the 

zooming process. In contrast to this, in animated zooming the transition from the old 

to the new scale is smooth, and therefore more useful to users (Bederson and Hollan 

1994, and Pook et al. 2000) 

Zooming can be carried out in two different directions, zooming in and out. Zooming 

in increases the apparent size of objects of interest, and decreases at the same rate 

when zooming out. In other words, zooming in is the process of virtually enlarging 

the parts of interest, whereas zooming out reverses the effect. The zooming technique 

is widely used when there is only one window per display area (Hornbaek et al., 

2002).  

In an attempt to improve the process of zooming, Igarashi and Hinkley (2000) have 

proposed speed-dependent automatic zooming, where zooming level is automatically 

varied depending on the scroll rate. This technique allows zooming out when the 2D 

space is scrolled quickly, while scrolling slowly or remaining stationary causes 

zooming in. In an experiment using this speed-dependent automatic zooming, 

participants were asked to carry out map browsing tasks. Findings from this 

experiment showed that using speed-dependent automatic zooming the task efficiency 

remained the same or got slightly worse than when using traditional scrolling methods 

of zooming.  

In another study conducted by Pook et al. (2000), they noticed that zooming was 

difficult to use on large information spaces because zooming does not provide 

sufficient context information. They observed that when zooming, even after a short 

period of time, users no longer know where they are in the information space, nor 

where they can find the information they are looking for. A similar problem is also 

mentioned by Cockburn and Savage (2003) who noted that zooming in on the objects 

being displayed can cause the areas outside the selected region of interest to move off-

screen, and this temporal separation of zooming demands assimilation between pre- 

and post-zoom states. In their evaluations, Cockburn and Savage conclude that 

zooming causes the abrupt transitions between discrete zooming levels, requiring 
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users to re-orient themselves after each zooming action.   

In summary zooming technique trades-off between the visibility of the focus of 

interest and the overview of the context. This means that maintaining focus and 

context awareness can be difficult when using a zooming technique. 

3.6.1.2 Fisheye View 

Fisheye view is another technique developed to support users in maintaining their 

focus and context awareness in 2D spaces (Furnas et al., 1995). In this technique, only 

the region of interest is enlarged while the area outside the region of interest remains 

without any magnification. A Degree of Interest (DOI) function is employed to assign 

a value to each location in the viewing space area. This value represents the relative 

interest in that location based on the currently selected location being viewed in detail. 

Fish-eye view provides a balance between detail at the focus of the userôs attention 

and context at a global level. At points further away from the userôs centre of 

attention, the level of detail decreases, with only important features of the context 

being evident (Schaffer et al., 1996). The changes between the centre of attention and 

the surrounding area are managed dynamically. 

Compared to zooming, this technique is different in that it offers guaranteed visibility, 

a property which ensures that the region of interest remains visible independent of 

userôs navigation actions (Munzner et al., 2003). The Fisheye technique allows the 

user to view a large region at once, while revealing low-level details in the single area 

of focus. However, in this technique image of the region being viewed is distorted to 

display parts of the region in great detail while also showing the context that contains 

the area of focus. Figure 3.1 shows an example of fisheye technique. The left figure 

shows the original 3D model of a head prior to the fisheye technique being used. The 

two other figures (middle and right) show two areas of the model being ñfisheyedò, 

where the two areas (mouth, and nose and eyes) are enlarged while the scale for the 

rest of the model remains unchanged. These three figures also illustrate a property of 

guaranteed visibility where both focus and context remain visible all the time. 
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Figure 3.1: Effect of fisheye technique on a 3D model 

Schaffer et al. (1996) have used the fisheye technique to conduct an experiment to 

compare its effectiveness against conventional zooming technique for diagnosing a 

fault in a power distribution network. The outcome of this experiment demonstrated 

that fish-eye view enabled users to find the faults much faster than when using the 

zooming technique.  

Another experiment comparing the efficiency of the fisheye technique with 

conventional zooming was conducted by Gutwin and Fedak (2004). In this 

experiment participants were asked to create a presentation document and add objects 

to presentation slides, which required them to find and select icons and menus, draw 

shapes, select data objects on slides, etc. The findings showed that the fisheye 

technique outperformed the zooming technique in most of the cases of the study. 

Gutwin and Fedak claim that switching back and forth between the overview and the 

zoomed-in view incurs costs that are not present in the use of the fisheye technique. 

The more switching that is required, the more time will be needed by the zoom 

technique. As a result, fisheye was found to be more efficient than zooming. 

Although these research suggest that the fisheye technique generally performs better 

than the zooming technique, Mackinlay et al. (1991) point out that the fisheye 

technique, which uses Degree of Interest functions and a threshold to determine the 

contents of the display, often causes the visualization to have gaps between the focus 

and context areas that might be confusing to the viewers. Furthermore, they explain 

that ñthe desired destination might be in one of the gaps, or the transition from one 

view to another might be confusing as familiar parts of the visualization suddenly 

disappear into gaps". Similarly, Baudisch et al. (2002) discuss how the fisheye 

technique introduces distortions and makes it difficult for viewers to integrate all the 
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information being presented into a single mental model.  

Gutwin (2002) has identified another weakness of the fisheye technique whereby the 

distortion effect caused by non-linear magnification makes certain interactions more 

difficult. This can for example cause overshoot when attempting to select a target or 

focus point. 

3.6.1.3 Bifocal Display 

The Bifocal Display is an information presentation technique where the supporting 

information or items are compressed uniformly (Spence and Apperley, 1982). This 

technique enables a large data space to be viewed as a whole, while simultaneously a 

portion is seen in full detail. It has some similarity to the fisheye technique in that the 

detailed area is seen in the context of the overview. However, the Bifocal Display 

aims to preserve the continuity across the boundaries between the area of focus and 

context.  

A well-known use of the Bifocal Display technique is in the stretchable dock of 

application icons associated with the Mac OS X (Modine 2008) operating system.  

Figures 3.2 shows an example of this technique being used, where the sizes of the 

icons are different depending on their distance from the icon of interest. 

 

 
Figure 3.2: Icon of interest is on Safari (above) and Skype (below) 

Although Bifocal Display provides spatial continuity between the focus and context 

regions (Spense and Apperley, 2011), Mackinlay et al. (1991) discuss the fact that it 

does not integrate detail and context completely smoothly or intuitively. As a result, 

the relationship between these two regions may not be obvious. They also note that in 

this technique, when the focus moves, items suddenly expand or shrink, which may be 

confusing to the viewer. A similar concern has been mentioned by Leung and 

javascript:showOrHideModalWindow('inlineCitationWindow_Modine2008');displayInlineCitationAuthors(104893,117834);
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Apperley (1994). They observed that there is a discontinuity of magnification at the 

boundary between the detailed and context views which distorts the view. This 

distortion can reduce the smoothness of continuity across the boundaries. Similarly, 

Smith (1997) states that because of the magnification discontinuity between the focal 

and context regions, ñas items move from one to another or from being the context to 

the focal region, the item can suddenly expand which may surprise the user and 

require some time to mentally absorbò the changes. 

3.6.1.4 Perspective Wall 

The Perspective Wall technique by Mackinlay et al. (1991) is a conceptual descendent 

of the Bifocal Display. In this technique, a 2D surface is folded to create a 3D 

perspective view. Similar to Bifocal Display, it consists of two side panels which 

show a distorted view of the out-of-focus regions. The two side panels used for 

displaying the context are shaded to enhance the perspective effect. Perspective Wall 

attempts to smoothly integrate detailed (focus) and context view to enable users to 

visualize linear information. A representation of the Perspective Wall is shown in 

Figure 3.3. 

 
Figure 3.3: A representation of the Perspective Wall 

The main distinction between this technique and the Bifocal Display is that in the 

Perspective Wall the context region is zoomed out at an increasing rate, in comparison 

with the constant demagnification of the Bifocal Display. In addition to this, the view 

generated by the Perspective Wall is dependent on a larger number of parameters, 

including the length of the wall, the width of the viewport, the angle and size of the 

central focus region, etc. Therefore the information displayed to the viewers can be 

reduced directly proportional to their distance from the focus region, which provides 

smoother transition when moving the area from the context to the focus region. 

Fiers et al. (2005) report on their use of the Perspective Walls for viewing DNA data 
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in their medical lab. They note that the Perspective Walls provides an effective 

technique for realizing the relationship between context of a substantially larger area 

and the current area of interest. This observation is not, however, based on any 

empirical comparison between Perspective Wall and other techniques such as Bifocal 

Display or conventional zooming. 

3.6.1.5 Multiple Windows on a Single Display 

The previous techniques discussed above have been developed to utilize a single 

window for display of information. It is, however, possible to have several windows 

each displaying different views of the space being viewed. 

The most common setup used with multiple windows is to use one of the windows to 

provide an overview that shows the entire data space in miniature, and one or more 

windows to give detailed views showing portions of the data space at other sizes 

(Gutwin and Fedak 2004). In this case, the miniature provides the overall context of 

information while the detail view represents the focus area. This combination of 

views that uses a spatial separation between focused and contextual views is often 

called an overview+detail interface (Plaisant et al. 1995). Categorically, fisheye, 

Bifocal Display and Perspective Wall are in focus+context group, where focus is 

displayed within the context (Cockburn et al., 2008). 

An example of multiple windows setup where a detailed map is being displayed is 

shown in Figure 3.4. In this example, the top left window provides an overview of the 

map of Hamilton city area in a smaller scale, while larger images of the map at 

different scales are shown in the other three windows.  

 
Figure 3.4: Multiple windows on a single display 

Several studies have been conducted to compare the effectiveness of multiple 
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windows against other techniques such as zooming, fisheye, etc. In a study by 

Hornbaek et al. (2002) participants were asked to locate objects on a map shown to 

them. This study which compared multiple windows and zooming techniques showed 

that 80% of the participants preferred multiple windows. They stated that the 

overview shown in one of the windows supported navigation and helped viewer to 

keep track of their position on the map. However, the study also showed that 

switching between the focus and context windows required mental effort and this 

assimilation process hindered interaction and caused the participants to take a longer 

time to complete their tasks. 

Another related study (Plumlee and Ware, 2006) compared the use of  multiple 

windows with the zooming technique for a multi-scale pattern matching task. The 

findings of this study showed that when a large number of items per set were used, 

participants were able to complete their jobs faster using multiple windows. They also 

observed that when using multiple windows the study participants made more visits 

back and forth between pattern locations, but they made fewer errors than when using 

the zooming technique.  

A more comprehensive study by Cockburn et al. (2008) investigated issues related to 

focus and context interfaces to identify effectiveness of different viewing techniques. 

The study included three categories of techniques. The first category, called 

overview+detail, included multiple windows technique which uses a spatial separation 

between focused and contextual views. The second category included techniques that 

use a temporal separation between focus and context, for example zooming. The third 

category, called focus+context, included techniques such as the fisheye and 

Perspective Wall which minimize the seam between views by displaying the focus 

within the context. Findings from this study showed that none of these approaches is 

ideal for maintaining focus and context awareness. This is because spatial separation 

between views require users to assimilate the relationship between the concurrent 

views of focus and context information.  

3.6.1.6 Radar View  

The Radar View is another technique aimed at improving usersô ability to maintain 

focus and context awareness in 2D spaces. This technique provides an overview of the 

entire data space in miniature with radar in it, while a focus region is displayed at 
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different size by using the zooming technique. The Radar View can be implemented 

on a single or multiple windows. Figure 3.5 shows the Radar View technique using a 

single window, where the region of interest is represented by the rectangle drawn on 

the miniature view of the map, while the focus area is enlarged using the zooming 

technique. 

 
Figure 3.5: The Radar View with both the radar and zoom in the same window 

Figure 3.6 illustrates an example of the Radar View using two windows. A rectangle 

radar region is shown on the left window to indicate the region of interest, defining 

the focus area displayed on the right window.   

 
Figure 3.6: The Radar View using two windows 

The Radar View technique can be used in a single user or multiple users work setting. 

Gutwin et al. (1996) and Schafer and Bowman (2003) claim that this technique is 

useful in CSCW environments where it provides group awareness by allowing the 

users to see the location and activities of the group members regardless of where they 

are in the shared workspace.  
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Schafer and Bowman (2003) have conducted an empirical study to compare the Radar 

View and fisheye techniques. In this study, participants were asked to work together 

in pairs to position traffic lights and road signs on a city map based on a set of criteria 

given to them. The results of the study however indicated that there was no significant 

difference between the two techniques. The participants did not find either of 

techniques easier than the other for collaboration, and they did not prefer one 

technique to the other. 

Despite the claims that the Radar View provides support for maintaining workspace 

awareness (Gutwin et al, 1996), Greenberg et al. (1996) point out that the Radar View 

has its limitations where a physical and contextual gap between the focus area and the 

global context causes users to make abrupt contextual shifts back and forth between 

them. They describe further that when using this technique, users often need to 

mentally integrate the information from the windows in order to match their detailed 

view with the radar area in the overview.  

3.6.1.7 Multiple Displays Setup 

Multiple displays setup is where more than one physical display is used to show the 

2D information space. The physical displays used in this case can be organized in a 

number of ways to include multiple monitors, a combination of a projector and a 

monitor, a combination of multiple projectors, etc. In this type of setup, one of the 

displays may be used for viewing the region of interest (i.e. focus) while the others 

show the context or the overview of the 2D information space. This setup is similar to 

multiple windows except that in multiple displays, the physical 2D space available is 

larger. There is also a physical separation between different displays being used. 

A number of studies have found that users' productivity increases when they use 

multiple displays setups. For instance, in a study conducted by Norton (2003) the 

number of lines of code generated and defect levels were measured with an in-house 

bug- tracking system.  The study demonstrated that the use of multiple displays 

increased the productivity in terms of the line of code generated per day by 10%, and 

defect levels decreased by 26%.  

The same pattern was shown in a study commissioned by the Nippon Electric 

Company (Manjoo, 2009). In this study, office workers were asked to perform several 

common tasks using various display configurations. The results showed that people 
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who used two 20-inch computer monitors were 44% more productive at certain text-

editing operations than people using a single 18-inch monitor. 

However due to the physical setup, multiple displays often take up a lot of desk space. 

In addition Cox et al. (1998) note that physical separation between the displays 

creates another problem in that the overview is normally neglected. The same 

observation is made by Grudin (2000) who claims that the constraint with multiple 

displays is caused by the fact that displays do not connect seamlessly. The monitor 

bezels or cases separate surfaces when the content of a window straddles across  

multiple displays. Grudin also mentions that this separation causes users to treat 

multiple displays as a non-continuous space.  

3.6.1.8 Resolution Contrast Display Setup 

In a resolution contrast display setup two types of displays with different viewing 

resolution are used in combination. Even though this setup involves displays of 

different resolutions, it is however designed to preserves the scaling of the geometries 

of images, including their ratio and lengths in the image.  

Baudisch et al. (2001, 2002) have conducted an experiment using a wall-sized low-

resolution display with an embedded high-resolution display region. In this 

experiment participants were asked to refer to the two display screens to extract 

information from a large static map. They had to perform two tasks: task one was to 

find the shortest path between marked locations on a map of London, and task two 

was to verify connections on a circuit board. The goal of this study was to determine 

the usefulness of this setup against multiple windows and the conventional zooming 

technique. Findings from the experiment showed that the participants took 39% 

longer when using the conventional zooming technique. When comparing this setup 

with the multiple windows technique, it was discovered that the participants took 27% 

longer when using multiple windows to complete the task. 

It should however be noted that this type of setup may suffer from the same problem 

of physical separation that other multiple displays setups suffer from. 

3.6.1.9 Alpha Blending 

In a standard display environment, users may open multiple windows which could be 

overlapping, or placed side-by-side. This causes the information of the background 
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window in an overlapping case to be hidden from the viewer. As a result, users need 

to either physically switch between windows when they are overlapping in order to 

see the information on different window or visually switch between windows that are 

visible side-by-side. The Alpha Blending is a technique designed to solve these types 

of problem. The Alpha Blending technique adopts the concept of semitransparent 

layers that can be superimposed to allow the contents of the windows to be viewed 

simultaneously on top of each other in the same window. This reduces the need to 

switch back and forth between windows, especially overlapping windows which 

occlude each other (Harrison et al., 1995). Figure 3.7 shows jet fighters using this 

Alpha Blending technique, in which the contents of the windows can be viewed 

simultaneously in a single window. 

 
Figure 3.7: A 3D Model of jet fighters is shown using the Alpha Blending technique 

The method employed in Alpha Blending has evolved since it was developed by 

Porter and Duff (1984). In the original version of Alpha Blending, the overlapping 

information blended by computing a weighted sum of pixel colors of the front and 

background windows. This computation generates new colors that allow content from 

the overlapping windows to remain visible to the viewer.  

This type of blending has some limitations, because it often causes all the colors to get 

diluted by the respective contribution of the overlapping pixels (Gutwin, 2004). In 

addition, original Alpha Blending is subject to interference effects which can 

consequently cause visual ambiguity (Gutwin, 2004). Because of this visual 

ambiguity, users tend to have some difficulties in making a correct judgment on the 

actual location of the information being viewed (i.e. in which layer the information 

exists).  
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Due to these limitations, Baudish and Gutwin (2004) have introduced an improved 

version of the Alpha Blending, called multi blending. Multi blending blends the 

individual colors, texture features, and windows separately, using a range of image 

processing techniques. As a result, it provides higher visibility to the features most 

relevant to the userôs task at hand. At the same time, it also better preserve the 

visibility of both the background and foreground windows. Baudish and Gutwin have 

conducted an experiment to compare the usability of the original Alpha Blending and 

multi blending. In this experiment, participants were given the task of clicking on 

matching icons displayed on the screen as quickly as possible. Findings from the 

experiment showed that multi blending performed significantly better than the Alpha 

Blending. However, Baudish and Gutwin point out that multi blending is 

computationally more expensive.  

3.6.1.10 Multi Layer Display (MLD)  

As mentioned above, Alpha Blending and its variations have the problem of making it 

difficult for users to separate information present in different layers. Multi Layer 

Display (see Chapter 2) can be seen as an extension to the Alpha Blending technique 

using a hardware setup which physically separates the information layers. This 

separation not only enables the contents of multiple windows to be viewed 

simultaneously but also provides a physical gap between them. MLD  seems to offer a 

sense of depth perspective which does not exist in the Alpha Blending technique.   

In MLD, there are two factors that contribute to improving the visibility of 

information shown on both layers. The first factor is the color combination of the two 

layers, as described in Chapter 2. Bishop (2006) identifies that MLD works best when 

the background of both layers are set to white, to ensure that their colors would not 

interfere with the each other.  

The second factor is the level of transparency between the two layers (Wong et al., 

2005). Wong et al. have conducted an experiment to determine the level of 

transparency that works best between the front and rear LCD layers. In this 

experiment, participants are asked to read texts shown on the rear LCD layer with the 

transparency of the front LCD layer set to 0, 30 and 70 percents. Participants' 

performance was compared with reading on a conventional 2D display. The findings 

of the study suggest that the participants performance was poor at the transparency 
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level of 0% and 30%. At the 70% transparency, however, their performance was at 

the similar levels to reading on a conventional 2D display. 

It is possible to use the two layers of MLD to provide focus and context information 

in a manner similar to Alpha Blending. Masoodian et al. (2004) have developed an 

application called DeepDocument which attempt to provide focus and context 

awareness environment for editing Microsoft Word Ê documents. It presents the 

main document page view on the front layer of MLD while the overview of the entire 

document is displayed on the rear layer. The system attempts to use the physical 

separation of the layers to allow users to work on the main document at the page level 

while looking at its overview. The transparency of the front layer supported by the 

MLD makes the task of viewing the overview of the document on the back layer 

possible. There is no empirical study of this system to demonstrate its effectiveness. 

Hayes at el. (2006) have however, compared the usability of a conventional 2D 

display and MLD in relation to decision making process. In this study participants 

were asked to make decisions on dispatching ambulances to accident incidents based 

on the location of the accident and its severity. A 2D map was displayed in both 

display setups during the experiment. In the MLD setup, the street map was shown on 

the front layer while the ambulance stations were displayed on the rear layer. The 

findings of the study showed that participants made better decisions when using MLD 

compared to those made while using a conventional 2D display. 

There is, therefore, some evidence that MLD enables users to maintain their focus and 

context awareness. This, however, needs to be investigated further and will be 

discussed later in this chapter.   

3.6.2 3D Environments 

3D information often tends to be more complex than 2D information. The existence of 

the depth factor in 3D spaces can lead to overlapping data. This is particularly true of 

3D models, as discussed in Chapter 2. Various techniques have been developed 

specifically for dealing with issues of focus and context awareness in 3D 

environments. These will be discussed in the next few sections. 

3.6.2.1 Zooming 

The zooming technique is applicable to both 2D and 3D environments. In a 3D 
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environment, similar concepts to the 2D environment are applied where the zooming 

technique will scale up or down the visibility of the objectsô characteristics.  

Figure 3.8 illustrates an example of using the zooming technique for viewing a 3D 

model. In Figure 3.8 (left), three objects appear in the viewport prior to zooming in. 

At a certain stage during the zooming in process, the model of the cone is scaled up to 

a level where two of the objects in the model disappear from the viewport. This 

causes a zooming problem similar to that described in 2D environments, where the 

zooming in causes the areas outside the region of interest to move off-screen. This 

visual separation requires users to re-orient themselves after each zooming action.   

 
Figure 3.8: (left) 3D Model prior to zooming in where three objects of the model are visible. (right) Shows 

the model after it is zoomed in where the other two objects are no longer visible 

3.6.2.2 Multiple V iewports 

The technique of using multiple viewports in 3D environments is also similar to the 

use of multiple windows in a 2D environment, where the display area is divided into a 

number of sub-areas. Using multiple viewports in a 3D environment has its own 

advantages and disadvantages. The key advantage of using multiple viewports is that 

it makes it possible to see different views of a 3D model in each of the viewports. By 

combining various information available from different viewports, it is then possible 

to them get an understanding of the relationship between different parts of the model 

to create a sense of context while viewing details of parts of the model in one of the 

viewports. 

The disadvantages of this technique are that it causes the working area in each 

viewport to become smaller, and the separation of information into multiple viewports 

causes information discontinuity which requires the user to constantly switch between 
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the detail and overview viewports (Hornbaek et al., 2002). Both these problems are 

similar to those discussed in relation to multiple windows in 2D environments. 

3.6.2.3 Object and Component Editing Modes 

Most 3D modeling environments provide two different modes of editing models: 

object and component modes. In the object editing mode, the manipulation process 

affects the entire part of the selected object, while in the component editing mode, 

manipulation can be applied to the individual components (i.e. vertex, edge, and face) 

of the selected object. Besides their intended use for editing the model, these modes 

can also be used for helping modelers to realize the orientation of a model being 

displayed. In other words, they can help users to maintain their focus and context 

awareness when viewing 3D models. 

 
Figure 3.9: (left) Model  in component edit mode, and (right) model in object editing mode 

For example, the 3D model of a human head shown in Figure 3.9 (left) is in the 

component editing mode. However, due to the large number of overlapping vertices, 

edges, etc., the actual orientation of the model cannot be detected easily. In order to 

determine the orientation of this model the display mode can be changed to the object 

editing mode as shown in Figure 3.9 (right), making the orientation of the model 

clearly visible. However, this switching process between the two modes is likely to 

cause the viewers to lose their focus of the individual component of interest. 

3.6.2.4 Hiding and Un-hiding 

Another technique commonly available in 3D modeling environments is to allow 

selected object(s) of a model to be hidden or revealed. The hiding technique is often 

used when the object of interest is blocked by other objects or when the targeted 

object is overlapping with others. Un-hiding on the other hand is used for revealing a 
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hidden object. For instance, the model shown in Figure 3.10 (left) consists of three 

objects: the body, skeleton, and the heart which are overlapping each other. In this 

case, focusing on and modifying the skeleton for instance would be difficult. It is 

however possible to hide all other object, except the skeleton, to produce the result 

shown in Figure 3.10 (right), making it easier to work on the skeleton. 

 
Figure 3.10: (left) Before hiding technique is applied to the model, and (right) after hiding technique is 

applied 

While this hiding technique is able to reduce the clutter, it in turn creates another 

problem. To illustrate, consider scenario which requires the user to increase the size 

of the skeleton based on the dimensions of the human body while the visibility of the 

skeleton is obscured by other components of the model. One of the choices available 

to the modeler is to hide all other components (i.e. the human body and heart). The 

advantage of doing this is that the skeleton can now be seen easily. However, due to 

the missing context (i.e. the human body), the enlarged skeleton may accidentally 

increase beyond the size of the body.  

Without the visibility of the context, users are faced with either the cognitive 

challenge of remembering context whilst working on detail, or having to reactivate it 

when the situation arises (Masoodian, et al., 2004). In many instances, users are 

required to remember or visualize their context while working on any specific 

attribute of data.  So without the concurrent visibility of both focus and context, users 

may not be aware that enhancements made to an object of focus might go against the 

limitation set by the context. 
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3.6.2.5 Back Surface Removal 

The back surface removal is similar to the hiding technique in that it allows hiding 

certain parts of the 3D model. However, in most 3D modeling environments the back 

surface removal can only be used in the component edit mode. This technique is used 

to hide or reveal the components of the model (i.e. vertices, edges, and faces) by 

determining which lines or surfaces are visible from specific viewing point 

(Humphrey, 2004).  

 
Figure 3.11: (left) Hidden surface removal function is off, and (right) hidden surface removal is on 

Figure 3.11 (left) shows the 3D model of a car with all its surfaces visible, while 

Figure 3.11 (right) illustrates the same model with back surface removed from 

viewing. Although this technique can reduce cluttering of data caused by 

overcrowded information, it also can remove the overall perspective of a 3D model. 

In the component edit mode, without the back surface removal, the components of the 

near and back faces of a 3D model are always visible to viewer. Naturally, this 

situation causes some challenges for a modeler when performing editing activities 

such as picking, extruding, etc. In the case that the point of interest is located on the 

near side of the model, the back surface removal technique is useful for removing the 

components of the other side of the model. By doing so, the modeler can avoid the 

distraction caused by components of the back faces. However, in other modeling 

scenarios, shaping processes may involve both side of the model, in which, this 

technique may not very useful as it would cause some of the point of interest to 

disappear from the view.   
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3.6.2.6 Magic Lens 

Another technique that was developed specifically for dealing with issues of focus 

and context awareness in the 3D world is called the Magic Lens (Looser, 2007). 

Magic Lenses are 2D interface components that provide alternative representations of 

viewed objects that can be used to provide focus and context - especially when 

visualizing layered information. In a study Looser  asked participants to select and 

manipulate a 3D object. It was found that users strongly preferred the lens-based 

interaction technique to other methods, largely because it reduced the effort of 

interaction. However, no comparative study has been conducted to determine its 

effectiveness in terms of visualizing tiny objects such as edges, faces, and vertices. 

3.7 Discussion 

In previous sections, a number of techniques developed to solve some of the problems 

associated with focus and context awareness have been discussed.  Although many of 

these techniques are commonly used in 2D environments, their use in 3D 

environments, for instance in 3D modeling tasks is rather limited. These limitations 

can be grouped into four key areas which are categorized according to each 

techniqueôs functionalities, as follows: 

¶ Distortion-based 

¶ Multiple windows or multiple viewports 

¶ Hide and reveal technique. 

¶ Overlays (Alpha Blending and MLD) 

In the following sections the reasons for the limited use of these techniques in 3D 

modeling tasks are discussed. 

3.7.1 Distortion-based 

Distortion-based techniques are those that alter the original scale and proportions of 

the information being displayed. The techniques that belong to this category are 

zooming, Fisheye view, Bifocal Display, Perspective Wall, and Radar view. In the 

zooming technique, the entire information space being displayed is scaled up or down 

uniformly, whereas the other techniques apply different scales to different regions 

being displayed. 

When performing 3D modeling tasks, modelers need to reshape objects, which 
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requires their precise viewing and gauging of the scale. Thus, modelers need to know 

the exact proportions and distances between the objects or components of the 3D 

model involved. For example, the task of scaling up the 3D model of a windscreen of 

a car requires the same scale to be applied to both the windscreen and car. This visible 

information is used by modelers to make a correct judgment in terms of size and 

placement. So, in the case where objects are displayed using different scales, 

modelers would find it difficult to determine whether the enlarged object is in 

proportion to the constrained object. Consequently, this limitation would adversely 

impact the model being shaped.  

It is therefore reasonable to assume that the distortion-based techniques are unlikely to 

be useful in 3D modeling tasks, particularly during the manipulation phases.   

3.7.2 Multiple Windows or Multiple Viewports  

As discussed earlier the studies conducted by Hornbaek et al. (2002), Baudisch et al. 

(2002), Plumlee and Wareôs (2006), and Cockburn et al. (2008) have provided 

sufficient evidence that the use of multiple windows or viewports requires users to 

switch their attention between the detail and overview windows. This involves some 

mental effort, which can be costly in term of time, and can therefore reduce user 

performance. 

In 3D modeling tasks, modelers are not only dealing with overcrowded information as 

in 2D tasks, but also with overlapping information caused by the depth or Z axis 

information that appears in the 3D space. Besides overlapping information, modelers 

also need to work with precise components (e.g. vertices and edges) of the model.  

For this reason, the complexity of dealing with 3D information is often greater than 

that of 2D, because the relationship between the components of 3D model requires 

more mental effort and precision. 

Using multiple window or viewport techniques that divide the information into non-

continuous windows or viewports can disrupt the flow of information between the 

windows and viewports. As well as this, modelers have to switch back and forth 

between these windows or viewports. This is likely to distract modelers attention from 

the tasks being performed. Added to these challenges, the modeler is required to go 

through the same ordeal of regaining focus and context awareness that has been 

shown to exist in 2D environments. 
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3.7.3 Hide and Reveal Technique 

As discussed earlier, these techniques remove or show the selected parts of a 3D 

model. They offer the flexibility of hiding or revealing the context information. The 

two popular techniques that give these effects of hiding and revealing are the back 

face removal, and the hiding and un-hiding techniques. The back face removal 

technique hides or reveals the component of the back faces of the model, while hiding 

and un-hiding can be applied to any part of a model. 

To date, these techniques have often been used in 3D modeling tasks for a number of 

reasons. Among these are to view an object which is obstructed by other objects, and 

to reduce clutter caused by overcrowded information. In 3D modeling tasks, modelers 

usually need to modify parts of the model that may be dependent on other parts. 

Often, the objects involved may be blocking each other. To solve this problem, one of 

the objects involved can be removed from view in order to see the obstructed object. 

While these techniques are able to achieve this objective, they do in turn create a new 

problem where modelers would face the challenge of remembering the context whilst 

working on detail.  

It is, therefore, reasonable to assume that these technique would not always useful in 

3D modeling tasks, particularly when the tasks being performed on different parts of 

the model are dependent on each other.  

3.7.4 Overlays (MLD and Alpha Blending) 

Overlays techniques, which consist of the use of layers in MLD and Alpha Blending, 

enable the contents of multiple windows to be viewed together as layers.  MLD 

allows physical overlapping of information on two layers, while Alpha Blending 

allows contents of multiple layers to be shown within a single window.  

In 3D modeling tasks, the ability to recognize the distance between near and far 

objects is important. For example, when aligning the objects of a model, modelers 

need to determine which object is near to their view and which one is behind it. 

Without this depth perceptive, alignment and positioning tasks can be difficult. The 

same problem can occur when modelers attempt to select components such as vertices 

and edges. As mentioned earlier, these components shown on a 2D display are often 

overlapping. Therefore without a depth perspective, selecting correct components is 
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not generally an easy task.  

The overlays technique employed in Alpha Blending is aimed at 2D tasks, where 

depth perspective is not an issue that needs to be considered. Features offered by 

Alpha Blending are only helpful for viewing the information provided by overlapping 

2D windows, and would not necessarily help modelers to recognize the location of the 

objects in a 3D space.    

MLD, on the other hand offers physical separations between the two LCD layers, 

which may be used to overcome the limitations of Alpha Blending. Even though 

MLD is not designed for viewing 3D information, its features, including the 

transparency of the two LCD layers and the physical gap between them, may provide 

a potential solution for more effective viewing of 3D models. This is an area of 

research that has not been investigated previously and forms the basis of this thesis. 

3.8 Summary 

This chapter has discussed the concept of focus and context awareness, and provided 

a summary of techniques developed to support focus and context awareness in both 

2D and 3D work environments. This has demonstrated that most existing techniques 

are not sufficient for effective focus and context awareness in 3D modeling tasks. To 

provide more effective techniques however, it is important to better understand the 

role of focus and context awareness in terms of 3D modeling tasks that are commonly 

performed by modelers.  

In order to understand the types of difficulties faced by 3D modelers, and eventually 

address them, a pilot study involving 3D modelers was conducted. A detailed 

discussion on this pilot study and its findings are presented in the next chapter.  
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 CHAPTER 4  

Pilot Study of 3D Modelers 

The previous chapter presented existing research related to focus and context 

awareness. Several techniques and technologies designed to assist users with 

maintaining focus and context awareness were also discussed. It was however noted 

that most of these methods and technologies were primarily for 2D environments and 

did not focus on 3D modeling tasks.   

Although 3D modeling software have evolved considerably since their early days, it is 

not clear whether existing tools are sufficient or effective in supporting modelers to  

maintain focus and context awareness while performing their modeling tasks. A pilot 

study has therefore been carried out to better understand how modelers create 3D 

models using existing software and what difficulties and challenges they may face 

during their modeling tasks. 

This chapter begins with an outline of the purpose of the pilot study (Section 4.1), 

followed by a discussion of the methodology used during the study (Section 4.2) and 

the tasks carried out by the study participants (Section 4.3).  The questionnaires used 

in this study are presented in Section 4.4, and the demographic of the participants are 

given in Section 4.5. The findings of the study are discussed in Section 4.6. and the 

chapter concludes with a discussion in Section 4.7 and a summary in Section 4.7.   

4.1 Purpose of the Study 

The purpose of the study was to broadly identify any problems faced by 3D modelers 

while performing their modeling tasks. The main questions that this study aimed to 

answer were: 

¶ What are any potential problems faced by modelers while performing 

3D modeling tasks? 

¶ What are the modeling situations that may cause these potential 

problems to occur? 

¶ How do modelers overcome these problems when they occur using 

existing 3D modeling software tools? 
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4.2 Methodology 

The coverage of this study is rather broad since it was not initially clear what the 

range of potential problems faced by 3D modelers were. Thus, the objective of 

conducting this broad preliminary study was to identify any possible problems faced 

by modelers while performing 3D modeling tasks. For this reason, a comprehensive 

questionnaire method used to gather information from users of 3D modeling software 

in terms of their experience. The study participants were computer science students 

doing a course in 3D modeling. They were invited to fill out a questionnaire after they 

had completed a 3D modeling assignment.  

The study discussed in this chapter was conducted with the approval of the Ethics 

Committee of the Faculty of Computing and Mathematical Sciences, University of 

Waikato. A copy of the approval letter is attached in Appendix A. 

4.3 3D Modeling Task 

The study participants had to create a fully textured skinned character of their own 

design as part of their 3D modeling coursework. This modeling task was completed 

over several weeks using the Blender 3D modeling software version 2.49 (Blender, 

2012). The study participants were not videotaped or observed while they carried out 

their modeling tasks, as they did this in their own time using private or laboratory 

computers. The students were asked to create a 3D model of a character that could 

then be used for animation (e.g. walking or running). In addition to this, they were 

required to apply texturing and skinning to the model they created. It was also stated 

in their instruction sheet that the model created should not have more than 3000 

triangles, or 1500 quad, polygons. The models crated as part of the assignment were 

therefore not very detailed. The assignment sheet (i.e. handout) specifying the 

requirements is included in Appendix B. 

4.4 Questionnaire 

The aim of the questionnaire was to collect information about the participantsô 

experience of using conventional 3D modeling software for performing their 

modeling tasks. The questionnaire used in this study is presented in Table 4.1. 

Questions 1-3 collected demographic data, including the participantsô age, sex and 

their level of 3D modeling experience. Questions 4-15 focused on the participantsô 
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experience of using Blender to create their 3D models. Questions 7-15 used a five-

point scale to get the participantsô ratings of different aspects of the 3D modeling 

process. 

The design of the questionnaire was guided by the findings of the literature review 

discussed in chapter 2. As highlighted in Section 2.4, 3D modeling usually involves 

some level of shaping of the 3D model being generated. Modeling technique such as 

B-spline, NURBS, and polygon modeling involve the manipulation of two types of 

components, namely vertices or control points. In most models with some level of 

complexity the vertices or control poinst tend to overlap, and models can end up being 

overcrowded. It was therefore important to find how difficult it is to manipulate 

vertices in such a cluttered environment, and what are some of the likely problems 

associated with this process. It was also determined from the literature review, as 

stated in Section 2.6, that 3D modeling tasks often require modelers to add or delete 

polygons, extrude, deform, align, and perform some kind of transformation (rotation, 

scaling and translation). Performing these tasks requires precision in terms of 

selection and manipulations of polygons and other components of 3D models. This 

questionnaire therefore aimed to gauge the difficulty of performing these tasks. 
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Table 4.1: Questions of the questionnaire  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 
 

1-  Age Range: [ ] Below 20  [ ] 20-25  [ ] Above 25 

2- Gender:  [ ] Male   [ ] Female 

3- 3D Modeling Experience 

Please indicate the 3D modeling software that you have used or are familiar with and your expertise 

level for each of the selected software. You may answer more than one. 

3D Studio Max  [ ] Beginner      [ ] Intermediate    [ ] Expert 

Blender   [ ] Beginner      [ ] Intermediate    [ ] Expert 

Cinema 4D  [ ] Beginner      [ ] Intermediate    [ ] Expert 

Light wave  [ ] Beginner      [ ] Intermediate    [ ] Expert 

Maya   [ ] Beginner      [ ] Intermediate    [ ] Expert 

Wing 3D  [ ] Beginner      [ ] Intermediate    [ ] Expert 

4-  Do you feel that you successfully completed the assignment? 

   [ ] Yes  [ ] No 

 

5- How often did you delete a 3D object you were working on and started with a new object? 

 [ ] Never [ ] One or more time, why? 

  

6- How regularly did you use/view each of the following viewport options? 

 

In Orthogonal Mode: 

 

a. Camera View 

[ ] Never  [ ] Sometimes  [ ] Regularly  [ ] Most of the time 

b. Front View 

[ ] Never  [ ] Sometimes  [ ] Regularly  [ ] Most of the time 

c. Side View 

[ ] Never  [ ] Sometimes  [ ] Regularly  [ ] Most of the time 

d. Top View 

[ ] Never  [ ] Sometimes  [ ] Regularly  [ ] Most of the time 

e. View all 

 [ ] Never  [ ] Sometimes  [ ] Regularly  [ ] Most of the time 

 

In Perspective Mode 

a.   Camera View 

 [ ] Never  [ ] Sometimes  [ ] Regularly  [ ] Most of the time 

b. Front View 

[ ] Never  [ ] Sometimes  [ ] Regularly  [ ] Most of the time 

c. Side View 

[ ] Never  [ ] Sometimes  [ ] Regularly  [ ] Most of the time 

d. Top View 

[ ] Never  [ ] Sometimes  [ ] Regularly  [ ] Most of the time 

e. View all 

 [ ] Never  [ ] Sometimes  [ ] Regularly  [ ] Most of the time 
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Table 4.1: Continued from the previous page  

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Rate your agreement or disagreement with each of the following statements. 

 

7- If you have used the ñview allò windows, how important was it to see all the objects you had created? 

             |______________|_______________|_______________|_______________| 

 Not Important                                        Very Important 

Explain why? 

 

8- Blender does not have an indicator for the eye location in its various views, how problematic was this 

when finding your location in the 3D world? 

             |______________|_______________|_______________|_______________| 

               Not Problematic                                      Very Problematic 

 Explain why? 

  

9-   How easy was it to select a single vertex when there are many vertices in your model? 

             |______________|_______________|_______________|_______________| 

   Not Difficult                              Very Difficult  

Explain why? 

  

10-   How easy was it to select a group of several vertices (e.g. an edge or face) together when there are 

many edges or faces in your model?  

             |______________|_______________|_______________|_______________| 

   Not Difficult                              Very Difficult  

Explain why? 

 

11- How easy was it to align objects in perspective view (e.g. when putting an object on top of another 

object)? 

             |______________|_______________|_______________|_______________| 

     Not Easy                                 Very Easy 

Explain why? 

 

12-  How useful would it be to show object names (labels) in perspective view? 

             |______________|_______________|_______________|_______________| 

   Not Useful                              Very Useful 

Explain why? 

 

13-   Do you know what an occlusion effect is?   [ ] Yes  [ ] No 

 

 If yes, how useful do you think it will be? 

             |______________|_______________|_______________|_______________| 

   Not Useful                              Very Useful 

     

14-   Do you know what parallax effect is?   [ ] Yes  [ ] No 

 

 If yes, how useful do you think it will be? 

             |______________|_______________|_______________|_______________| 

   Not Useful                              Very Useful 

 

15-   Do you know what depth perception is?   [ ] Yes  [ ] No 

 

 If yes, how useful do you think it will be? 

             |______________|_______________|_______________|_______________| 

   Not Useful                              Very Useful 
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4.5 Participants 

As mentioned earlier, the participants who that took part in this study were 

undergraduate computer science students taking a course in graphics and multimedia. 

This group of students was chosen because they had some knowledge of 3D modeling 

but were not considered to be experts. It was also assumed that they would have an 

interest in 3D modeling because they had chosen to enrol in a graphics and 

multimedia course. Thus having them in this study should be in line with the objective 

of the study. It is also expected that due to their limited practical exposure to 3D 

modeling, their bias toward a particular modeling tool or modeling software would be 

minimal. 

Their participation in the study was on a voluntarily basis and did not contribute to 

their coursework. The ages of the participants ranged from 20 to 25 years old. The 

group consisted of 13 men and 12 women. Based on the feedback from the 

participants none of them considered themselves to be an expert in 3D modeling. 13 

of the participants considered themselves to be at an intermediate level in using the 

Blender 3D modeling software, while the others considered themselves to be 

beginners. Besides Blender, 16 of them had some experience using MAYA, of these 6 

considered themselves to be at the intermediate level and 10 were beginners. Eight of 

the participants had also some experience using 3D Studio Max, and considered 

themselves to be at an intermediate level. 

4.6 Results of the Study 

The result of the study identified a range of issues related to the participantsô 

experience of using 3D modeling software when performing their modeling tasks and 

the main problems they faced in doing so.  

Questions 7 to 15 were analyzed using descriptive statistics, where mean and mode 

are used for interpreting the results. Descriptive statistics was used instead of 

inferential statistics because this study involves only one sample, and the data does 

not imply anything about a larger population. As stated by Tullis and Albert (2008), 

descriptive statistics is more appropriate than inferential for analyzing data when the 

conclusion does not apply to a larger population beyond the sample. These findings 

are presented in the following sections.  
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4.6.1 Task Completion 

Question 4 asked the participants if they felt they had completed their assignment 

successfully. Of the 25 respondents, 15 (60%) said that they had not successfully 

completed their assignment. This is a high percentage considering that the 

participantsô grade depended on this 3D modeling tasks. One of the reasons for the 

participantsô failure to successfully complete their work may be due to the difficulty 

they had in using the Blender 3D modeling software, and the tools it provides. This is 

reflected in their responses to the other questions of the questionnaire. 

4.6.2 Deleting the Model and Starting Over 

In Question 5, the participants were asked whether they have intentionally deleted the 

model they were working on at some point and start over again the process of shaping 

their 3D model. The objective of this question was to determine the causes and the 

consequences of the problems that the study participants faced while performing their 

modeling tasks.  Of the 25 respondents, 16 (68%) acknowledged that they had deleted 

their model and started over one or more times with a new primitive object.  

One of the reasons for deleting an object that was mentioned by one of the 

participants is ñbecause the shape became complex and the vertices were not moving 

properly to form a shape, and when I only select[ed] one vertex to move, a whole lot 

of deselected vertices of the other side has moved too and ruined the shape". Here, the 

respondent claims that several unselected vertices were moved, and this ruined the 

shape of their model. However, in the Blender software used for the assignment, an 

unselected vertex will not be affected when other selected vertices are moved or 

transformed. Therefore, the most likely reason for the respondentôs claim is that he 

was not fully aware of the status of the selected vertices. In this case the respondent 

may not have realized that vertices on the other side of the object were selected 

unintentionally due to the fact that vertices were overlapping, or were too close to 

each other. As a result, the model was wrongly shaped. As discussed in Chapter 3, the 

amount of information increases as the complexity of a model increases, such that the 

details of a model (e.g. its vertices and edges) eventually become overcrowded. This 

in turn leads to an increase in the difficulty of the modeling process as demonstrated 

by this example. 

Another reason that was given for deleting a model and starting over was that ñI got 
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so lost that I didnôt know where I was going and decided to start fresh". In this case, 

the respondent simply gets lost while performing their 3D modeling tasks. This has 

been identified as an issue by Russo et al. (2000) who state that when users get lost in 

a 3D space, they usually try to restart from the beginning. Russo et al. further explain 

that when users are interacting with a 3D virtual world, they need to have easy access 

to information to allow for judicious decision making when solving eventual 

problems. For the userôs movements to be efficient, it is important for the modeler to 

have a spatial knowledge of the environment and a clear understanding of their 

location. So in this example case, the respondentôs reason for getting lost in the 3D 

space may have been caused by their lack of easy access to information and/or not 

having a clear understanding of their location.  

4.6.3 Use of Multiple Viewports 

In answer to Question 6 all the respondents noted that they often had two or more 

viewports open while performing their 3D modeling tasks. Generally, the purpose of 

having more than one viewport open is to enable modelers to view and work on 

details of the 3D model in one viewport while having an overview or different views 

of the 3D model in the others. The respondentsô feedback showed that their most 

commonly used views were the front, top and side views. While in orthographic 

mode, 15 (80%) of the respondents noted that they regularly used the front view, 18 

(72%) used the top view, and 21 (84%) used the side view. In the perspective mode, 

the numbers are very similar, with  18 (72%) of the respondents regularly using the 

front view, 15 (60%) using the top view, and 15 (60%) using the side view.  Even 

though, the questionnaire did not ask for the reason for using these view types, it 

maybe the case that these views were used in order to support the participants in 

understanding the relationship between the objects they were working on and the rest 

of their 3D model. 

4.6.4 Viewing All Objects of the Model 

Question 7 asked the participants whether they had used the ñview allò function or 

not, and how useful they had found it if they had used it. The ñview allò function in 

Blender makes all objects of the 3D model visible to the viewer.  

In 3D modeling tasks often parts of the model may disappear from the view as the 

result of a navigation or manipulation process. For example, Figure 4.1 (left) shows a 
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3D model of a jet fighter. At this stage, only one jet fighter appears on the screen, and 

it is not possible to know whether there are any other objects in the model. In order to 

have a view of the entire model, the modeler can either zoom out or use the ñview allò 

function. The ñview allò function automatically resets the view so that all the objects 

of the model are visible, as shown in Figure 4.1 (right). However, in this case the size 

of the objects on the screen is also altered in order to accommodate them in the 

viewport. 

 
Figure 4.1: (left) Model of a jet fighter zoomed in, (right) all the objects of the model are made visible using 

the ñview allò function 

The analysis of the participantsô responses shows that the mode is 4, which implies 

that the ability of to see all the objects was important to most of the participants. As 

shown in Figure 4.2, 9 of the participants noted the importance of viewing all the 

objects above average. This is supported by the mean of 3.24. 

 
Figure 4.2: Responses to a Question 7 
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4.6.5 Realizing the Viewerôs Location 

Question 8 concerned the need for having a virtual eye location indicator on the 

screen. The eye location indicator, as shown in Figure 4.3, is used in some 3D 

modeling software to show where the model is being viewed from. An example of a 

3D modeling application with such a tool is Doga (2012), which uses a red dot to 

indicate the position of the eye, and blue lines to represent the viewing direction. 

This virtual eye location indicator provides extra information to enable the viewer to 

determine why the model appears in a given orientation. However, displaying an eye 

indicator on top of the 3D model tends to make the viewport even more crowded with 

information, particularly when viewing a complex 3D model.   

 
Figure 4.3: Eye location (red dot with blue lines) in Doga 3D modeling software  

The result of the analysis, as shown in Figure 4.4, shows that many participants found 

the lack of information about the eye location in Blender problematic when 

performing 3D modeling tasks. The mean value for the difficulty rating in this 

question is 3.36. 
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Figure 4.4: Responses to a Question 8 

4.6.6 Selecting a Vertex or a Group of Vertices 

The participants were asked whether or not selecting a single vertex (Question 9)  or a 

group of vertices (Question 10) was a difficult task. The mode for the frequency of 

responses for Question 9 is 4 (see Figure 4.5) resulting a mean value of 3.32. 

 
Figure 4.5: Responses to a Question 9 

For Question 10 (i.e. whether or not selecting a group of vertices was a difficult task), 

the result of the analysis, as shown in Figure 4.6, shows that many participants found 

selecting a group of vertices to be difficult (i.e. mode = 5). The mean value for the 

difficulty rating in this question is 3.32. 
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Figure 4.6: Responses to a Question 10 

The task of selecting a single vertex or a group of vertices is frequently repeated 

throughout the 3D modeling process. Selecting correct vertices is therefore critically 

important in 3D modeling. However the results of the study show that the selection of 

a vertex or a group of vertices is not always easy. As pointed out by the respondents, 

one of the reasons why selection of vertices is such a tedious process is because of the 

overlapping components in 3D models. Three situations in which selecting vertices 

can be problematic are highlighted by the respondents, and are discussed below.  

The first situation is highlighted by one of the respondent, who points out that ñ[I] 

often need to zoom in and zoom out to understand the model better. In some views it 

was very hard to see where a particular vertex was, and it took some time to select the 

correct one because the vertices can be close to each other". This respondent used the 

zoom in technique to increase the visibility of the targeted vertex by showing a larger 

gap between the vertices. Figure 4.7 illustrates examples of this zooming technique 

and how it can be helpful. In Figure 4.7 (left), vertices A and B are too close to each 

other such that the distance between them is not easily recognized. The distance 

between them becomes more clear after the model is zoomed in, as shown in Figure 

4.7 (right). However, this technique causes some of the model to move off the 

viewport.  
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Figure 4.7: (left) Prior to zooming in, and (right) after zooming in                              

The second situation related to the difficulty of selecting a vertex is highlighted by 

another respondent: ñ[I]  wasnôt sure how to select group of vertices. In many 

instances, I often selected the one I didnôt want. You would assume the one in front 

would be selected but it would choose the one behind. It was irritating". 

The problem of not being able to select a group of vertices accurately is often caused 

by the lack of accuracy of the selection tool being used. Group selection tools are 

provided by 3D modeling software to allow selection of more than one vertex at a 

time. In Blender, group selection is done by interactively drawing a rectangle around 

the vertices. However, this tool is not very accurate because it is not able to identify 

whether the location of the vertices within the rectangle are on the front or back 

surface of the objects within it.  

Figure 4.8 illustrates how the rectangle selection tool is used in Blender. In this 

example a 3D model is shown in the wireframe mode, with the vertices of both the 

front and back faces of the model visible. In Figure 4.8 (left), a yellow rectangle is 

drawn, with the aim of selecting vertices of interest A, B, and C. Figure 4.8 (right) 

shows a snapshot of the vertices after they are selected using the rectangle selection 

tools. A fourth vertex D which belongs to the back face of the model is also selected 

unintentionally. This result shows that the rectangle tool has a problem with not 

discriminating between the front and back vertices.  
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Figure 4.8:  (left) Selecting a group of vertices, and (right) sesult after a group of  vertices are selected using 

block selection 

The third situation relating to the difficulty of selecting vertices is highlighted by one 

of the respondent who had to ñmove around the model [navigate] in order to be sure 

that the correct component is selected". Figure 4.9 illustrates an example of this 

situation, where the vertices and edges of the front and back faces of the model are 

visible. Vertices A and Bò look near each other when viewed from the direction in 

Figure 4.9 (left). In this example, several vertices are selected (shown in yellow), 

including vertices A and B. However, the status of vertex B because of its location on 

the back face cannot be identified easily. In this case the modeler may not be able to 

see whether vertex B has been selected correctly or not, when viewed from this 

particular orientation. In order to verify the status of the selection, the modeler would 

need to navigate around the model. Figure 4.9 (right) verifies that in this example, 

vertex B is actually selected. Although this technique of navigating in the 3D space 

can be used to verify the status of the selected vertices, it can also cause the modeler 

to lose their focus on the point of interest as they move around the model.  

 
Figure 4.9: (left) Model and the selected components viewed from one perspective, and (right) viewed from 

another perspective  

4.6.7 Aligning Objects of the Model 

In Question 11 the respondents were asked to rate the difficulty level of  aligning 


































































































































































































































































































