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!ÂÓÔÒÁÃÔ 

This thesis provides a discussion of research into the sources of value 

creation and addition accruing to banks through the use of relationship 

banking with small business clients. The investigation involves business 

managers in several banks and accordingly it portrays their perspective. 

The study addresses four key questions: (i) what does relationship-

banking mean to the five major bank brands in New Zealand? (ii) How 

does the relationship-banking process actually work? (iii) What are the 

sources of value (i.e. benefits) of relationship banking to these five major 

bank brands when dealing with small businesses, and, (iv) how do these 

banks secure the benefits? 

Prior research into relationship banking and small business has 

concentrated on the potential benefits to the businesses. The literature 

contains both normative theorising and empirical work addressing 

aspects of the relationship and the benefits accruing to the small business. 

What is not supported by prior research is an understanding of why the 

banks engage in relationship management processes with small business. 

The obvious answer is that it is profitable. This in turn begs the questions 

of returns and risks faced by the banks and how these are managed. 

The nature of the research questions which are about investigating 

processes suggests the use of a qualitative research approach. A multiple 

case study approach points the research method toward conducting 

interviews with relationship managers, selected using theoretical 



3/314 

sampling, from the five main bank brands and across the five 

metropolitan cities in New Zealand. The big five control 85% of the 

registered banksô total assets in New Zealand and dominate the small 

business market. The primary data collected through interviews are 

analysed using the thematic analysis method. 

This research produces a number of key findings which directly address 

the research questions and go beyond. It is found that the working 

definition of relationship banking departs from that often quoted in the 

literature in a number of ways.  This supports the contention that banks 

use relationship banking as an overarching approach, within which other 

lending technologies may be employed with their small business clients. 

Sources of value creation and addition stemming from relationship 

banking for the banks are clearly identified. In addition the processes and 

mechanisms by which banks operationalise and secure these benefits are 

revealed. How new relationship banking benefits are identified, creating 

and adding value to banks are traced through the interviews. The findings 

around these new benefits have important implications for the current 

research in regard to comparative studies of the different lending 

technologies in general and more specifically to the future of relationship 

banking which is challenged by an increasingly competitive financial 

markets. 

From an understanding of how bank relationship managers perceive the 

dynamics of their roles in creating relationship banking benefits a risk-
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return taxonomy is formulated. Issues emerging from this 

formulation/taxonomisation relate (i) practically, illustrating how these 

taxonomies can benefit banks, such as helping banks identify when to 

expect each benefit and to develop best practices (e.g. training staff and 

providing infrastructures), consequently ensuring the maximisation of the 

scooping up of all possible relationship banking benefits. Thus improving 

banksô performance in terms of risk mitigation and increasing return. (ii) 

Conceptually, the thesis shows how the risk-return taxonomy, for 

example, can help in defining and positioning relationship banking at the 

heart of the banksô decision making in regard to small business. 

The thesis contributes to the small business finance knowledge base in 

several ways. There is a clear identification of both the different types 

and different levels of relationship banking, depending on the criteria 

used by banks to silo businesses into online, small business, or medium 

business relationship banking models. The non-uniform, but definite 

similarities, between banks does indicate the contextual nature of the 

issues. The banksô approach to retention is noteworthy and their 

respective investment into discouraging a small business from changing 

banks provides an insightful juxtaposition to prior research investigating 

the benefits and costs of changing banks. 

The thesis findings offer several opportunities for future research. One 

such example of a research agenda relating to the different levels of 

relationship banking discussed above is the modelling of the three 
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different levels of relationship banking. This could utilise, for example, a 

piecewise type of function which could then be followed by an empirical 

study to test and measure the accuracy of the model. It would also serve 

to test the claims made in this thesis regarding the identification of both 

the different types and the different levels of relationship banking. 
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I. Introduction  

I.1 Background to the research:  

Business-bank relationships have been the focus of a considerable 

amount of research, certainly going back to the early 1960s (Hodgman, 

1961) and potentially even earlier (Ongena & Smith, 2000).  A 

significant body of literature exists discussing theoretical considerations 

relating to the relationships between financial intermediaries, especially 

banks and their business clients (Fama, 1985; Hodgman, 1961; Leland & 

Pyle, 1977; Ramakrishnan & Thakor, 1985). Over time, Small business 

(SME) finance has developed as a special area of interest and research 

into bank ï small business relationship, and this area continues to 

develop (Baas & Schrooten, 2006; Berger & Udell, 2002). 

Relationship banking is an exercise between two partners: a bank and its 

business client. For a better understanding of this relationship, and that of 

banksô contribution to economic performance, we are to study this 

relationship from both sides. Earlier empirical investigations into the 

benefits of relationship banking have largely looked at this model from 

the firmôs perspective. Studies such as (Billett, Flannery, & Garfinkel, 

1995; Hoshi, Kashyap, & Scharfstein, 1990; Lummer & McConnell, 
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1989; Slovin, Sushka, & Poloncheck, 1993) have focused on relationship 

banking benefits accruing to big companies while others like (Cole, 

1998-USA; Peltoniemi, 2007-Finland; Perry, Cardow, Massey, & Tweed, 

2006-New Zealand; Petersen & Rajan, 1994; Scott, 2006-USA; Uchida, 

Udell, & Watanabe, 2006-Japan) have focussed on  the relationship 

advantages to the small and medium enterprises. A wide range of 

variables/aspects  are covered in these studies, including the effect of the 

duration of the relationship, the number of bank relationships, the 

intensity of the relationship on the availability of loans with emphasis on 

the collateral requirements, and the interest rate charged. 

I.2  Gap identification and motivation for the study 

While there is much research on relationship banking benefits accruing to 

businesses in general, and small businesses in particular, only very 

recently have a few empirical studies started investigating relationship 

banking benefits accruing to banks, such as (Bharath, Dahiya, Saunders, 

& Srinivasan, 2007; Ergungor, 2005; Puri, Rocholl, & Steffen, 2011). 

Like the current study, these studies were motivated by Bootôs (2000) 

call to empirically investigate relationship banking benefits accruing to 

banks which was identified as a gap in the literature through his review 

paper on relationship banking. Boot (2000) stated, ñThe modern literature 
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on financial intermediaries has primarily focused on the role of banks as 

relationship lendersé (However) existing empirical work is virtually 

silent on identifying the precise sources of value in relationship banking. 

For example, while it is very plausible that banks acquire valuable 

information through relationships, and the empirical evidence is 

generally supportive of this, little is known about how banks obtain 

information, what type of information they acquire, and how they use this 

informationò  (p. 21) (emphasis in original). 

Essentially, Boot identified that both benefits to banks constituted a gap 

in the literature, and also that this gap consisted of not only the benefits 

to banks but also what can be called the process of securing these 

benefits. Subsequently, the author of this thesis realised that Bootôs 

identified and highlighted research gap has not been fully addressed and 

the opportunity for a contribution existed in not just what the benefits 

were but how banks operationalized them. To delineate some further 

aspects of the gap raised by this realisation, the widely reported benefit of 

relationship banking, known as cross selling (Deakins & Hussain, 1994; 

Degryse & Cayseele, 2000), will be used as an illustration. To 

comprehensively address Bootôs question about identifying the precise 

source of value ïin this case cross selling- it is not enough to establish an 
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association between cross-selling and relationship banking and the 

degree of that association. The answer should also be concerned with 

answering the following three questions for each benefit identified: 

1- What type of information would allow banks to secure the cross 

selling benefit (as a source of value) from and through the use of 

relationship banking? 

2- How do banks obtain that information? I.e. what process(es) do 

banks use?  

3- How do banks use the information obtained to secure the cross 

selling benefit and maximise that benefit for the benefit of those 

banks? 

Earlier studies relevant to this one established some very specific benefits 

by way of investigating the presence (or otherwise) of those benefits, and 

the degree of their presence. At no point in time did any of these studies 

make the claim that they were investigating how these benefits worked 

and how they were secured by banks. For example, (Bharath et al., 2007) 

clearly stated that the focus of their paper was to be ñon establishing the 

existence and the nature of the benefits of relationship banking from the 

perspective of the lenderò. That is by examining ñwhether establishing a 
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lending relationship translates into a higher probability of winning future 

lending as well as non-lending business for a lenderò (Bharath et al., p. 

370) i.e. testing for an association between existence of relationship 

banking and cross selling in the form of winning future lending and 

selling other non-lending banksô products and services to the relationship 

managed clients. Also Ergungor (2005) study empirically examined the 

question of  ñthe extent to which relationship banking adds value to the 

banks providing the service. That is, how profitable is relationship 

lending?ò (Ergungor, 2005, p. 486). This study focused on the context of 

community banks with relationship banking-managed small businesses in 

the USA. 

I.3 Research problem, propositions, uniqueness and 

importance of the study: 

I.3.1 Research problem: 

To investigate the sources of benefits from relationship banking accrued 

by the five major bank brands in New Zealand when dealing with their 

small business customers and the processes/mechanisms for securing 

these benefits. 
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I.3.2 Research questions: 

Four research questions are considered: 

1. What does relationship-banking mean to the five major bank 

brands in New Zealand? 

2. How does the relationship-banking process actually work? 

3. What are the sources of value (i.e. benefits) of relationship banking 

to these five major bank brands when dealing with relationship-

managed small businesses in New Zealand? 

4. How do these banks secure these benefits? 

I.3.3 Uniqueness of the study: 

This study differs from previous studies in both substance and form in at 

least four main ways. First, it seeks to empirically identify the sources of 

value creation and value addition to the five main bank brands in New 

Zealand using the relationship-banking model to manage their SME 

clients from the banks business managersô perspectives. 

Second, the emphasis is on processes involved in securing these benefits, 

for the benefit of banks, from the business managerôs perspective. 
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Previous studies have only speculated about these processes from their 

statistical analysis. 

Third, the study has unearthed and conceptualised new relationship 

banking benefits to banks. These benefits have also been analysed and 

how they are opearationalised for the benefits of banks is documented 

here. These benefits havenôt been raised by the banking literature before. 

Finally, the research approach used is a qualitative approach, which has 

not been used by any of the previous studies made possible, thanks to the 

rare opportunity of securing and conducting interviews with 27 

relationship bank managers in New Zealand from the five main bank 

brands. Consequently, the thesis also answers calls to for different 

methodologies in finance particularly those advancing qualitative 

approaches to finance (Bettner, Robinson, & Mcgoun, 1994; Burton, 

2007; Frankfurter et al., 1994; McGoun, 2003). Among other things, this 

approach has facilitated the identification of the new benefits because it 

has allowed reporting straight ófrom the horseôs mouthô enabling a front-

line report of the bank policy in action to be captured and analysed.  
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I.3.4 Contribution and importance of the study 

There are a number of important contributions this study makes. Starting 

with the specific contributions and moving to the more general, this 

section describes those contributions. 

Banks can use a range of technologies to assess loan applications from 

their SME customers (Berger & Udell, 2006) (please see section  II.5 

below on lending technologies). For banks to choose the most 

appropriate technology, or technologies, to use, they have to make use of 

an economic appraisal methodology such as a cost-benefit analysis to 

assess the profitability and efficiency of each lending technology. 

Knowing the processes of how banks secure relationship banking 

benefits accruing to banks is very important, as those processes will 

certainly entail costs such as the employment of relationship managers, 

and those costs must be taken into account for a proper cost-benefit 

analysis and appraisal of the relationship banking technology. 

Additionally, securing those benefits requires knowledge of the level that 

these benefits occupy in the lending process, who is responsible, and 

when. To maximise these benefits to banks, all these points must be 

taken into account, training must be provided, and development of best 

practices to secure the maximum level of each benefit must be identified. 
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Knowing at what point in the process each benefit will happen would 

allow the bank to be ready to seize the benefit and to specify and (may be 

even) automatise the seizing of the benefits. 

Furthermore, in order for a cost-benefit analysis to be effective, all the 

benefits plus costs must first be identified and accounted for in the cost-

benefit analysis of each model including the relationship 

technology/model. While some relationship banking benefits have been 

identified in the extant theoretical studies, and some of these have been 

empirically tested, this study has identified further benefits not currently 

present in the literature; such as relationship banking as a humanising 

mechanism for the bankôs dealings with its relationship managed SME 

clients. This thesis found trust in banking to be very important, but banks 

seem to be the least trusted business organisations (Edelman Trust 

Barometer, 2012; Ernst & Young, 2011) and were reported as being 

viewed as unfriendly. This creates a trust issue for banks. However, 

through the use of relationship banking with a relationship manager 

acting as the human face of the bank, and being the point of contact for 

dealing with the SME client on a one-to-one basis, banks are able to 

counter that view of untrustworthiness and unfriendliness.  

Furthermore, this benefit is even more important in the current banking 

environment as the recent (and on-going) financial crisis has raised the 
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profile of banks in the wider society. People, including SME 

owner/managers, are thinking about banks and their role in their lives. 

Banks have become a locus of much derision and mistrust due to the 

mortgage crises in the western world - particularly the USA and UK and, 

more recently, elsewhere. People are thinking about banks more and how 

their banks and their relationships with banks affect them and their lives. 

As people now dislike banks and feel they can't trust them, it is important 

for banks to be seen as 'human' and also as 'good corporate citizens'. 

Relationship banking is a way for banks to pursue this 'brand personality' 

in the wider market and counteract the effects of the bad publicity 

generated by the financial crisis. 

For a proper appraisal of relationship banking technology these newly 

identified benefits need to be accounted for. So, in a further contribution, 

this study also identifies brand new benefits, the process of their 

identification and how banks secure them in the bank-SME relationship. 

The thesis has also succeeded in classifying relationship banking 

benefits, both the old and the newly identified, into taxonomies of 

benefits, such as the risk-return taxonomy. This shows clearly how these 

taxonomies both can and do benefit banks, and how they help to define 
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and position relationship banking within/at the heart of the finance 

discipline when finance is defined as increasing return and lowering risk. 

Empirical studies begin with a decision about definition. Decisions then 

follow regarding measurements and which proxies to use for measuring 

the different aspects of the focus at hand. In the case of relationship 

banking these are its costs, its length or depth. Therefore, the definition is 

pivotal. However, this study has shown how -from the bankersô 

perspectives- the oft-quoted definition of relationship banking is missing 

critical elements. A lengthy discussion of these missing elements follows 

in the analysis chapter. Future studies dealing with relationship banking, 

particularly empirical ones, have to consider this issue. 

There is a large amount of literature detailing the benefits of relationship 

banking to small businesses and, as previously mentioned, significantly 

less looking at the benefits to banks. For these benefits to keep flowing to 

SMEs, Profit oriented banks
1
 need to be convinced about the value of 

relationship banking. This study can contribute to banksô understanding 

of the value of the relationship to them through the outcomes of an 

analysis such as will be undertaken in this thesis, hence contributing to 

the likelihood of a continuation of this model of banking for SMEs. 

                                                 
1
 Although not for profit banks do exist in many countries such as New Zealand, this thesis is only 

concerned with profit oriented banks. 
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Acknowledging the paucity of research on how the bank-business 

relationship banking works in general, Berger and Udell (2002) stated 

that ñDespite the recent academic focus on relationship lending, there is 

remarkably absent in the literature a fully satisfying analysis of precisely 

how bank-borrower relationships workò (p. F33). 

This study will contribute towards that analysis of how the bank-SME 

relationship works because this analysis is perquisite for addressing the 

thesisôs main aim, which is how banks secure relationship banking 

benefits. 

Other authors have also raised the issue, though from a different 

perspective. An example of this is Udell (2008); ñBecause banks 

comprise an important pillar in the architecture of any financial system, it 

is critical that we understand what makes these financial intermediaries 

tické In short, if we are to understand the contribution of commercial 

banks to economic performance, we must first understand how they lend 

money. This, in turn, requires an understanding of relationship lending 

and its role in SME loan underwritingò (p. 94). 

Part of that understanding is understanding the benefits of relationship 

banking to banks and it is to this literature that this thesis seeks to make 

further contribution. 
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I.4 No human endeavour is perfect: scope and limitations 

of the study: 

The thesis focus is on investigating and gaining a deeper understanding 

of the sources of benefits from relationship banking accrued by the five 

major bank brands in New Zealand when dealing with their SME 

customers and the processes/mechanisms for securing these benefits. The 

primary data gathered and used is from the perspective of those working, 

or those who have worked, as bank relationship managers. The method 

used claims analytical generalisation and at no point in time seeks a 

statistical generalisation. Hence, generalisations of the thesis's findings to 

other contexts and with other banks must be done with caution and 

requires further investigation. 

Furthermore, no attempt has been made to link the thesis findings to the 

banks' performance. However, a suggestion is made for future 

investigations, to test the link(s) between the thesis' findings and banks' 

performance. 

I.5 Thesis organisation 

The structure of this thesis proceeds as follows. Chapter II, the 

framework, builds the context for this research leading to the delineation 
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of the research gap, the research problem and the research questions 

identified  I.3.1 and  I.3.2 above. The next chapter comprehensively 

elaborates on the methodology of the research used to address the 

research problem and answer the research questions. This is followed by 

a discussion on the empirical context of the study, New Zealand, which is 

the extension of the framework but more specific to the empirical context 

of the study. Here discussion is more focused on banking/banks, SMEs, 

and relationship banking. Chapters V and VI present analysis and 

discussion of the empirical results. Chapter VII  concludes the thesis by 

summarising the main findings and implications of the research, 

including suggestions for future research in this area.  
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II.  The framework of the study  

Introduction  

This chapter sets the scene for the whole thesis in that it builds the 

framework for investigating the thesis research aim and questions. It 

begins with some prior research on SMEs and banking in general in 

section 1. Section 2 reports on some issues and characteristics of SMEs, 

making the case for the specificity around SME finance. The next section 

is about challenges faced by banks when dealing with SMEs. Then, after 

positioning banks as a financial intermediary in section 4, section, 5, 

deals with how banks try to overcome those challenges when lending to 

SMEs. The emphasis is on relationship banking, which section 6 

elaborates on. Finally, section 7 reviews some of the benefits accruing to 

banks from relationship banking. 

II.1  Prior research about SMEs and banki ng: 

Some of the predominant themes in the literature concerned with small 

business (SME) banking focus on the importance of the availability of 

finance, factors influencing bank supply of finance, and the key factors 

influencing SMEs about bank choice. At the macro end of the spectrum, 

the debate focuses on whether there is a ófinance gapô, which may inhibit 
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the growth of SMEs, leading to a less than desirable growth in the 

economy overall. At the micro end of the spectrum, topics include the 

pricing of banking services to SMEs and the transparency levels with 

which this pricing is easily comparable across banks by SMEs. 

The finance gap is suggested as a perennial issue for SMEs and is 

generally defined as a shortage of finance from the supply side for SMEs 

to fund growth, expansion and other core activities. Keasy and Watson 

(1993), Niskanen & Niskanen (2010), and Storey (1994)  suggested 

SMEs often experience difficulties raising new finance and/or are 

dissatisfied with the terms and conditions attached to bank finance. 

Informational asymmetry is often stated as the cause of this frustration 

for SMEs, as witnessed by a large body of research including Ang (1992) 

and Gregory, Rutherford, Oswald, and Gardiner (2005). Baas & 

Schrooten (2006) discussed the information asymmetry issue, i.e. the 

problem of SMEs having information internally but bankers not having 

access to it, and how this leads to a premium on interest rates. 

The conventional wisdom that SMEs want to grow and cannot access 

capital has been criticised over recent years culminating in the 

óócontentmentôô or óóhappinessôô hypothesis by Vos, Yeh, Carter, and 

Tagg (2007). Vos et al. (2007) hold that óógapôô studies are biased by a 
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óóworld viewôô, assuming that like listed companies, SMEs are wealth 

maximisers or growth seekers, justifying the approach of rational riskï

return models. The contentment hypothesis, however, stems from a 

reality, specific to small and medium sized enterprises (SMEs); that 

money is a means to an end, not the end itself. Independence and control 

are often given reasons for the difference in SME financial behaviour 

(Curran, 1986; Jarvis, 2000) compared to what might be expected of a 

publicly listed firm (Vos et al., 2007, p. 21). Thus, SMEs choose not to 

participate in the external capital markets out of a feeling of contentment 

in being independent, in control of the business and in sustaining the 

business (Vos et al., 2007). This happiness hypothesis is supported by 

two sets of data from the United States and United Kingdom. Further, 

Shen (2007), using the New Zealand Business Benchmarking Survey
2
, 

confirmed the contentment hypothesis refuting the finance gap, a result 

that was arrived at by an earlier study of Austin, Fox, and Hamilton 

(1996) commissioned by the New Zealand Ministry of Commerce. The 

Austin et al. (1996) study concluded that it was the preference of SMEsô 

managers/owners not to grow that hindered the growth of bank lending to 

SMEs (demand side) not the other way around. 

                                                 
2 The annual survey produced by the Management Research Centre, Institute of Business Research at 

the University of Waikato. 
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Research shows there is a range of reasons why SMEs choose a 

particular bank, including prior personal banking experience, knowing 

someone in a bank, referral, locational proximity and cost of services. 

Mazur (2007) found that where the SME customer already has a personal 

account with the bank, chances are good that they will also open a SME 

account with that same bank. Binks, Ennew, and Mowlah (2006) find 

that some important factors of bank service include basic products and 

services that are offered, transactions charges for account services, 

interest rates, criteria for qualifying for a loan, knowledge and 

understanding, price and operations. 

Lucey (1990) noted that many small firms want a bank that is 

conveniently located.  A study of internet banking found that around 50% 

of SMEs want to have a branch five minutes away rather than have free 

online services and no local branch, according to Mackintosh (2001). A 

2006 survey of SMEs in the UK found that although most banks are 

spending considerable money and time to promote their online service, 

SME owners believe that having their bank nearby is the most important 

bank characteristic for conducting their firmôs banking business. 62% of 

SMEs used a local or regional bank as their primary bank, because they 

wanted to be physically close for cash deposits; this was especially the 
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case for retail enterprises (Scott & Dunkelberg, 2006). However, this 

might not apply in New Zealand, due to the well-developed electronic 

payment system. The majority of retail transactions are electronic point 

of sales (EFTPOS) which cover both credit (e.g. Visa and Mastercard) 

and debit cards. Credit card transactions are predominantly handled 

through EFTPOS with a personal identification number (PIN) rather than 

signature (Boulanouar & Locke, 2009). 

Gill, Flaschner, and Shachar (2006) investigated the impact of óóperson-

relatedôô service characteristics (empathy, politeness and similarity) and 

óóoffer-relatedôô service characteristics (customisation, competence and 

promptness). That examination of business clientsô trust with their 

current bank service representatives, based on the length of the 

relationships with their banks, indicated that all six factors were related 

to trust building in general. Nevertheless, there were factors that were 

more salient at different periods of the SMEsô relationship with their 

banks, and customisation was found to be particularly important at 

crucial periods in the business life cycle. 

Dorfman (2007) drew together the necessary success strategies for banks 

to acquire the loyalty of SME owners, suggesting four strategies:  

¶ Use customer service as a strategic weapon. 
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¶ Create intimacy and trust by knowing your customer. 

¶ Make banking easy, convenient and painless. 

¶ Differentiate value for your most profitable customers. 

According to Enrich (2007), one approach that banks used in the US to 

obtain new SME clients was to take more risk in initial lending decisions. 

Enrich suggested that banks were extending credit to start-ups with 

practically no track record, accepting lower-quality assets as collateral 

and imposing fewer restrictive covenants on borrowers to attract clients. 

Early studies by Greenbaum, Kanatas, and Venezia (1989) and Sharpe 

(1990) considered the conditions under which lenders subsidise 

borrowers in early periods and then how they are reimbursed in later 

periods.  

Lucas and Davis (2005) suggest that banks are consolidating their 

lending operations in remote locations and are relying more on heuristics 

that promote arms-length relationships rather than on branch officers 

with access to vital private knowledge. They argue that SMEs often have 

unique circumstances and the strong ties developed between branch 

officers and these business owners provide access to critical private 

knowledge that is otherwise unavailable. On the other hand, Ergungor 

(2005) provides evidence supporting the view that competition reduces 
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the benefits of bankïborrower relationships, making relationship loans 

more risky and less profitable. 

II.2  SME finance:  

SMEs have a need for capital, and typically their financial structure gives 

rise to very specific issues. Traditionally, these issues have been viewed 

as financial problems or constraints. Contrary to that view, one current 

proposition is that SME financial structures and characteristics are a 

reflection of managerial decisions and preferences (Gibson, 2001). This 

suggests that there are natural constraints on small firms, ñgiven [for 

instance] the low asset base from which many commence and are 

prepared to operate within so as to maintain control of the businessò 

(Holmes, Hutchinson, Gibson, Forsaith, & Mcmahon, 2003, p. 141). This 

view is echoed by recent studies such as those by Vos et al. (2007) 

discussed earlier and Reddy (2007). Reddy claims that for SMEs, the 

primary objective is not growth, but rather to provide for a family and 

that business owner-operators can be content with less. 

Various determinants of the capital structure decision between equity and 

debt in small firms are noted in the literature (Coleman, 2008). These 

determinants range from the usual informational opacity to the high costs 

of raising public loans and equity underwriting. 
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When SME owner-managers need extra capital, they have an inclination 

and strong incentives for issuing external debt rather than seeking 

external equity from investors. This choice is explained by small firmsô 

owner-manager not wanting to dilute ownership claims, and shunning 

any external participation in decision making about their firms that would 

lead to loss of control (Berger & Udell, 1998). External equity is thought 

to come with more control rights than covenants associated with debt 

instruments. This disposition is consistent with findings that 

independence and autonomy motivations are behind starting, owning and 

managing SMEs (Collins & Moore, 1970; O'Connor, 1983; Roberts & 

Wainer, 1971; Scheinberg & MacMillan, 1988; Stanworth & Curran, 

1973; Storey, 1982). Ultimately, independence and control are the 

primary reasons behind the financial behaviour of small firms (Curran, 

1986; Jarvis, 2000).   

SMEs typically do not raise debt or equity directly from the public. An 

inability to access such funds is due to the nature of these public markets. 

Public loans and equity underwriting involve several significant costs - 

including underwriting and administrative expenses - which small firms 

find prohibitive. The former consist of the underwriting and selling fees 

paid to the underwriter. The latter comprise legal fees, audit services and 
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printing costs. Berger and Udell observed that ñmany of these costs are 

essentially fixed and create economies of scale in issue size. Given that 

issue size and asset size of the firm are strongly positively related, these 

economies of scale in issue size maybe difficult for small and mid-sized 

businesses to overcomeò (1998, p. 628). Financial intermediation 

services are, therefore, essential for most SMEs. 

The supporting systems that are normally used to offer feedback and to 

support decision making concerning the management of finances, assets 

and liabilities are also found to have an effect on SMEs. Financial 

management and accounting systems according to McMahon and 

Holmes (1989) are essential components. However, SMEs do not invest 

in in-house systems with internal specialists to operate them. These 

investments cannot be justified given SMEsô level of business activity. 

SMEs do not adopt and do not use these sophisticated financial 

management systems (Holmes et al., 2003). SMEs have few employees, 

and according to Ang (1991), typically lack the necessary expertise to 

provide detailed financial statements. Additionally, SMEs are not legally 

required to have audited financial statements, nor do they have any legal 

requirements to provide International Financial Reporting Standards 

(IFRS) compatible financial statements for shareholders (Ernst & Young, 
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2009). The lack of external requirements for detailed financial statements 

coupled with internal constraints may result in less than sophisticated 

financial management. 

Finally, SMEs have other distinguishing features, particularly firms in 

commencement phase that are not yet established in the market. One 

feature is the absence of business assets (Mann, 1998) that external 

capital providers such as banks can assess and accept as collateral. Other 

features include a lack of audited financial statements (Berger & Udell, 

1998), a limited financial history of payments (Avery, Bostic, & 

Samolyk, 1998), and limited profitability that external capital providers 

can use in assessing the credit worthiness of SME borrowers. 

II.2.1  Information asymmetry and SME finance  

Information asymmetry poses a significant problem for banks dealing 

with businesses and the problem is argued to be more pronounced when a 

smaller business is involved. The issue relates to the difference in terms 

of the information available to the bank and that which is known to the 

business.  

Information asymmetry was raised as an issue in a study of financial 

markets by the 2001 Economics Nobel Laureate, Joseph Stiglitz in a 

seminal work with Andrew Weiss (Stiglitz & Weiss, 1981) pointing to 
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the problem of adverse selection and credit rationing arising from 

information asymmetry. 

They stress that in such cases interest rates lose their resource allocation 

function. The suggestion is that when a financial institution raises interest 

rates due to being unable to distinguish between borrowers at differing 

levels of risk, borrowers with the riskiest investment projects are exactly 

those who are willing to pay the highest interest rates. They are willing to 

pay this high price because they perceive their probability of repaying the 

loan to be low. If a borrower took on a high-risk investment and 

succeeded, the borrower would become extremely rich. However, a 

lender wouldnôt want to make such a loan precisely because the 

investment risk is high; the likely outcome is that the borrower will not 

succeed and the lender will not be paid back. Thus, increasing interest 

rates could increase the riskiness of the bankôs loan portfolio, either by 

discouraging safer investors; or by inducing borrowers to invest in riskier 

projects and therefore, the banks profit could be decreased. Lenders do 

not, therefore, raise interest rates even when there is too much demand 

for the market to meet. This is because the expected return by the bank 

may increase less rapidly than the interest rate, and, beyond a point, may 

actually decrease, as depicted in Figure 1 below. The supply curve thus 
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slopes towards the right and may in some cases, not intersect with the 

demand curve at all (Figure 2 below). In such cases, the supply and 

demand for funds do not balance. Therefore, borrowers find themselves 

unable to procure the capital that they believe they require, and credit 

rationing occurs (Stiglitz & Weiss, 1981). 

Figure 1: Expected Return for the Bank as a Function of the Interest Rate Charged. 
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Source: Freixas and Rochet (1997). 
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Figure 2: Asymmetry of Information and Credit Rationing.  
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Source: Freixas and Rochet (1997). 

Given that asymmetric information problems tend to be much more acute 

in small firms than in large firms, it is not surprising that small firms 

suffer more from credit rationing. This is because with small businesses 

outside stakeholders face several information problems. Some of these 

problems are discussed in the next section. 

II.3  Challenges and issues for banks when dealing with 

SMEs: 

It is well documented that when interacting with SMEs seeking funds and 

other financial services, banks are confronted with a number of 

challenges that are typical to this category of business (Ang, 1991; 

Berger & Udell, 2003; Holmes et al., 2003). In particular, the lack of 
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readily available quality information in the public domain about 

individual SMEs raises costs. Also, most SMEs have no statutory 

obligation to file audited financial statements. These challenges and some 

of the others discussed in this section tend to be inversely proportional to 

the size of businesses that banks deal with. In this section, three 

challenges will be discussed; opacity, information asymmetry, and size 

issues. 

II.3.1  Opacity:  

Opacity is related to the ability of a SME to communicate clearly 

pertinent information to outside stakeholders including the capital market 

(Berger & Udell, 1998). Furthermore, Berger and Udell (1998) describe 

this issue of information opacity as the hallmark of SME finance. The 

causes of this opacity are numerous (Holmes et al., 2003). One is the 

private nature of contracts between SMEs and their different stakeholders 

such as employees, suppliers and customers. These contracts are neither 

publicly visible nor widely reported in public media, which makes 

learning about SMEs from their contracts with other parties almost 

impossible. This is in contrast with contractual arrangements entered into 

by listed companies, which are widely reported in the media or at least in 

some specific media and can be accessed by the public. 
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Another source of opacity is the quality of data generated by the SME for 

review by outside stakeholders such as finance providers. This may be 

due to the age of the business; if it is in an early stage in its growth cycle 

there will not be many records showing financial history or profitability. 

SME people may not have the managerial talent and resources to come 

up with data useful to the stakeholders (Ang, 1991).  

Because SMEs are not legally required to prepare International Financial 

Reporting Standards compatible financial statements, the absence of 

audited statements is another contributing factor. Financial statements are 

tools used by businesses to account for the use of funds and their 

operating activities. The aim of financial accounting in general and of 

financial statements in particular is to provide valuable information to 

outside users to learn about the financial aspects of the firm and help 

them to make sound and efficient economic decisions. However, the 

absence of financial reports suggests that SMEs are opaque at least in 

comparison with businesses that do promulgate financial reports. 

SMEs that are keen on signalling good performance to banks do take 

action. Signalling might take the form of joining a local chamber of 

commerce, using a reputable accountancy firm, and/or joining a 

mentoring program. However, often banks experience difficulties in 
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drawing inferences as to the quality of the signals emanating from small 

firms (Ang, 1991). At the heart of this problem are the differences in 

expectations between SMEs owners/managers and banks. Usually, 

entrepreneurs are found to be more optimistic about their ventures than 

outside stakeholders. The SME owners/managers are, however, aware of 

this discounting and the outside stakeholders know that the 

owners/managers expect a reduction of their own optimism (Ang, 1991). 

This situation leads to a tension between the two parties which represents 

another facet of the opacity issue faced by banks when interacting with 

SMEs. 

II.3.2  Information Asymmetry  

Information asymmetry poses a significant problem for banks dealing 

with SMEs. The issue relates to the different levels of information 

available about the SME and/or its owner manager that is known to the 

bank and that which is known to the business owner manager. For 

example, the following story about Apple illustrates the issue of moral 

hazard which is the second by-product of information asymmetry after 

adverse selection, as referred to in section  II.4.4 below. Apple, then a 

small firm, borrowed money with a pre-arranged agreement to use for 

product development. However, and reflecting typical post-contract 
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opportunism, the Apple decision makers spent the funds on marketing 

activities. Luckily for both lender and firm, it worked.  However, the 

lender gained nothing extra from the engagement of the Apple company 

into the extra risky activity and it could have been detrimental to the 

repayment of the loan (Borrmann & Tripe, 2008). 

II.3.3  Size of the SME sector and size and scope of their 

transactions:  

The SME sector is characterised by two criteria, first the very large 

number of entities (Ministry of Economic Development, 2005), and 

secondly the lack of homogeneity among those entities from the sector. 

These two criteria make the risk of each SME different, which in turn 

makes it extremely hard for banks to evaluate small firmsô financial risk 

(Borrmann & Tripe, 2008). Banks have to evaluate each and every 

business separately, and this issue of risk assessment is exacerbated by 

two more factors related to the size and scope of SMEs transactions 

(Ang, 1991). 

One factor is the high fixed costs that banks have to pay to gather 

information about a transaction conducted by a typical SME. Most bank 

transactions incur a fixed cost component which doesnôt vary with the 

transaction size. Furthermore, this type of transaction tends to be very 
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small both in scope and scale whereas some of the costs incurred are 

fixed. For example, when a bank collects a piece of information that it 

considers to be important in order to process a very small loan 

application from one of its SME customers, it nevertheless incurs a fixed 

cost that would be the same if the loan application was for a significantly 

larger loan. 

The other factor concerns incentives for a third party to collect 

information on behalf of the bank, and then sells it to the bank (Ang, 

1991). This third party could be an outside analyst or a rating agency. 

When the cost of collection that the third party has to pay is compared 

with the sale price of the information in question, as well as the very 

small size of the market for this type of information, the involvement and 

the investment by that third party may not be fully justified. However, 

there is some evidence that this view about the third party might not be 

entirely accurate. In Australia and New Zealand, for example, most banks 

would seek information about their potential SME borrowers and their 

owners/managers from VedaAdvantage
3
, the debt collection agency, to 

check their credit history. This suggests that a third party agency that 

does some kind of creditworthiness monitoring of small firms and their 

                                                 
3
 Formely known as Baycorp, it is the largest credit bureau in Australia and New Zealand. It provides 

credit reports about businesses and individuals (http://www.vedaadvantage.com/). 



45/314 

owners/managers, indeed, exists, even if it does not collect financial 

information about them. 

While many of those risks can be reduced by the use of different lending 

tools, such as collateral and technologies or practices like relationship 

lending, nonetheless, the risk of default increases the costs of lending to 

SMEs (Borrmann & Tripe, 2008). 

Before talking about how banks as the primary source of external funding 

for SMEs (Ministry of Economic Development, 2010), the next section 

will provide a context for banks as a financial intermediary, followed by 

how banks try to overcome these challenges to assess risks, and price 

loans when lending to SMEs. 

II.4  Financial intermediation  

Financial intermediation is the process by which fund providers deposit 

their capital surplus with financial intermediaries, who in turn lend to 

capital users. In essence, they mediate between the providers of funds 

and the users of these funds. According to Freixas and Rochet (2008), 

Greenbaum and Thakor (2007), and Matthews and Thompson (2008), 

these financial intermediaries predominantly fall into one or two 

categories. One group comprises those who directly accept deposits from 

depositors and make loans to borrowers. Examples of these are banks and 
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credit unions. A second group is made up of those who purchase 

securities and hence indirectly provide capital by means of the capital 

market rather than directly making loans as banks do.  Insurance 

companies and pensions funds are two examples of this category. 

II.4.1 Banks: 

Banks are a specific form of financial intermediary and are commonly 

characterised as "an institution whose current operations consist in 

granting loans and receiving deposits from the public" (Freixas & 

Rochet, 2008, p. 1). The intermediation process from the banksô 

perspective focuses on asset and liability management. A core activity of 

a bank is receiving liquid and convertible (on demand) deposits and 

transforming these into medium and/or long term loans. The extraction of 

a return from such activity is associated with risk, default risk and 

withdrawal risk in particular (Matthews & Thompson, 2008). 

Banks play a pivotal role in the allocation of capital in the economy 

(Merton, 1995). Specifically, four main functions characterise the value 

creating services of banks in the intermediation arena (Casu, Girardone, 

& Molyneux, 2006; Freixas & Rochet, 2008; Heffernan, 2005; Matthews 

& Thompson, 2008). These functions are detailed next. 
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II.4.2  Offering liquidity and payment services:  

For banks, the main source of funding, as alluded to previously, comes 

from their customersô deposits. However, these customers, faced with the 

lack of knowledge about future events, often have a preference for 

liquidity and want to be able to withdraw their deposited funds on 

demand. Banks are able to provide these deposit and liquidity services 

(Diamond & Dybvig, 1983), offering a broad range of accounts, such as 

cheque accounts, and other on call facilities. 

Facilities to make payments is another service that banks provide for 

their customers; usually defined as ñany organised arrangement for 

transferring value between [their] participantsò (Casu et al., 2006, p. 25). 

Throughout history, people, in their normal course of life, have traded 

with each other, exchanging what they have extra for what they need 

and/or want. At first, the barter system was used as a clearing system. 

Over time, that system proved to be inadequate due in many cases to 

transportation, storage and costs. Money was an excellent discovery that 

changed forever the transfer of ownership claims between trading parties. 

Also, the concept of money has broadened so much that banks are able to 

facilitate the transfer of funds between traders, enabling them to make 

payments using a variety of payment services. These include writing 
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cheques from oneôs current accounts, electronic-based types of 

transaction such as the use of credit and/or debit cards, and more 

recently, web-based types of payments completed over the internet. 

Furthermore, with recent technological progress, banks have been able to 

offer easy access and relatively cheap web- and mobile phone-based 

facilities. 

II.4.3  Transforming assets:  

The second function performed by banks is that of qualitative asset 

transformation (Greenbaum & Thakor, 2007). Lenders and borrowers 

have different preferences and requirements. For example, lenders often 

want to be able to access their deposited funds whenever they want. 

Conversely, borrowers want to retain their borrowed funds over the life 

of the project or investment. Banks transform the nature of claims or the 

asset attributes when they act as intermediaries between those lenders 

and borrowers in order to accommodate their
4
 ideals (Gurley & Shaw, 

1960). According to Matthews and Thompson (2008), this function 

comprises size transformation, maturity transformation and risk 

transformation. 

                                                 
4
 i.e. lenders and borrowers 
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Often lenders have small amounts of surplus capital whereas borrowers 

are in need of bigger amounts of funds for their projects. Banks perform 

size transformation by collecting smaller amounts of capital surplus from 

depositors, bundling them together into bigger parcels and then lending 

them to borrowers. 

The next transformation function is that of maturity. Capital surplus units 

want to be able to access their funds whenever they want and/or need 

them, whereas capital users in deficit want security of funds over the life 

of the project or investment. Banks act between the two units via 

transforming securities - with short maturities from the former, into 

securities with longer maturities to the latter. 

The third and final transformation is risk. Lenders prefer assets with a 

low risk and want their money to be safe. In contrast, borrowers use 

borrowed funds to engage in operations that carry a risk of default and 

might result in them not being able to pay back the funds they borrowed. 

Also, borrowers are predisposed to pay a higher price than that necessary 

to reward lenders where risk is lower. As financial intermediaries, banks 

are capable of altering and minimising risk using a number of tools and 

techniques, such as investment diversification, loans pooling, and the 
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screening and monitoring of borrowers. Some of these, specifically in 

dealing with their SME clients, will be elaborated on in section II.4.5. 

II.4.4  Information processing an d monitoring 

borrowers:  

This third function relates to banks performing one of their core activities 

as a financial intermediary, namely granting loans to capital users in 

deficit, and thereby having to manage the problems and difficulties 

arising from imperfect information concerning borrowers. This 

asymmetric information issue which Casu et al. (2006, p. 484) described 

as ñthe imperfect distribution of information among parties to a contractò 

arises regularly. An example is where a borrower is likely to have more 

information about the project for which a loan is sought than the bank 

has. Information asymmetry can give rise to situations of adverse 

selection and moral hazard. 

Adverse selection occurs from pre-contractual opportunism where the 

bank is unable to distinguish between the qualities of the different 

projects presented for funding by the different borrowers. However, these 

borrowers know more about the projects, and as a result of this problem, 

the bank might end up selecting the bad projects (Matthews & 

Thompson, 2008). 
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Moral hazard occurs from post-contractual opportunism whenever a 

contract between two or more parties creates incentives for one party to 

act against the interests of the other party (Heffernan, 2005). For 

example, a SME borrower may act in a way that is detrimental to the 

repayment of the loan by engaging in more risky activities than that 

initially agreed with the bank. 

To minimise default and other risks associated with lending, banks will 

seek to reduce information asymmetries with their associated pre- and 

post- contractual problems by processing information from and about 

borrowers. Various technologies provide opportunities in this regard. 

First, borrowers and their loan applications may be screened to reduce 

the likelihood of funding the bad projects and/or bad borrowers 

mitigating the adverse selection problem. This can be done, for example, 

by seeking out relevant information to examine borrowersô credit 

worthiness. Secondly, in dealing with the moral hazard problem, banks 

monitor borrowers and their behaviours by collecting information and 

ensuring that the borrowers adhere to the terms of their contracts as well 

as refraining from acting in a manner contrary to the bankôs interests. 
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II.4.5  Managing risks:  

Banks, as financial intermediaries, face several interdependent risks, 

some of which are inherent, such as liquidity or funding risks and credit 

or default risks, due to the nature of banking activities that involve taking 

deposits and extending loans. Profit oriented banks will assume risks and 

work to manage them to avoid losses. The management of risk is the 

third major activity for banks. Various taxonomies of risk have been 

proposed and these typically include credit, liquidity, and interest rate 

risks. These are briefly discussed in turn. 

Credit risk, also called default risk, is described in the Basel I  Accord as 

ñthe potential that a bank borrower or counterparty will fail to meet its 

obligations in accordance with agreed termsò (Basel Committee on 

Banking Supervision, 2000, p. 5). Banks manage this type of risk using 

different techniques. The requirement for collateral from borrowers is 

typical. Heffernan (2005) sees default risk as associated mostly with 

moral hazard and information problems, suggesting that ñbanks must 

monitor their borrowers to increase their returnò (Heffernan, 2005, p. 

105) and minimise the probability of default on a loan agreement. 

Liquidity or funding risk arises from banks providing liquidity-related 

services to depositors. This risk occurs when a bank is obliged to make 
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unexpected payments when depositors exercise a withdrawal from an on-

call account. Banks have a range of tools and facilities to reduce their 

exposure to liquidity risk, such as increasing their holdings of near cash 

and readily marketable assets like treasury bills and or funding long-term 

loans with equally long term deposits. 

Interest rate risk arises from the maturity transformation activity 

performed by banks. When banks fund long-term loans using short-term 

deposits, for example, costs of funds may rise above the income 

generated from interest received. 

Overall, a profit oriented bank will aim to maximise returns on earning 

assets and minimise the risk of default. 

II.5  How banks overcome challenges when lending to 

SMEs: 

Information is important to banks. When lending to SMEs, financial 

intermediary institutions in general and banks in particular have 

developed a range of tools and techniques, such as debt covenants and 

relationship lending, to gain information, overcome the challenges 

detailed in section  II.3 above, and to aid decision making regarding 

issues like risk assessment and loan pricing. These tools and techniques 

have been further facilitated by technological progress. Berger and Udell 
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(2006) provided a taxonomy to organise and classify these tools and 

techniques, which they have called ólending technologiesô. They describe 

a lending technology ñas a unique combination of primary information 

source, screening and underwriting policies/procedures, loan contract 

structure, and monitoring strategies/mechanismsò (Berger & Udell, 2006, 

p. 2946). The primary objective of these technologies is to minimise 

costs, including the risk of poor decisions, and to increase banksô returns. 

This taxonomy of lending technologies seems to have gained wide 

acceptance among specialists in the finance literature (Ayyagari, 

Demirgüç-Kunt, & Maksimovic, 2010; De Haas, Ferreira, & Taci, 2010). 

These technologies can be divided into two categories by the type of 

borrowers -opaque and/or transparent- or the source of primary 

information used - soft and/or hard: 

1. Transactions lending technologies, including financial statement 

lending, SME credit scoring, asset based lending, factoring, fixed-

asset lending, leasing, and 

2. Relationship lending technologies in which ñthe financial 

institution relies primarily on soft information gathered through 

contact over time with the SME, its owner and the local 
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community to address the opacity problemò (Berger & Udell, 

2006, p.2951). 

Each technology can be used in combination with another technology or 

other technologies. This suggests that one technology can be used as a 

primary method of information source, which can then be supported by 

other technology(ies), and that these technologies are not 

interchangeable. Furthermore, ñIn some cases, the technologies may be 

most efficiently deployed in a particular organisational form or unit that 

is dedicated to that technology. The unit may be an entire financial 

institution (e.g., a leasing company offering only business leases), or a 

separate department, division, or subsidiary (e.g., an asset-based lending 

department of a commercial bank or finance company)ò(Berger & Udell, 

2006, p.2948). 

Some of these details about lending technologies are summarised in 

Table 1 (below). 
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Table 1: Lending technologies 

Technology Type Borrower Information  

Relationship lending Relationship Opaque Soft 

Financial statement lending Transaction Transparent Hard 

Asset-based lending Transaction Opaque Hard 

Factoring Transaction Opaque Hard 

Leasing Transaction Opaque & Transparent Hard 

SME credit scoring Transaction Opaque Hard 

Equipment lending Transaction Opaque & Transparent Hard 

Real estate-based lending Transaction Opaque & Transparent Hard 

Trade credit Transaction Opaque & Transparent Soft & hard 

Source: Taketa and Udell (2007) 

Finally, while the current research uses this taxonomy of lending 

technologies as a framework of reference to build and present its case, it 

will later be argued and suggested in the analysis section that this 

taxonomy might not apply per se to the relationship model. The next 

section defines relationship banking as presented in the finance literature. 

II.6  Relationship banking:  

 Although Boot (2000) asserted that there was no precise definition of 

relationship banking, by 2011 a generally accepted definition had been 
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developed. An early definition was provided by Ongena and Smith 

(2000), who stated that it is ñthe connection between a bank and a 

customer that goes beyond the execution of simple, anonymous, financial 

transactionsò (p. 4). However, they went on to add two dimensions to this 

definition; time or the duration of this connection, and scope, being ñthe 

breadth of services offered by the bank to its customerò (p. 5). 

A more elaborate and widely used definition is that of Boot (2000) who 

notes that relationship banking is ñthe provision of financial services by a 

financial intermediary that: 

i. Invests in obtaining customer-specific information, often 

proprietary in nature; and 

ii. Evaluates the profitability of these investments through multiple 

interactions with the same customer over time and/or across 

productsò (p. 10). 

Then, influenced by Berger (1999), Boot added three conditions for 

relationship banking to be accorded as present: 

i. ñThe intermediary gathers information beyond readily available 

public information [through screening loan applications and 

monitoring] ;  
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ii. Information gathering takes place over time through multiple 

interactions with the borrower, often through the provision of 

multiple financial services; 

iii.  The information remains confidential (proprietary)ò (Boot, 2000, 

p. 10). 

II.6.1  More details about relationship -banking in the 

context of SMEs: 

At this stage, it must be stated that Berger and Udell wrote a series of 

papers on SME finance, such as (Berger, 1999; Berger, Klapper, & 

Udell, 2001; 1995, 1998, 2002, 2003, 2006) exploring relationship 

banking, lending technologies, etc; hence the somewhat heavy reliance 

on the work of these two authors. They have described relationship 

banking as ñone of the most powerful technologies available to reduce 

information problems in small firm financeò (Berger & Udell, 2002, p. 

F32). 

An addition to the above definition is clearly stated in Berger and Udell 

(2006). The addition is concerned with two things. One is the type of 

proprietary information qualified as ñsoft informationò upon which 

lending is primarily based. The second is relationship-banking as a whole 

being one type of loan underwriting, or a lending technology as per the 
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taxonomy discussed above (Table 1), among other loan underwriting 

technologies. 

The relationships between the bank, the entrepreneur and the SME 

become more important than the pure financial condition of the company 

(Berger & Udell, 2003). The bank bases its decisions regarding the 

approval or refusal of a loan application from its SME partner, and the 

interest rate to charge, largely on proprietary information about the firm, 

its owner, and its community. This information is garnered partly in the 

course of the relationship through the provision of loans (Berger & Udell, 

1995; Petersen & Rajan, 1994) deposits services (Allen, Saunders, & 

Udell, 1991; Berlin & Mester, 1999; Cole, 1998; Degryse & Cayseele, 

2000; Nakamura, 1993), or the delivery of other financial services to the 

firm and/or to the entrepreneur. Specifically, ñDeposit accounts provide 

further information in the form of balance information, transactions 

activity, payroll data, etc. that help give a more complete picture of the 

financial health of the firm. Information about the quality of the 

entrepreneur may also be culled from the provision of personal loans, 

credit cards, deposit accounts, trust accounts, investment services, etc., 

and from other business dealings or personal contact[s] outside the firm. 

Knowledge of the local community gained over time may also be 
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valuable because it allows the bank to judge the market in which the 

business operates, to obtain references and feedback on borrower 

performance, and to evaluate the quality of the firm's receivablesò 

(Berger & Udell, 1998, pp.645-6). 

Further information may also be collected from contact with the 

borrowerôs customers and suppliers who may give specific information 

about the firm and owner or general information about the business 

environment in which they operate (Berger & Udell, 2002). 

Finally, two remarks about how relationship banking is generally defined 

in the finance literature. First, more dimensions of this relationship have 

been added to the definition by different authors depending on the area of 

relationship banking under study. An example of this is Elsas (2005) 

where relationship lending is defined as ña long-term implicit contract 

between a bank and its debtoréò (p. 34). Secondly, it must be noted that 

all these definitions are from a bankôs perspective. That is, banks are the 

only active players according to these definitions and the business 

partnerôs role is viewed as being passive. Maque (2007) arrived at the 

same conclusion in her PhD dissertation. Freixas (2005) seems to have 

touched on this issue. This might point to a gap about the definition of 

relationship banking in the finance literature. 
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II.6.2  Soft information:  

A distinguishing feature of the lending technologies involving 

relationship banking is the type of information, soft and/or hard, that is 

primarily used to underwrite a loan. Stein (2002) defined soft information 

as information that cannot be directly verified by anyone other than the 

agent who produces it and it cannot be unambiguously documented and 

passed on to someone else.  

Soft information tends to be private information, not publically available, 

not normally asked for, and it must be voluntarily transferred in an 

exchange. More precisely, the sort of information referred to here is 

specific and non-standard information; firstly about the firm, such as 

unpublished strategies of the firm, inside management problems, 

succession problems, critical supplier or customer dependencies; 

secondly about the firmôs owner/managerôs business acumen or 

capability, such as his management ability, financial understanding, and 

his integrity; and lastly, information related to the firmôs environment in 

terms of suppliers and customers (Berger & Udell, 2006). 

Petersen (2004) talked about specific characterisations of hard and soft 

information. Whereas hard information is easily reduced to numbers and 
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is almost always recorded as numbers, soft information is difficult to 

completely summarise in a numeric score and is often communicated in 

text. The fact that hard information is quantitative means that it can easily 

be collected, stored and transmitted, thus the way in which it is collected 

is also different. This is because hard information is often reported 

through standard instruments such as financial statements, company 

reports and regulatory filings. By definition the collection methods for 

hard information need not be personal, whereas the collection methods 

for soft information must be personal. 

Another difference is that hard information is also more comparable. The 

person in charge of collecting this kind of information can, and often 

will, be different from the person (or object) that evaluates the 

information and makes a decision. A firmôs debt ratio is an example of 

hard information. There is a general agreement as to what a 1/2 debt ratio 

means for a firm, however, if you describe the owner of the firm as 

honest and a hard worker, there is less agreement about what honest and 

hardworking means (or how much these attributes are worth), because 

the interpretation of such adjectives is different from one person to 

another (Petersen, 2004). 
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In addition, with soft information, the context under which it is collected 

and the collector of the information are part of the information. It is not 

possible to separate the two. This is why soft information is collected in 

person and, historically, the decision maker is the same person as the 

information collector. ñA typical example is a relationship-based loan 

officer. The loan officer has a long history with the borrower and, based 

on a multitude of personal contacts, has built up an impression of the 

borrowerôs honesty, credit worthiness and likelihood of defaulting. Based 

[partly] on this view of the borrower and the loan officersô experience, 

the loan is approved or deniedò (Petersen, 2004, pp. 7-8). 

The impact of this soft private information is distinctive in that it helps 

the lender identify where the firmôs expertise and dependencies reside, 

and the transfer of it props up the value creation in exchanges ñby 

revealing to exchange partners the unique possibilities they possess for 

matching their competencies and resourceséHence, the solutions 

prompted by the transfer of private knowledge are valuable not only 

because they are distinctive, but also because they are hard for 

competitors without private knowledge to imitateò (Uzzi, 1999, p. 483). 



64/314 

II.7  Benefits of relationship b anking:  

In line with the research gap detailed earlier in the ógap identification and 

motivation of the studyô section (I.2), this section identifies some of the 

benefits accruing to banks from relationship banking that constituted the 

starting point of investigation for this thesis. 

It is clear from the scant and scattered theoretical literature on SME-bank 

relationships and the benefits accruing to banks that a number of 

benefits
5
 accrue to banks from using the relationship banking 

model/technology to manage their relationship-managed SME clients. 

These value creation benefits are the ultimate rationale for relationship 

banking, and give banks ï the users of relationship model/technology - a 

clear comparative advantage over other financial intermediaries that are 

non-users of the relationship model/technology when underwriting loans 

to SMEs. These benefits are summarised in Table 2 (below), and 

discussed thereafter. 

                                                 
5
 The same thing can be said about large businesses as well, but since the focus here is on small 

businesses, no attempt is made to discuss the case of large businesses. 
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Table 2: benefits of relationship banking accruing to banks 

Relationship Benefit Problem 

- Mitigation of the information 

asymmetry 

¶ Useful method of investment and 

prospect evaluation 

¶ Continuous monitoring 

- Agency relationship between bank & SME 

client 

¶ Adverse selection 

 

¶ Moral hazard 

- Reduction in the marginal cost of 

information production 
 

- Interaction  over multiple products & 

over time as source of information 
- Information opacity 

- Generation of information not 

available otherwise 

- Assessment of intangible assets - Information opacity 

- Use information collected to gain a 

comparative advantage in timing of 

offers 

Increase return 

- Get help with the proper interpretation 

of information provided by the SME 
Information opacity 

- Gain access to a SME niche market  

- Lower risk of Error type I & II 

Type I error here refers to the case where a 

loan application would be declined when in 

reality it should have been accepted and the 

loan granted. 

Type II  error is when a loan application is 

accepted and the loan granted when the loan 

application should have been declined. 

 

While some of these benefits can be secured at least partly from using 

other lending technologies, that shouldnôt be used as a counter argument 

to attribute these benefits to relationship banking. To do a proper 

assessment of relationship banking models every benefit must be 

included. 
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The first major advantage is the contribution the relationship makes 

towards alleviating the significant problems that arise from the agency 

issues between the bank and its SME client (Boot & Thakor, 1994; 

Thakor, 1995). An information wedge between the SME and its bank is 

created due to the information asymmetry where the SME borrower is 

more likely to have more information about the project, the subject of the 

loan, than the bank. This information wedge is mitigated through the 

relationship built between the two parties over time and multiple 

products supplied by the bank to the SME client (Petersen & Rajan, 

1994). 

Furthermore, relationship banking has been shown to be useful in 

overcoming the problems of adverse selection and moral hazard, as it 

allows for a better and more enhanced method of investment and 

prospect evaluation for the bank when approached by one of its SME 

clients for a loan (Bhattacharya & Chiesa, 1995; Boot, 2000; Diamond, 

1991). Relationship banking also allows continuous monitoring by the 

bank of the SMEôs activities, ensuring that the funds are used for the 

purpose they were initially borrowed (Rajan & Winton, 1995), and stops 

the owner-manager from ñindulging in [a] pet project, shifting risk 
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toward the bank, or otherwise misusing the borrowed fundsò (Petersen & 

Rajan, 1994, p. 4). 

Another benefit of relationship banking is reduction in the marginal cost 

of information production. This reduction is achieved through increased 

firm-specific information which the bank is able to use multiple times 

during the relationship period when providing the same and/or other 

financial services (Peltoniemi, 2007). The multiple use of information or 

information reusability takes two forms (Greenbaum & Thakor, 2007, p. 

46). Cross-sectional reusability is the first form. The bank utilises the 

same information collected earlier about one of its clients either across a 

number of other clients and/or when the bank is processing another 

application from the same customer but across a number of other 

products and services. The second form is inter-temporal reusability 

whereby ñfor example, a bank that learns something about a borrower 

while processing its first loan application can use at least some of that 

information in processing future credit requests from the same borrowerò 

(Greenbaum & Thakor, 2007, p. 46). 

Interaction over multiple products and services via cross-selling bank 

products and the interaction over time represent a valuable source of 

information about the SME client (Degryse & Cayseele, 2000), 
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particularly when the information opacity associated with SMEs is taken 

into consideration. These other financial services or products include 

letters of credit, payrolls, cash management services, and/or deposits. In 

turn, this repetitive interaction over products and over time would (i) 

increase the bankôs assessment precision about the firm and, (ii) allow 

the bank to ñspread any fixed costs of producing information about the 

firm over multiple productsò (Petersen & Rajan, 1994, p.6)  which would 

also, (iii) reduce the bankôs costs of providing more loans and services. 

Generation of information that otherwise would not be available is 

another benefit cited by Berger and Udell (1998), Boot (2000), and Cole 

(1998). This is achieved through the bank having access to the firmôs 

account movements and being able to ñobtain sufficient information on 

the firm's ability to service debt-like claims by observing its past 

interactions with other fixed claim holders like employees or prior 

creditorsò (Petersen & Rajan, 1994, p. 6). 

Having relationship banking structure/arrangement/configuration with 

the SME owner/manager is the only method of assessing the SMEôs 

intangible assets, such as the owner-manager skills and character, 

intergenerational transfer of management roles, and continuity of the firm 
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(Holmes et al., 2003). These intangible assets are a valuable source of 

information as inputs to the credit approval process. 

Using the information, soft and hard, private and public, secured from 

these multiple interactions, over time, over products, and with the SME 

owner/manager, the relationship bank partner would learn when to offer 

extra services and secure extra profits which would give it a comparative 

advantage over other finance providers. 

Relationship banking provides the bank with the ability to better 

understand and correctly interpret the information provided by the SME 

owner/manager(s), particularly through the financial statements, and/or to 

check the accuracy of that information (Boulanouar, 2003). Boulanouar 

(2003) investigated the SME-bank relationship in Japanôs Hiroshima area 

and found that banks using relationship lending technology actively 

sought direct input from small firm owners/managers ex-ante and ex-post 

in order to aid in the proper evaluation of the loan applications. The 

relationship technology also helped banks to inform and explain the 

evaluation process and outcomes, especially when applications were 

unsuccessful. 
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The relationship banking technology/model can help banks get into the 

lucrative SME borrower market.  When lending to SMEs, the full use of 

standard evaluation methods of loan applications is not possible because 

ñthe numbers or the hard information may not tell the entire storyò (Scott, 

2006, p.544). This is because SMEs tend not to have audited financial 

statements, or have incomplete ones, and perhaps have short operating 

histories, etc. However, the private information acquired via the 

relationship medium would allow the bank to write contracts and extend 

loans that would not take place in the absence of this private information 

(Berlin & Mester, 1999; Bhattacharya & Chiesa, 1995; Rajan & Winton, 

1995). 

Relationship lending technology is characterised by the use of soft 

information which is collected by the loan officer in charge of managing 

the bank-SME relationship.  Based on this soft information; ña bank 

could decide the owner is not very adaptable in the face of a new 

competitive threat, and, despite acceptable financial performance, turn 

down the next loan as a result of this soft informationé. The bank could 

become aware of an impending change of control from an 

intergenerational transfer, a revised assessment of control systems that 

are inadequate to support growth (that could lead to fraud), or unexpected 
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health problems for an owner that lacks management depth - all factors 

that might lead to turndownò (Scott, 2006, p. 546). 

Conclusion 

This chapter has set the scene for the thesis showing how banks are 

confronted with some challenges and issues when lending to SMEs 

and how banks try to overcome these. Particular emphasis was made 

on the role of relationship banking, with the chapter concluding with a 

review of literature on relationship banking benefits accruing to 

banks. The next chapter deals with the methodology utili sed to 

investigate the research aim and questions. 
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III.   Method ology 

Introduction  

Choosing a research methodology and method depends on the 

researcherôs understanding of the topic at the time of starting the 

investigation.  This chapter details the different aspects of the qualitative 

research method used in this thesis. Beginning with the story of this 

research, the next section elaborates on how this research was initiated 

but eventually employed a qualitative approach. The following section 

makes the case for the use of a qualitative approach to the study. 

Particular attention is given to the relationship between qualitative 

research and casual explanation as per Miles and Huberman (1984) and 

also process theory and variance theory (Mohr, 1984). This is followed 

by an elaboration on the research design and finally the method of 

analysis is detailed. 

III.1  Organic underpinnings  of this study:  

This study began to be formulated in late 2007. The original research 

topic was the gap identified by Boot (2000) in the area of relationship 

banking benefits accruing to banks. 
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Initially, after the gap in the knowledge was identified, the groundwork 

for a standard/orthodox (i.e. quantitative) way of approaching the topic 

was initiated in the same way other studies had been designed, such as 

those of Bharath et al. (2007); Puri et al. (2011). A primary research 

hypothesis was developed. The research hypothesis was: loans contracted 

through relationship banking have/enjoy lower rates of default than loans 

contracted/underwritten through business brokers. In New Zealand, some 

SMEs commonly approach business brokers to arrange their business 

borrowings (Ministry of Economic Development, 2003a). This was to 

test for, and measure, the benefits of relationship banking in the form of 

better screening of borrowers and investment and prospect evaluation 

(Bhattacharya & Chiesa, 1995; Boot, 2000; Diamond, 1991), and 

monitoring the use of borrowed funds (Petersen & Rajan, 1994; Rajan & 

Winton, 1995). Indeed a study with similar hypothesis was later 

conducted in the context of retail customers in Germany, thanks to access 

to private data (Puri et al., 2011). When different banks were approached 

for data to test this studyôs hypothesis, they all politely declined. 

However, four critical points led to a decision to stick with relationship 

banking and its benefits to banks and to instead change the research 

approach rather than change the topic. The four points were: 
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1. The gap in the literature identified above, and the research 

questions subsequently developed, were judged to be very 

important and worth pursuing.  

2. Additionally, after speaking to several bankers, the author noticed 

hints to other substantial benefits of relationship banking accruing 

to banks not mentioned in the academic and trade literature. Other 

observations concerned issues such as the definition of relationship 

banking to bankers, and in combination these points hinted to 

considerations somewhat different from those reported in the 

literature.  

3. Further, upon revisiting the identified gap in the literature by Boot 

(2000) as detailed in the gap identification section, the realisation 

that the opportunity for a contribution of the thesis existed in not 

just what the benefits were but how banks operationalized them, 

coupled with extensive reading on research methods such as 

Ardalan (2008); Johnson, Curran, Duberley, and Blackburn 

(2001); Maxwell (2004b, 2005); Miles and Huberman (1994); Yin 

(2003b) and much reflection allowed a different design to be 

considered. To address this gap, quantitative data collection was 

deemed impractical (bankers refused) but also superficial, i.e. did 
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not give the depth or breadth of data required to answer the 

subsequently developed research questions. 

4. Finally, and most importantly, the author realised that the detailed 

research questions related to identification of the precise sources of 

value or benefits for banks and how banks secure these benefits 

were going to be better served/investigated by a qualitative 

research approach. This last point is further detailed in the coming 

section. 

III.2  General case for the qualitative approach 

There are two general overarching approaches to research (Blumer, 1956; 

Maxwell, 2004b; Mohr, 1982; Ragin, 1989; Yin, 2003a). Mohr (1982) 

labels these approaches variance theory and process theory. With 

variance theory the (quantitative) researcher is interested in whether, and 

to what extent, variance in x causes variance in y. This approach has been 

illustrated in work relevant to relationship banking by Bharath et al. 

(2007); Puri et al. (2011) concerning benefits accruing to banks. 

However, with process theory the (qualitative) researcher asks how x 

plays a role in causing y, and what the process is that connects x and y 

(Maxwell, 2004b). Part of the misunderstanding about the use of 

qualitative and quantitative research approaches in dealing with causal 
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explanations has been the ñfailure to recognize that quantitative and 

qualitative researchers tend to ask different kinds of causal questionsò 

(Maxwell, 2005, p. 23) as demonstrated by the structures of the variance 

and process theories. 

Other researchers have made the same distinctions but have used 

different labels such as óvariable analysisô and the óprocess of 

interpretationô (Blumer, 1956), óvariable and case oriented approachesô 

(Ragin, 1989), and ófactor theoriesô and óexplanatory theoriesô (Yin, 

2003a). óVariable analysisô, óvariable oriented approachô and ófactor 

theoryô are the same as variance theory, whereas óprocess of 

interpretationô, ócase oriented approachô, and óexplanatory theoryô are the 

same as process theory. 

In qualitative research, emphasis [is] on understanding processes and 

mechanisms, rather than demonstrating regularities in the relationships 

between variables, therefore demonstration of causation is achieved via a 

description of sequence of events, each event flowing into the next. 

Quantitative studies, however, support an assertion of causation by 

showing a correlation/association between an earlier event and a 

subsequent event (Weiss, 1994) with what goes on in between explained 

by either theory or guesswork. 
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In other words, process theory ñdeals with events and the processes that 

connect them; it is based on an analysis of the causal processes by which 

some events influence othersò. Process explanation, since it deals with 

specific events and processes, is less amenable to statistical approaches. 

ñIt lends itself to the in-depth study of one or a few cases or a órelatively 

smallô sample of individuals, and to textual forms of data that retain the 

chronological and contextual connections between eventsò (Maxwell & 

Loomis, 2003, p. 248). 

Both variance theory and process theory are forms of causal explanation. 

ñHowever, process theory is not merely ódescriptiveô, as opposed to 

ñexplanatoryò variance theory; it is a different approach to explanation. 

Experimental and survey methods, ñtypically involve a óblack boxô 

approach to the problem of causality; lacking direct information about 

social and cognitive processes, [researchers] must attempt to correlate 

differences in output with differences in input and control for other 

plausible factors that might affect the output. Qualitative methods, on the 

other hand, can often directly investigate these causal processesò 

(Maxwell, 2004b, p. 249). 

Moreover, it is now widely accepted that a qualitative research approach 

is useful/beneficial for investigating local causalities (Flyvbjerg, 2006).  
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For example, Miles and Huberman asserted that ñUntil recently, the 

dominant view was that field studies should busy them-selves with 

description and leave the explanations to people with large quantitative 

data bases. Or perhaps field researchers, as is now widely believed, can 

provide óexploratoryô explanationsðwhich still need to be quantitatively 

verified. Much recent research supports a claim thatéfield research is far 

better than solely quantified approaches at developing explanations of 

what we call local causality-the actual events and processes that led to 

specific outcomesò ((Miles & Huberman, 1994, p. 132, emphasis in 

original). 

Consistent with the rise of these approaches that see, as Maxwell (2004b) 

notes, ñcausation as fundamentally a matter of processes and mechanisms 

rather than observed regularitiesò (p. 246) is the development of the 

distinction between variable and process oriented approaches to 

explanation. 

Then, as a logical conclusion about which research methodology to use 

in the current study, as the interest lies in investigating the processes 

through/by which relationship banking benefits banks, rather than just 

investigating whether this relationship offers advantages, a qualitative 

research method is more appropriate. 
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This process approach to causation has been advocated by a significant 

number of qualitative researchers e.g., Britan (1978); Erickson (1986); 

Fielding and Fielding (1986); Schwandt (1997). For example, Sayer 

(2000) asserted that casual ñexplanation requires mainly interpretive and 

qualitative research to discover actorsô reasoning and circumstances in 

specific contexts ï not in abstraction from themò (p. 23). This point, 

concerning context, is elaborated on in detail in section  III.5 below. 

Therefore, an in-depth understanding of the phenomenon under study 

within its overall context is essential. The processes which transpire 

between the different parties to a relationship cannot be ñcaptured in 

hypothetical deductions, covariances, and degrees of freedom. Instead, 

understanding social process[es] involve getting inside the world of those 

generating it, and constructing an interpretation of 'other people's 

constructions of what they and their compatriots are up toò (Geertz, 1973, 

p. 9 as cited in Rosen, 1991, p. 8) . Similarly, as Rosen (1991) notes 

ñnuance and uniqueness are as important in this endeavour as is normally 

frequent behaviourò (p. 8). Of necessity then, a researcher must involve 

him/herself in the world of those carrying out the events and processes in 

order to properly understand them. Interviewing the relationship 
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managers was the key to that, and interviews offer all of those necessary 

conditions to answer the thesis questions. 

Qualitative researchers have demonstrated how using a process type of 

approach can be used to develop causal explanations in the sense of 

Miles and Hubermanôs statement ñthe actual events and processes that 

led to specific outcomesò (Miles & Huberman, 1984, p. 132). One such 

way is through qualitative interviews. Weiss (1994) maintained that: ñIn 

qualitative interview studies the demonstration of causation rests heavily 

on the description of a visualizable sequence of events, each event 

flowing into the next. équantitative studies support an assertion of 

causation by showing a correlation between an earlier event and a 

subsequent event. An analysis of data collected in a large-scale sample 

survey might, for example, show that there is a correlation between the 

level of the wifeôs education and the presence of a companionable 

marriage. In qualitative studies we would look for a process through 

which the wifeôs education or factors associated with her education 

express themselves in marital interactionò (Weiss, 1994, p. 179). 

In-depth interviews ñenable researchers to gain a rich understanding of 

respondentsô perspectives, often providing insights that the researcher 

would not have uncovered from structured questionnaires used in 
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traditional surveys" (Osland & Cavusgil, 1998, pp. 200-201) and/or 

quantitative studies such as those investigating the association between 

the presence of relationship banking and the increase in cross selling of 

bankôs products and services. 

While loan applications from small businesses are evaluated using the 

different lending technologies referred to earlier (in section  II.5), banks 

do not yet specify the amount of input from each lending technology 

used towards the final decision about a loan request. Hence the ability to 

segregate the benefits stemming from the use of relationship banking 

technology alone and using a quantitative approach to investigate the 

advantages of relationship banking to banks would be ñextremely 

difficult to verify because currently available data do not identify how 

commercial loans are underwrittenò (Udell, 2008, p. 98). Studies such as 

those of Bharath et al. (2007)  and Ergungor (2005) donôt seem to have 

dealt with how the lending process is done. 

To be able to specify the contribution of each lending technology to the 

overall decision regarding a specific loan application, it is necessary to 

detail the lending process as well as the contribution of each of the 

lending technologies used. However in this thesis, the aim is to 

(separately) study the value creation and value addition of relationship 
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banking technology from the value creation and value addition of the 

other lending technologies used in order to get as close as possible to the 

true sources of the value of relationship banking, how that works, and 

how banks secure these value additions. These are made possible by 

taking a qualitative research approach as argued above. 

III.3  Research method: Case study 

This study uses a case study research strategy. The case study has been 

identified as the most suitable research strategy as from its definition, it is 

as ñan empirical inquiry that investigates a contemporary phenomenon 

within its real-life contextò (Yin, 2003b, p. 13) and it deals with a 

situation where a ñdescriptive question (what happened?) or an 

explanatory question (how or why did something happen?)ò (Yin, 2006, 

p. 112) are being asked. Case study method is recommended as a 

research strategy for research projects with three conditions (Yin, 2003b, 

pp. 1-2). 

1. When investigating ówhyô [use relationship banking] and óhowô 

[relationship banking benefits are secured i.e. process] questions 

because, as Yin (2003b) notes, ñóhowô and ówhyô questions are 

more explanatory and likely to lead to the use of case studiesé as 

the preferred research strategiesò. The reasoning behind this is that 
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ñsuch questions deal with operational links needing to be traced 

over time, rather than mere frequencies or incidenceò (Yin, 2003b, 

p. 6), i.e. dealing and appreciating processes. 

2. Case study method is preferred in examining contemporary events 

where the relevant behaviours cannot be manipulated (Yin, 1994) 

[that is use of different lending technologies in tandem where 

control over the contribution of each technology is not able to be 

segregated], and 

3. Three, when the sample under study exists as a contemporary 

phenomenon, or more precisely itôs an explanatory case study 

complemented by a descriptive (including casual) inquiry (Yin, 

2003b). 

The case under study is relationship banking benefits from the bankôs 

side, with the small business-bank relationship in New Zealand as the 

context and descriptive questions being asked about the phenomenon, 

why it happens and how it happens. The purpose of this format is to 

empirically investigate and gain a comprehensive understanding of the 

relationship benefits to banks. 

Furthermore, as Osland and Cavusgil (1998), state ñin depth case studies 

have been determined to be an effective approach when investigating 
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dynamic organisational processeséand in creating theory that 

incorporates the participantsô constructs and frameworks, rather than the 

researcherôsò (p. 194). Therefore, this format also facilitates the thesisôs 

aim of investigating the relationship banking benefits and the processes 

used to secure them incorporating the intervieweesô (relationship banking 

managers in this case) inputs on how those processes actually happen. 

Further advantages of using the case study as a research method have 

been reported in the literature. Some of these advantages are: the 

researcher can control the scope and time of the examination, allowing 

the researcher to gain primary data within a controllable timeframe; 

examining the phenomenon of interest in a natural setting from the 

perspective of the participants allows the researcher to understand the 

dynamics that are present (Eisenhardt, 1989). This method may help 

explain the links in real-life governance interruptions that are too 

complex for a survey or experimental strategies (Yin, 1994). A further 

advantage of adopting the case study method of research is that it has the 

potential to provide a creative insight that may arise from the comparison 

of contradictory or paradoxical evidence (Cameron & Quinn, 1988). 

So, taking together the case study method and process theory format as 

this study does will help to answer the main aim of the thesis which is to 
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investigate the processes of securing the benefits of relationship banking 

to banks. 

III.4  Criticism  of the case study method/approach: 

Notwithstanding the advantages that case studies offer as a research 

method, some issues have been raised.  Since ógeneralisibility of the case 

studyô is one of those issues which is relevant to this thesis, the rest of 

this section will deal with it in the context of this study. 

When the concept of generalisation is applied to case studies a 

misunderstanding of the objectives of this type of research can result in 

the wrong questions being asked, in the same way that the disagreement 

on whether process theories can adequately address issues of causation 

can be attributed to a ñfailure to recognize that quantitative and 

qualitative researchers tend to ask different kinds of causal questionsò 

(Maxwell, 2005, p. 23) as explained is section  III.2 above. The objective 

from the use of case studies is not a universal generalisation but a deeper 

and a more formal understanding of the phenomenon (identification of 

the precise sources of value creation and value addition of relationship 

banking to banks) in a single setting (New Zealand) within its context 

(New Zealand banking) from the participantsô (banksô relationship 

managers) perspective. In this way, an inside understanding not the 
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singular understanding is generated (Flyvbjerg, 2006). The understanding 

generated from the single setting studied can then be used as a template 

in other settings to test for generalisation and replication and to see if the 

shared elements of that understanding exist across all settings, and/or to 

what degree. 

Furthermore, the thesisôs aim is structured in a such way, i.e. what are the 

relationship banking benefits to the five... and ñhow do the five main 

bank brands in New Zealand secure benefits of relationship banking 

when dealing with their relationship managed small businesses clientsò, 

because as Maxwell (2005) has stated ña qualitative study can 

confidently answer such a question posed in particularistic terms 

[because] this way of stating the question, although it does not avoid 

issues of sampling
6
, frames the study much more in ócaseô termsò (p. 71). 

The five main bank brands are treated not as a sample from some much 

larger population of banks to whom the study is intended to generalise, 

but as a case of a group of banks that are studied in a particular context, 

New Zealand. The selection of a particular case may involve 

considerations of representativeness, but the primary concern of the study 

is not with generalisation, it is with developing adequate descriptions, 

                                                 
6
 For a discussion of sampling issues please see sections  III.6.1 III.6.1 and  III.6.2 below. 
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interpretations, and explanations of this case (Maxwell, 2005) in order to 

investigate the processes these banks in New Zealand use to secure 

relationship banking benefits. 

Other methodologists have argued for taking a different perspective on 

generalisability within the case study framework and four of these 

perspectives, those of Orlikowski and Baroudi (1991), Bryman (1988), 

Yin (2003b), and Flyvbjerg (2006) will be considered in turn. 

The thesis aim is to seek a relative, albeit shared, understanding of 

phenomena. Generalisation from a single case study setting ñto a 

population is not sought; rather, the intent is to understand the deeper 

structure of a phenomenon, which it is believed can then be used to 

inform other settingsò (Orlikowski & Baroudi, 1991, p. 4). 

Bryman (1988)agrees that ñThe problem of case study generalization 

entails a misunderstanding of the aims of such research. In particular, 

[the] misconception arises from a tendency to approach a case study as if 

it were a sample of one drawn from a wider universe of such cases. There 

are at least two reasons for considering this view to be misguided.ò One 

of which is the ñissue is better couched in terms of the generalisability of 
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cases to theoretical propositions rather than populations or universesò 

(1988, p. 90). 

Yin (2003b) perspective deals, on the other hand with the issue of ócase 

studies providing little basis for scientific generalisationô by tackling the 

frequently heard question: How can you generalize from a single case? 

For Yin (2003b), case studies are like experiments and ñscientific facts 

are rarely based on single experiments; they are usually based on a 

multiple set of experiments that have replicated the same phenomenon 

under different conditionsò (p. 10). In conclusion then, the same 

approach can be used with multiple case studies, and like experiments, 

case studies ñare generalisable to theoretical propositions and not to 

populations or universes. In this sense, the case study, like the 

experiment, does not represent a ósampleô, and in doing a case study, the 

goal will be to expand generalised theories (analytic generalisation) and 

not to enumerate frequencies (statistical generalization)ò (Yin, 2003b, p. 

10). 

Finally, the author of this thesis is in full agreement with the following 

ñFinally, it should be mentioned that formal generalization, be it on the 

basis of large samples or single cases, is considerably overrated as the 

main source of scientific progress. Economist Mark Blaug (1980) ï a 
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self-declared adherent to the hypothetico-deductive model of science ï 

has demonstrated that while economists typically pay lip service to the 

hypothetico-deductive model and to generalization, they rarely practise 

what they preach in actual research. More generally, Thomas Kuhn has 

shown that the most important precondition for science is that researchers 

possess a wide range of practical skills for carrying out scientific work. 

Generalization is just one of these. In Germanic languages, the term 

óscienceô (Wissenschaft) means literally óto gain knowledgeô. And formal 

generalization is only one of many ways by which people gain and 

accumulate knowledge. That knowledge cannot be formally generalized 

does not mean that it cannot enter into the collective process of 

knowledge accumulation in a given field or in a society. A purely 

descriptive, phenomenological case study without any attempt to 

generalize can certainly be of value in this process and has often helped 

cut a path towards scientific innovation. This is not to criticize attempts 

at formal generalization, for such attempts are essential and effective 

means of scientific development. It is only to emphasize the limitations, 

which follows when formal generalization becomes the only legitimate 

method of scientific inquiryò (Flyvbjerg, 2006, p. 227). 

In light of the above arguments and as Alasuutari (1995), Bryman (1988), 

and Silverman (2005) suggested, extrapolation is a more appropriate 
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concept than generalisibility in this case because it demonstrates how the 

analysis of this thesis, and its findings, relate to other contexts about 

studies on value creation and the value of relationship banking benefits 

accruing to banks. 

In summary, while this study does not seek to provide empirical 

generalisations of its outcomes across all relationship banking contexts, it 

does meet the aim of providing testable constructs (benefits and their 

sources) which can then be tested in other contexts. 

III.5  The importance of the Context  

As was mentioned earlier this studyôs paradigm is realist and as noted in 

section  III.2 (above) that for social realist researchers context plays an 

important role in causal explanation (Miles & Huberman, 1984; Sayer, 

2000). This position has been summed up by Pawson and Tilley (1997) 

as ñmechanism + context = outcomeò (p. xv) where it is maintained that 

ñthe relationship between causal mechanisms and their effects is not 

fixed, but contingentò (p. 69). 

So, the causal relationship depends on the context in which the 

mechanism operates. The context within which a causal process occurs 

constitutes, to some extent, an inherent part of that process, and often 
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cannot be ñcontrolled forò in a variance-theory approach without the 

misrepresentation of the causal mechanism (Sayer, 2000). 

Furthermore, emphasis on context is critically important for the 

generalisation of causal statements as noted by the National Research 

Council (U.S.): ñAttention to context is especially critical for 

understanding the extent to which theories and findings may generalize 

to other times, places, and populationsò(NRC, 2002, p. 5). This view 

treats context as one source of ñnoiseò that ñmake[s] replicationðthe key 

to boosting certainty in results and refining theoryðmore difficult and 

nuancedò (NRC, 2002, p. 83) in social and behavioural research.  

From this thesisôs perspective, in order to develop adequate explanations 

of the relationship banking benefits accruing to banks, and also to 

understand the mechanisms leading into the securitisation of those 

benefits, methods need to be used ñthat can investigate the involvement 

of particular contexts in the processes that generate these phenomena and 

outcomesò (Maxwell, 2004a, pp. 6-7). 

This is, in part, why a separate chapter  0 (below) on New Zealand 

banking and SMEs in New Zealand is positioned after the methodology 

chapter. The purpose is to show that the New Zealand context has been 

carefully chosen and to ensure it contains all the necessary elements of 

the phenomenon under study. 
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III.6  Case study components 

In one of the most recent studies available, Thomas (2011) defines case 

studies as ñanalyses of persons, events, decisions, periods, projects, 

policies, institutions, or other systems that are studied holistically by one 

or more methods. The case that is the subject of the inquiry will be an 

instance of a class of phenomena that provides an analytical frameðan 

objectðwithin which the study is conducted and which the case 

illuminates and explicatesò (p. 515). 

Thomas (2011) notes that for a research project to constitute a case study, 

it must comprise two elements: the subject or case
7
 of the study and its 

object. He also stresses that the difference between the case of a case 

study and its object is critical and must be made at the start ñsince the 

distinction between the one and the other is characteristic of all social 

inquiry, yet relatively neglected in discussion of the case study.ò This is 

because ñThe ostensible looseness of the case study as a form of inquiry 

and the conspicuous primacy given to the case (the subject) is perhaps a 

reason for inexperienced social inquirers, especially students, to neglect 

to establish any kind of object (literally and technically) for their 

inquiries. Identifying only a [case], they fail to seek to explain anything, 

                                                 
7
 As the majority of writings on case studies refer to subject as case, from now on I will be referring to 

the subject as a case. 
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providing instead, therefore, a simple description in place of a piece of 

researchò (p.513). 

The case of a case study is defined as ña practical, historical unityò 

(Thomas, 2011, p. 513), which George and Bennett (2005) detail as ñthe 

universeðthat is, the óclassô or ósubclassô of eventsðof which a single 

case or a group of cases to be studied are instancesò (p. 69). 

The object, to Thomas (2011), is defined as ñan analytic or theoretical 

frameò (p.513); hence ñthe object constitutes, then, the analytical frame 

within which the case  is viewed and which the case exemplifiesò 

(Thomas, 2011, p. 515). 

It is worth noting that other authors, such as Wieviorka (1992) and 

Wallace (1969), have also stressed the difference between object and 

subject (in the language of Thomas (2011)) of different types of research, 

though utilising different terms. Wallace (1969) for example used the 

terms explanandum
8
 and explanans to mean case and object respectively, 

with expanadum meaning the phenomenon that needs to be explained 

and explanans the thing doing the explanation (of the phenomenon). This 

                                                 
8
 An explanandum (a Latin term) is a phenomenon that needs to be explained (i.e. that which needs to 

be explained", plural = explananda -Online dictionary of philosophy-) and its explanans is the 

explanation of that phenomenon. For example, one person may pose an explanandum by asking "Why 

is there smoke?", and another may provide an explanans by responding "Because there is a fire". In 

this example, "smoke" is the explanandum, and "fire" is the explanans. 
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discussion about the case study, its subject and its object, in relation to 

the current thesis, can be summarised in the following Table 3 (below). 

Table 3: the case study, its subject, and object 

Case: practical, historical unity 

Explanandum: The thing to be explained 

Object: analytical/theoretical frame 

Explanans: The thing doing the explaining 
Case Study 

The five main bank brands in NZ 
óThe process of securing relationship 

banking benefits to banksô 

So: the ó5 main 

banks in NZô as a 

case study of 

óProcess of securing 

relationship banking 

benefits to banksô 

 

III.6.1  Selection of the case ȰÂÁÎËÓȱȡ 

Having identified the parameters of a case and object, the next task is the 

identification of the case of the case study.  The case will be ñselected 

because it is an interesting or unusual or revealing example through 

which the lineaments of the object can be refractedò (Thomas, 2011, p. 

514). This, however, can only be achieved through purposive sampling of 

a case or cases. This method of sampling allows the researcher ñto 

choose a case because it illustrates some feature or process in which [s/he 

is] interestedò (Silverman, 2009, p. 141). Also, this method of sampling 

demands the researcher to ñthink critically about the parameters of the 

population [s/he is] interested in and choose [the] sample case[s] 

carefully on this basisò (Silverman, 2009, p. 141). Denzin and Lincoln 

(1994) agree, stating that ñmany qualitative researchers 

employ...purposive, and not random, sampling methods. They seek out 
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groups, settings and individuals where...the processes being studied are 

most likely to occurò (p. 202). This is so because the aim of the study is 

not to describe the symptoms of the relationship phenomenon and how 

frequently they occur, rather, and more importantly, it is ñto clarify the 

deeper causes behind [it]éand its consequencesò (Flyvbjerg, 2006, p. 

229). The goal is not to representatively capture all possible variations 

but to gain a deeper understanding of the phenomenon and so the 

selection of case(s) to be studied should be done on the basis of its/their 

relevance to the researcherôs research questions, his/her theoretical 

position...and most importantly the explanation or account which s/he is 

developing (Mason, 2002). 

Furthermore, ñtheoretical sampling is concerned with constructing a 

sample... which is meaningful theoretically, because it builds in certain 

characteristics or criteria which help to develop and test [the 

researcherôs] theory and explanationò (Mason, 2002, p. 124). 

When information cannot be gathered as well from other choices, 

particular activities, people or settings may be deliberately selected. In 

fact, Weiss (1994) argued that ópanelsô was a more correct term than 

ósamplesô for many qualitative interview studies as ñpeople who are 

uniquely able to be informative because they are expert in an area or 

were privileged witnesses to an eventò (p.17) are utilised. ñSelecting 
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those times, settings, and individuals that can provide [the researcher] 

with the information that [s/he] need[s] in order to answer [his/her] 

research questions is the most important consideration in qualitative 

selection decisionsò (Maxwell, 2005, p. 88). 

Finally, Mason (1996) recommendation is that to select a sample which 

can represent a wider population a sample needs to be selected ñof 

particular processes, types, categories or examples which are relevant to 

or appearò (p. 92) to be so within that wider population or universe. ñSo 

in qualitative research the relevant or sampleable units are often seen as 

theoretically definedò (Silverman, 2009, p. 144). This is consistent with 

the aim of this thesis regarding the generalisability of cases being to 

theoretical propositions rather than populations or universes (Bryman, 

1988) as explained in section  III.4 (above). 

Practically, the case selection was guided by Stake (2005) typology of 

cases where he distinguishes between three types of cases: intrinsic, 

instrumental, and collective or multiple.  

An intrinsic case is examined for its intrinsic sake. For example, ñwhy 

did bank óAô fail to retain its small business clients when all other banks 

in the region succeed?ò An instrumental case is examined primarily to 

provide insight into an issue. The case itself plays only a supporting role 

in understanding something else: an abstract construct or generic 
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phenomenon which the case illustrates. ñThe case is still looked at in 

depth, its contexts scrutinized, its ordinary activities detailed, but all 

because this helps the researcher to pursue the external interest. Here the 

choice of case is made to advance understanding of that other interestò 

(Stake, 2005, p. 445). For instance, how a community-bank X 

(representing other community banks in country óBô) manages to retain 

its small business clients. 

In a multiple case study or collective case study, data is coordinated from 

a number of cases which are studied jointly so as to examine a 

phenomenon. Each case illustrates the same phenomenon, hence, a 

collective case study is an ñinstrumental study extended to several cases. 

Individual cases in the collection are [thus]échosen because it is  

believed that understanding them will lead to better understanding, and 

perhaps better  theorizing, about a still larger collection of casesò (Stake, 

2005, p. 446). An example would be a collective case study of how three 

community-banks X, Y, and Z in country B manage to retain their small 

business clients. 

Since the aim/interest of the current study is in banks that use 

relationship banking with their SME clients, the decision has been to 

select the five main bank brands in New Zealand. Therefore, this thesis 

identifies itself as a collective case study. The five main bank brands in 
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New Zealand exemplify the analytic frame, the object, which is the 

process by which banks operationalise relationship banking benefits to 

themselves. Hence, the five main bank brands in New Zealand, in 

Thomas (2011) words, are ñthe prism through which ófacts and concepts, 

reality and hypothesesô about this [process] were refracted, viewed and 

studiedò (p.515). 

The choice of those five bank brands is based on a number of criteria, 

two key ones are: one, together these banks control 83% of the registered 

banksô total assets in New Zealand (Reserve Bank of NZ, 2008). This 

criterion reflects the importance of these banks in the New Zealand 

market in general and in particular, it represents a significant share of the 

small business market; and two, these banks use the relationship banking 

model with some of their small business clients. These two points are 

detailed further in the empirical context of the study in sections  IV.2.3 

below). 

III.6.2  Selections of interviewees from within each bank: 

Purposive-expert sampling, another subcategory of purposive sampling, 

was also used to seek potential interviewees from within each of the 

selected banks. Purposive-expert sampling involves the selection of 

persons with known or demonstrable experience and expertise in some 
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area (Kuzel, 1999; Patton, 1990). It was used to ñlook for individuals 

who have particular expertise that is most likely to be able to advance the 

researchôs interests, potentially open new doorsò (Palys, 2008, pp. 697-

698), and who are most conducive and accessible to gaining the 

understandings sought (Maxwell, 2012). 

In the current study, specific qualifications, experience and practical 

knowledge in business/relationship banking was sought. Therefore, and 

in addition to looking at the organisational structure of the different 

banks (as well as the job description of) the people with the most 

practical knowledge of relationship banking and who are also responsible 

for implementing the banksô relationship banking policies when dealing 

with their relationship managed SME clients, would be relationship 

managers. These positions are also referred to as loan officers (Scott, 

2006), business managers, business banking managers (Ministry of 

Economic Development, 2003a), or business bankers (Colgate & Lang, 

2005). 

The banksô relationship managers were considered to be the best 

potential interviewees as they are at the forefront of the banks dealing 

with the relationship-managed small business clients, and are also 

responsible for managing the relationship banking from the bank side 

(Ministry of Economic Development, 2003a). Relationship managers are 
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assigned to small business clients (Ministry of Economic Development, 

2003a), thus occupying a position which is close to the SME client and 

acting as the point of contact with them (Colgate & Lang, 2005). 

A job description of relationship managers - among other things - 

includes approving loans within their discretionary limits, 

communicating the banksô decisions to the SME clients in response to 

their loan applications (Ministry of Economic Development, 2003a). 

Relationship managers play a critical role in the production of, and 

interpretation of, soft information used to provide a more complete 

profile of the small business client for credit decisions assessment (Scott, 

2006). 

Furthermore, as relationship managers have a unique position as a 

repository of information about borrower performance, they know more 

about the SME borrower than any other person from within the bank. 

This is because of their critical role in the solicitation and negotiation of 

the loan. Therefore the relationship managers have an advantage in the 

assessment of any information about the subsequent performance of their 

SME borrower. Furthermore, the advantage is improved by the fact that 

the relationship managers maintain personal contacts with the SME 

borrowers (Udell, 1989). 
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In summary then, relationship managers are at the coalface of 

relationship banking with small business clients and thus are the 

mediating force/influence in driving the quality of the overall relationship 

banking (Colgate & Lang, 2005), are more likely to be aware of what 

type of information is needed to secure a specific relationship-banking 

benefit, how to obtain that information and how to use it to secure that 

specific benefit. 

In addition to the purposive-expert sampling methods, and in line with 

the study being a collective case study, the interviewees were selected 

using an additional goal to obtain one interviewee from each bank in 

each of New Zealandôs five major cities with the additional benefit of 

being able to see if they were any nuances and/or differences between the 

different areas. So, one business manager from each of the five main 

bank brands in each of the main cities (Auckland, Hamilton, Wellington, 

Christchurch, and Dunedin) was targeted. 

The actual recruitment/selection of interviewees followed different paths. 

For Dunedin, relationship managers were contacted who had been 

involved in a previous study with the author, and were subsequently 

recruited. Additionally, the author was introduced to two regional 

managers from two different banks. Those two regional managers 
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accepted to participate in the study and one of them introduced the author 

to one of his relationship managers. The other regional manager helped 

with recruiting interviewees from his bank throughout four cities by 

sending an email to all their relationship managers. In the case of two 

banks, they provide the details of their relationship managers online 

(such as names, phone numbers and email addresses), allowing these 

relationship managers to be contacted and recruited directly. Lastly with 

one bank, a phone call was made to the bank call centre asking to speak 

to a relationship manager from each of the cities. Apart from one 

interviewee, who held the position of relationship strategy manager, all 

26 interviewees were either relationship managers (21) or had worked as 

business managers previously and were still connected to the business of 

relationship banking management such as the regional/district manager to 

whom the relationship-managers report (Ministry of Economic 

Development, 2003a). Also, at the time of the interviews, five 

interviewees were working in senior positions, such as regional managers 

or, in one case, as a marketing manager for the whole bank.  

Interviewee 

number 

Years in the 

banking 

industry 

Business 

manager position 

(in years) 

Number of group 

of clients 
Previous areas/expertise 

Length of 

interview 
Gender 

Interviews 

date 

1 20 8 100 Personal banking 1:31:39 Male (M) 27 Oct 09 
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2 3 6 months 
70 Asian 

businesses 

Risk management, market risk, and commercial credit 

looking at loan applications 
1:59:35 M 14_July_09 

3 Over 25 5 237 Branch manager for 15  years 2:15:33 M 9 July 09 

4 Over 33 19 
Not applicable 

(n/ap) 
Different areas of business and personal banking 1:59:53 M 12 June 09 

5 25 4 
Not available 

(n/av) 

Branch teller, batching, loan clerk, securities clerk, 

business manager assistant 
1:46:40 Female (F) 25 June 09 

6 10 6.5 90  1:27:10 M 17 July 09 

7 30 Years n/av n/ap 
Different areas of commercial and corporate banking, 

coaching business managers etc 
1:43:15 M 9 Feb 10 

8 30 10 400 
Worked through the bank networks including at the loan 
processing office 

1:52:51 M 14 July 09 

9 27 n/av 500+ Different areas 1:52:29 M 15 June 09 

10 5 1.5 300 
Assistant commercial manager, institutional transactional 
banking, and personal lending at a branch level 

1:08:57 F 17 Jul 09 

11 Over 35 15 n/ap Corporate lending and business lending 00:42:17 M 08 March 10 

12 30 3  Different areas of personal and business banking 02:29:26 M 14 July 09 

13 10 8 90 Personnel and business banking 1:46:39 M 30 June 09 

14 6 3 n/av Assistant manager then as trainee manager. 1:58:42 M 16 July 09 

15 30 Over 20 120 Bank teller, clerk helping out with loan applications. 01:39:54 M 28 Oct 09 

16 15 - 124 Personal and business banking 00:49:46 M 17 July 09 

17 33 2 325 Bank teller, team leader for personal banking team. 00:49:20 F 14 July 09 

18 23 12 300 
Assistant manager then different levels of business 
banking. 

00:54:46 M 10 July 09 

19 15 7 170 
Bank branches then in the processing centres where 

business and personal loan applications are processed. 
2:09:24 M 9 June 09 

20 8 

No previous  

relationship 

management 

experience 

n/ap 

The strategy and planning department of Personnel 

banking. 

A business planning manager as part of the business 

banking team in head office. 

1:05:23 M 
7_October_0

9 

21 Over 35 - n/ap 
Most areas of banking: Dealer in the dealing room 

overseas, branch manager, commercial relationship 
1:46:52 M 08 March 10 
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Table 4

 (below) summarises the intervieweesô attributes as well as the interviews 

date and length.  

manager 

Lately specialised in the SME area, though has been 

involved with the SMEs his whole life in one way or 

another, more intensively last 5 years. 

22 24 8 220 Different levels of business banking 1:41:44 M 13 July 09 

23 18 5 170 

Different areas of banking such as assessment of loan 

applications, business manager assistant, international 

operations Forex  

1:53:43 M 9 July 09 

24 Over 25 Over 8 n/ap  1:14:59 M 
18 February 

09 

25 15 5 n/ap  1:38:01 M 3 March 09 

26 - - -  1:50:1 M 16 July 09 

27 Over 15 Over 10 n/av  ~ 1:30:00 M 10 July 09 
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9
 A regional manager supervising 21 business managers and 19 assistant managers. 

10
 Manages a team of mobile business managers. 

11
 Based in a rural town. 

12
 Managing the retail bank for a whole regionôs branches with about 700 employees. 

Interviewee 

number 

Years in the 

banking 

industry 

Business 

manager position 

(in years) 

Number of group 

of clients 
Previous areas/expertise 

Length of 

interview 
Gender 

Interviews 

date 

1 20 8 100 Personal banking 1:31:39 Male (M) 27 Oct 09 

2 3 6 months 
70 Asian 

businesses 

Risk management, market risk, and commercial credit 

looking at loan applications 
1:59:35 M 14_July_09 

3 Over 25 5 237 Branch manager for 15  years 2:15:33 M 9 July 09 

4
9
 Over 33 19 

Not applicable 

(n/ap) 
Different areas of business and personal banking 1:59:53 M 12 June 09 

5 25 4 
Not available 

(n/av) 

Branch teller, batching, loan clerk, securities clerk, 

business manager assistant 
1:46:40 Female (F) 25 June 09 

6 10 6.5 90  1:27:10 M 17 July 09 

7
10

 30 Years n/av n/ap 
Different areas of commercial and corporate banking, 

coaching business managers etc 
1:43:15 M 9 Feb 10 

8 30 10 400 
Worked through the bank networks including at the loan 
processing office 

1:52:51 M 14 July 09 

9
11

 27 n/av 500+ Different areas 1:52:29 M 15 June 09 

10 5 1.5 300 
Assistant commercial manager, institutional transactional 
banking, and personal lending at a branch level 

1:08:57 F 17 Jul 09 

11
12

 Over 35 15 n/ap Corporate lending and business lending 00:42:17 M 08 March 10 

12 30 3  Different areas of personal and business banking 02:29:26 M 14 July 09 
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13

 Regional manager managing relationship managers. 

13 10 8 90 Personnel and business banking 1:46:39 M 30 June 09 

14 6 3 n/av Assistant manager then as trainee manager. 1:58:42 M 16 July 09 

15 30 Over 20 120 Bank teller, clerk helping out with loan applications. 01:39:54 M 28 Oct 09 

16 15 - 124 Personal and business banking 00:49:46 M 17 July 09 

17 33 2 325 Bank teller, team leader for personal banking team. 00:49:20 F 14 July 09 

18 23 12 300 
Assistant manager then different levels of business 
banking. 

00:54:46 M 10 July 09 

19 15 7 170 
Bank branches then in the processing centres where 

business and personal loan applications are processed. 
2:09:24 M 9 June 09 

20 8 

No previous  

relationship 

management 

experience 

n/ap 

The strategy and planning department of Personnel 

banking. 

A business planning manager as part of the business 

banking team in head office. 

1:05:23 M 
7_October_0

9 

21
13

 Over 35 - n/ap 

Most areas of banking: Dealer in the dealing room 

overseas, branch manager, commercial relationship 

manager 

Lately specialised in the SME area, though has been 

involved with the SMEs his whole life in one way or 

another, more intensively last 5 years. 

1:46:52 M 08 March 10 

22 24 8 220 Different levels of business banking 1:41:44 M 13 July 09 

23 18 5 170 

Different areas of banking such as assessment of loan 

applications, business manager assistant, international 

operations Forex  

1:53:43 M 9 July 09 
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Table 4: Interviewees attributes 

                                                 
14

 An area manager with business managers reporting to him 
15

 Branch manager managing personal and business managers 
16

Please note that interviewees 24 and 25 included in this table were pilot interviewees thus bringing the total to 27 interviews. More detail about 

the pilot interviews is provided in section III.7.4 Pilot interviews, below.  

24
14

 Over 25 Over 8 n/ap  1:14:59 M 
18 February 

09 

25
15

 15 5 n/ap  1:38:01 M 3 March 09 

26 - - -  1:50:1 M 16 July 09 

27
16

 Over 15 Over 10 n/av  ~ 1:30:00 M 10 July 09 
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III.7  Development of the interview themes and questions 

As mentioned earlier, research interviews were found to be the best 

method of data gathering to aid answering the thesisôs developed aim 

and for answering its research questions. Interviews are one of the 

most important methods of data collection in qualitative research 

(Myers, 1997; Qu & Dumay, 2011). King (1994), in capturing the 

very essence of the interview procedure stated that ñthe objective of 

interviews is ˈto see the research topic from the perspective of the 

interviewee and to understand how and why he or she comes to have 

this particular perspective (p. 14).ò An objective of this study is to 

discover, from the relationship managers interviews, based on their 

own perspective and understanding, experiences of what relationship 

banking is, what the benefits to banks are, how they secure them, and 

how they go about scoring those benefits. 

Interview types range from non-directive interviews to fully structured 

and defined questionnaires (Jones, 1985). Moreover, the nature of the 

thesisôs aim - being investigating processes and looking at causal 

explanations - dictated the adoption of semi-structured and defined 

interviews to gather data (Easterby-Smith, Thorpe, & Lowe, 2002). 

In preparing for the interviews, and to answer the research questions 

developed, a review of the literature as recommended by (Cooper, 

1984) on the topics related to the thesis themes was undertaken, 
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starting from the general and moving down to the more specific. The 

themes included small business finance, banking in New Zealand, 

loan application assessments procedures, types of and sources of 

information used, reason (s) for using relationship banking, definition 

of relationship banking, its benefits, and process(es) of 

operationalisation. The purpose was to determine general themes 

which demanded investigation, to develop sharper and more insightful 

questions around those themes (Yin, 2003b), and to gain some 

precision in formulating those questions. 

However, the groups of interview ótopicsô or óthemesô developed were 

not meant to be definitive. This was because as data was gathered, an 

iterative process would see ideas added to the themes or adjustments 

made to them as appropriate (Walker, 1985). 

Walker (1985) detailed this further, stating ñin preparing for 

interviews a researcher will have, and should have some broad 

questions [in mind or on a checklist] and the more interviews they do, 

the more patterns they see in the data, the more they are likely to use 

this grounded understanding to want to explore in certain directions 

rather than othersò (p. 47).   

In other words, the interviews themselves informed each other and so 

were iterative in the sense that the óflowô of the interview followed the 

ideas/interest of the respondent and each interview informed the next, 
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giving ideas of strands to pursue for more insightful information 

(Kvale, 2007; Walker, 1985; Weiss, 1994). The themes developed and 

explored in the interviews were structured around the thesis research 

questions. 

III.7.1  Mapping the interview questions with the thesis 
research questions  

A critical distinction had to be made between the thesis research 

questions and the interview questions that were to be developed from 

the interview themes. This is referred to as translating the research 

questions into interview questions (Kvale, 2007). This is because the 

thesisôs research questions identify and formulate what the researcher 

seeks to understand, whereas the interview questions are what the 

researcher asks his interviewees in order to gain that understanding 

(Maxwell, 2005). 

So in preparing interview guides it is recommended to develop two 

interview guides, one with the thesis's main thematic research 

questions in academic language and another with interview questions 

to be asked ñwhich takes both the thematic and the dynamic 

dimensions [of the interviews] into account. [The reason being that] 

the researcher questions are usually formulated in a theoretical lan-

guage, whereas the interviewer questions should be expressed in the 

everyday language of the intervieweesò (Kvale, 2007, p. 58). 
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Table 5 (below), depicts the translation of thesis research questions, 

first into the interview themes and then into the interview questions 

guide, providing correspondence between a sample of interview 

questions, interview themes, the thesisôs research questions and its 

overall aim. 

The interview questions included: what is relationship banking to 

business managers? How do they assess loan applications from their 

(typical) relationship-managed small business clients? What type of 

information do they seek from their small business clients? As 

business managers, how does relationship banking help them to get 

that information, and how? Does relationship banking with the small 

business client help? What are the benefits of relationship banking? 

More details of the questions posed in the semi-structured interviews 

are found in Appendix 3: Interview schedule  IX.3 (below). The order 

and details of questions as they appear in the interview schedule is 

only indicative of the way the conversations were directed and does 

not reflect the actual order in which the questions were asked. This 

issue is explained further in section III.7.2 below. 
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Table 5: Mapping of interview questions with interview themes and the thesis's aim and research 

questions. 

Interview 

questions 

(samples) 

Interview 

themes 

(samples) 

The thesisôs research 

questions 

The Thesisôs 

Aim 

What is relationship 

banking to you as 

relationship 

manager? And to 

you as a bank? 

Definition of 

relationship 

banking. 

1- What does 

relationship-banking 

mean to the five 

major bank brands in 

New Zealand? 
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.
 

What drives you 

and the bank to 

build/have 

relationship 

banking with small 

business clients? 

Motivation(s) 

for using 

relationship 

banking model. 

2- What makes these 

five bank brands use 

a relationship 

banking model with 

their SME clients? 

How do you 

process a loan 

application from a 

relationship-

managed SME 

client? Are there 

specific steps you 

follow? What are 

these steps you 

follow? Who gets 

involved? How, and 

why? 

Process(s) of 

relationship 

banking 

building. 

Measuring 

strength of 

relationship 

banking... 

3- How does the 

relationship-banking 

process actually 

work? 
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Is relationship 

banking beneficial? 

How? 

What are the 

benefits? 

Benefits of 

relationship 

benefits to 

relationship 

managers and to 

banks. 

4- What are the sources 

of value (i.e. 

benefits) of 

relationship banking 

to these five major 

bank brands when 

dealing with SMEs in 

New Zealand? 

How do you 

secure/scoop up 

those benefits? 

What do you use? 

What do you need?  

Processes of 

securing the 

relationship 

banking benefits 

5- How do these banks 

secure these 

benefits? 

 

III.7.2  Techniques  to Improve quality of interviews:  

Much useful advice on how to improve the quality of the interview 

process is detailed in the interviewing literature (King, 1994; Kvale & 

Brinkmann, 2009; Merriam, 1988; Whyte, 1982). This studyôs author 

tried as much as possible to adhere to that advice, some of which is 

detailed below.  

Whyte (1982) emphasises the need to be careful not to interrupt an 

interviewee or to pass judgement on anything said during the course 

of the interview, though this does not mean questioning is not used 

when necessary or accepting everything that is said. King (1994) also 

cautioned the interviewer against imposing his or her perceptions on 

the interviewee either deliberately or subconsciously. A point by 
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Kvale and Brinkmann (2009) about this issue is to introduce themes to 

interviewees and let them elaborate. 

It is also desirable for the interview to take the form of a professional 

conversation and is planned with a purpose to seek the intervieweeôs 

understanding of the phenomenon studied in a semi-structured 

interview style; reflexive interviewing techniques are recommended 

(Alvesson, 2003). Reflexive interviewing centres around the 

development of a dialogue between the researcher and the 

interviewee, and ñonce the interview assumes the form of dialogue the 

interviewee opens up and feels free to tell his/her storyò (Alvesson, 

2003, p. 245) with explanations providing the researcher with an 

opportunity to probe for information (Alvesson, 2003). 

Regarding the use of probes, primarily, Qu and Dumay (2011) 

suggested the use of scheduled and unscheduled probes which would 

provide ñthe researcher with the means to draw out more complete 

narratives from the interviewees, drilling down a particular topic. A 

scheduled probe would require the interviewee to elaborate on a 

stimulating or surprising answer just made. For example, the 

interviewer endeavours to follow up immediately with a standard 

question, such as óplease tell me more about that [é]ô when the 

interviewee suddenly discloses an area of great interestò (p. 247). 
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III.7.3  Ethical  approval:  

The University of Waikato Ethics Committee guidelines were closely 

followed. Those guidelines
17

 covered issues such as informed consent 

of participants, archiving of data, privacy, storage, and use of 

information. As required, ethical approval for the project was secured 

before any of the interviews were conducted. All interviewees were 

informed about the parameters of the ethical approval during the 

period of recruitment, and again before the start of the interview. 

While some didnôt seem too interested in hearing the full explanation 

others wanted to listen until the end. Each case was dealt with within 

the guidelines of the university ethical guidelines. Interviewees were 

presented with the standard consent form (please see Appendix 1-

below). Some happily signed the form but others preferred not to, 

while still agreeing to participate. Another sheet explaining the 

research topic (please see Appendix  IX.2 below) was also shown to all 

interviewees. Interviewees were informed of their right to decline the 

invitation to be interviewed and to withdraw from the study at any 

time they wished to do so, as well as to decline to answer any 

question. One question was declined by two interviewees, it was the 

same question, and concerned the number of clients/groups they were 

managing at the time of interviews. Only two business managers 

                                                 
17

 The guidelines can be found in the following web site: 

http://calendar.waikato.ac.nz/assessment/ethicalConduct.html 
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declined to be interviewed. This was because one was on leave during 

the proposed interview period and the other introduced another 

interviewee instead. 

III.7.4  Pilot interviews  

Pilot interviews are highly advisable and recommended (Kvale, 2007; 

Saldaña, 2009; Walker, 1985; Weiss, 1994), using interviewees as 

much like the scheduled interviewees as possible (Maxwell, 2005). A 

number of reasons have been cited for these recommendations.  

Clarifying the aims and the frame of the research before starting the 

actual interviews is one reason.  Weiss (1994) adds that ñeven with 

pilot interviewing, however, the boundaries of the studyôs frame are 

likely to shift as more is learned [and subsequently incorporated], 

although as the study proceeds they should shift less and lessò (p. 15-

16). 

Furthermore ñquite apart from the issue of its breadth, deciding just 

what areas the substantive frame should include can be difficult. Not 

only is it likely that an initial listing of areas of useful information 

would be incomplete, but there may be several different approaches 

that could be taken to explanation or description [this is exactly what I 

found with my use of lending technologies...], each of which would 

require development of different areasò (Weiss, 1994, p. 16). Pilot 

interviews help cement and finalise all that, including the studyôs aim, 
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what to include/add into the list of questions, how to ask, etc. That is 

because pilot interviews/studies would also help in developing ñthe 

studyôs substantive frame in consultation with members of its primary 

audienceò (p. 16) who are the experts in that area, so as to include all 

issues of critical importance to the study (i.e. what should be asked). It 

is also important for deciding/refining the issue of ñwho should be 

asked/interviewedò. So pilot interviews would then help in developing 

what should be asked, who should be asked, and how to ask them. 

Regarding the role of pilot interviews in helping the researchers in 

their task of óhow to askô, Maxwell (2005) provided the following 

explanation. ñOne important use that pilot studies have in qualitative 

research is to develop an understanding of the concepts and theories 

held by the people you are studyingðwhat is often called 

óinterpretationô. This is not simply a source of additional concepts for 

your own theory, ones that are drawn from the language of 

participantséit provides you with an understanding of the meaning 

that these phenomena and events have for the people who are involved 

in them, and the perspectives that inform their actions. These 

meanings and perspectives are not theoretical abstractions; they are 

real, as real as peopleôs behaviour, though not as directly visibleò (p. 

58). 
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Pilot interviews, being a small scale study, are designed to test the 

interview questions in terms of checking the quality of the questions, 

testing whether they make sense to the interviewees or not, and 

allowing rewording of the questions in order to improve their quality 

and efficiency (Easterby-Smith et al., 2002). This is because pilot 

interviews can reveal deficiencies in the wordings and sequencing of 

the questions. The objective of pilot interviews is to help in addressing 

all of those deficiencies before time and resources are expended on the 

actual interviews. 

So, for all those cited reasons and others mentioned in the different 

interviews literature the proposed interview questions were tested with 

two pilot interviews. The two pilot interviews were very useful in a 

number of ways, including the rewording of certain questions, adding 

some and dropping some, sequencing of some questions, and for 

making some necessary changes in the initial proposed interviewing 

approach. 

III.7.5  Interview  protocol:  

The interviews took place at the intervieweesô bank premises (place of 

work) (apart from three at the suggestion of the interviewees) at an 

agreed time. The interviews started with general questions such as the 

intervieweesô position in the bank, the kind of businesses s/he deals 

with and/or the general problems they face when dealing with those 
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businesses. These initial questions were intended to initiate the 

discussion, break the ice between interviewer and interviewees, and to 

probe the general characteristics of the businesses that the relationship 

managersô interviewees deal with. As mentioned earlier (section  III.7- 

above), the interviews were semi structured with distinct parts; one 

such part was related to questions about the process of lending. 

Another concerned the definition of relationship banking for the 

interviewees and to the banks they are working for. Across all the 

interviewees, the final section was deliberately reserved for questions 

about the main topic, the benefits for relationship banking for banks in 

their dealings with SMEs and how they secure these benefits. 

This final section opened with a question around the benefits of 

relationship banking to the interviewee in dealing with their SME 

clients and their bank. Interviewees were given sufficient time to 

enumerate what they perceived the benefits to be and to elaborate on 

them if they chose. If no elaboration was given, then further questions 

clarifying the process of securing those benefits were asked after each 

specific benefit was mentioned or a note was made, and the benefit 

process was followed up later when deemed appropriate. The 

approach taken was dependent on the individual interview. 
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Following the intervieweesô enumeration of benefits a further 

question, designed to stimulate further thinking, was asked: 

Are there any other benefits that you, as a bank manager 

and/or your bank, think can be attributed to relationship 

banking (no matter how small)? 

Once this process was exhausted, additional benefits, not specifically 

mentioned by interviewees, were hinted at to allow interviewees to 

raise or refute them. Fictitious scenarios were also used here as 

thought experiments (Lave and March, 1975; Maxwell, 2004) to 

subtlety convey those hints. An example of this was: 

This is a time when you say YES when a loan application is 

accepted; there is before and there is after.  How does 

relationship banking help before and after and during? Iôm 

assuming here that for example there are three phases; (1) is 

when a loan application comes in, and (2) assessment and 

getting all the information, and (3) once it is accepted the 

price is going to be discussed or decided along with the 

conditions.  At that level how does relationship banking help?  

A final technique was to ask about the benefit using direct questions 

if/when all other methods were exhausted and some benefits raised in 

the literature or emerging from and/or through the previous interviews 

had still not been mentioned by the interviewee. Once the interview 

themes were exhausted, the researcher asked the interviewee if s/he 

would like to add anything to her answers or ask any questions of the 

researcher. 
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The interviews were recorded
18

, transcribed, and lasted between 41 

minutes and 2 hours and 28 minutes with an average of 1 hour and 33 

minutes per interview. Interviews were then coded and analysed using 

the six phases of óthematic analysisô as recommended by Braun and 

Clarke (2006). This process is dealt with in the next section. 

III.8  Thematic analysis 

The high volume of raw data produced using a qualitative research 

method such as interviews (over 350,000 words in the current thesis), 

can be very interesting to read but it will not elucidate the 

phenomenon under study until/unless that data is systematically 

analysed (Basit, 2003). This data analysis is the most difficult and 

most crucial aspect of qualitative research (Basit, 2003), and it has 

been defined as ñthe search for patterns in data for ideas that help 

explain why those patterns are there in the first placeò (Saldaña, 2009, 

p. 8). 

Qualitative data analysis has been described as a ñprocess that requires 

astute questioning, a relentless search for answers, active observation, 

and accurate recall. It is a process of piecing together data, of making 

the invisible obvious, of recognising the significant from the 

insignificant, of linking seemingly unrelated facts logically, of fitting 

categories one with another, and of attributing consequences to 

                                                 
18

 The recorder failed for one interview. 
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antecedents. It is a process of conjecture & verification, of correction 

& modification, of suggestion and defence. It is a creative process of 

organising data so that the analytic scheme will appear obviousò 

(Morse, 1994, p. 25). 

The end result of such data analysis, dubbed as a process of moving 

from the practical to the general and from the real to the abstract 

(Saldaña, 2009), is what Tesch (1990) called ódata condensationô or 

ódata distillationô. The data is not, therefore, simply ólessô after the 

process but ósiftedô to highlight pertinent portions from the rest. This 

is the process of ñinterpretation and organizationò (Basit, 2003, p. 

144). 

Different data analysis methods exist, however for this thesis, the 

method of choice was thematic analysis which was undertaken 

manually and without the assistance of any software (such as NVivo). 

Thematic analysis has been described as a widely used analysis 

approach (Braun & Clarke, 2006) although no precise definition of 

what it is seems to exist (Braun & Clarke, 2006). 

Thematic analysis was defined as a search for emergent themes 

important for description of the phenomenon under study (Daly, 

Kellehear, & Gliksman, 1997). This process then requires the 

identification of themes through what Rice and Ezzy (1999) described 

as a ñcareful reading and re-reading of the dataò (p. 258). It has also 
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been defined as ña form of pattern recognition within the data, where 

emerging themes become the categories for analysisò (Fereday & 

Muir-Cochrane, 2006, p. 82). Elsewhere thematic analysis has simply 

been defined as ñbased on the identification of themes in qualitative 

material, often identified by means of a coding schemeò 

(http://people.brunel.ac.uk/~hsstcfs/glos).  

However, Braun and Clarke (2006) seem to have provided a more 

comprehensive definition, partly from a review of thematic analysis 

literature, stating that thematic analysis is ña method for identifying, 

analysing and reporting patterns (themes) within data. It minimally 

organizes and describesédata set in (rich) detailò (p. 79).  Further, 

making reference to Boyatzis (1998), Braun and Clarke added that 

often thematic analysis does more than that by also ñinterpret[ing] 

various aspects of the research topicò (p. 79). 

At this stage, and before any further details related to thematic 

analysis and how it was used in this thesis are discussed, two things 

must be highlighted. One, the use of thematic analysis with any 

epistemological and theoretical framework is reported to be valid 

(Braun & Clarke, 2006; Malik & Coulson, 2008) such as the realist 

type of study guiding the current thesis. Two, a key feature of data 

analysis in qualitative research in general, and thematic analysis in 

particular, is that it tends to be an on-going and nonlinear procedure 

http://people.brunel.ac.uk/~hsstcfs/glos
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involving an iterative process moving back and forth between the 

different thematic analysis phases as needed (these phases will be 

detailed shortly), and indeed making the boundaries between the 

different phases fuzzy (Braun & Clarke, 2006; Denscombe, 2007), as 

well as a recursive process that involves continuous movement 

backward and forward between ñthe entire data set, the coded extracts 

of data that [the researcher is] analysing, and the analysis of the data 

that [s/he is] producingò (Braun & Clarke, 2006, p. 86). 

A systematic approach to thematic analysis by reporting the process 

and detail of the analysis following Braun and Clarkeôs (2006) six-

point step-by-step guide was followed to analyse the data in the 

current thesis. The six steps process of thematic analysis is 

summarised in Table 6 (below) and are detailed next. 
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Table 6: Phases of thematic analysis 

Phase Description of the process 

1- Familiarising yourself 

with your data: 

Transcribing data (if necessary), reading and re-

reading the data, noting down initial ideas. 

2- Generating initial 

codes: 

Coding interesting features of the data in a 

systematic fashion across the entire data set, 

collating data relevant to each code. 

3- Searching for themes: Collating codes into potential themes, gathering 

all data relevant to each potential theme. 

4- Reviewing themes: Checking if the themes work in relation to the 

coded extracts (Level 1) and the entire data set 

(Level 2), generating a thematic ómapô of the 

analysis. 

5- Defining and naming 

themes: 

On-going analysis to refine the specifics of each 

theme, and the overall story the analysis tells, 

generating clear definitions and names for each 

theme. 

6- Producing the report: The final opportunity for analysis. Selection of 

vivid, compelling extract examples, final 

analysis of selected extracts, relating back of the 

analysis to the research question and literature, 

producing a scholarly report of the analysis. 
Source: Braun and clarke  (2006) 

III.8.1  The first step  

Entitled ñfamiliarise yourself with your dataò, this phase consisted of 

a careful listening and reading of the professionally transcribed 

interviews. The purpose of this phase was to familiarise myself with 

the entire data set in one go, to check the accuracy of the transcripts 

back against the audio recordings, to review and add the field notes 

into the transcribed interviews and to record and recall the wide 

ranging notes of the initial ideas (Braun & Clarke, 2006; Denscombe, 

2007; Willig, 2001). This phase was mostly inductive as 

recommended by Joffe and Yardley (2004) that is to ensure that codes 

are strongly linked to the data set. 
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III.8.2  The second step 

If, as noted above, data analysis was described as the most important 

and crucial part of the qualitative research, then the second phase of 

thematic analysis, generating initial codes, plays a central role in 

virtually all qualitative data analysis methods in general but much 

more so in thematic analysis (Gibbs, 2008). Basit (2003) also 

identifies the coding step as ñone of the significant steps taken during 

analysis to organize and make sense of textual dataò (p. 143). So what 

is coding? 

Coding has been outlined as the partition/subdivision of data and the 

assignment of categories (Dey, 1993) resulting in codes. ñA code in 

qualitative inquiry is most often a word or short phrase that 

symbolically assigns a summative, salient, essence-capturing and/or 

evocative attribute for a portion of language-based or visual dataò 

(Saldaña, 2009, p. 3). Further, a code can descriptively and 

interpretively grasp an idea that evokes meanings in data(Braun & 

Clarke, 2006; Saldaña, 2009). For Braun and Clarke (2006), it 

identifies a semantic content or latent feature of the data appearing to 

be interesting to the researcher-analyst referring to what Boyatzis 

(1998) described as ñthe most basic segment, or element, of the raw 

data or information that can be assessed in a meaningful way 

regarding the phenomenonò under study (p. 63). Basit (2003) has 
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named codes as ñtags or labels for allocating units of meaningò        

(p. 144). These tags are attached to information. They are attached to 

words or sentences, phrases or paragraphs where they relate (or do 

not) to a specific setting. According to Miles and Huberman (1994), 

codes can take many forms such as a direct category label or tag, or a 

metaphor which is a more complex label. 

The start of the second phase is recommended to consist of generating 

initial codes, tagged free or open codes from the initial notes as well 

as in response to items of interest within the data (Braun & Clarke, 

2006).Table 7 (below) provides an example of a data extract from an 

interview and two initial codes applied to it. 
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Table 7: An example of data extract with two initial codes 

Data extract from interview 9 Codes 

Not actually getting; I suppose they
19

're 

reliant on an external accountant to 

provide the information.  So the 

accountantôs got to provide information 

but the accountant is often sort of saying 

ñWell I need the client to actually 

provide me some information before I 

can prepare some financial management 

accounts for you,ò so yeah a lot of these 

people just donôt have; if we want to see 

a debtor and creditor age listing a lot of 

those people canôt do it.  And they are 

reluctant to pay the money for an 

accountant to do it if itôs on an interim 

basis.  I mean often they will say ñLook, 

weôll get your accountant to provide 

information at the end of the year but we 

donôt want to have to pay for an 

accountant to come and provide 

information on a quarterly or six 

monthly basis.ò  So there is a reluctance 

to spend money on an accountant. 

1- Small businesses rely on external 

accountants to provide financial 

management accounts (e.g. 

debtor & creditor age listing). 

 

2- Reluctance of SME owners to 

éLot of small business owners 

reluctant to pay money especially 

more than once a year. 

III.8.2.1  Coding guidelines and criteria  

Different criteria and strategies exist for identifying codes. Some of 

the criteria include the identification of recurring meanings even when 

different words are used. Another criterion is repeated and consistent 

patterns of actions described as forceful discourses (Bazeley, 2007; 

Owen, 1984; Saldaña, 2009). A strategy associated with coding data, 

that were used in this thesis, include inductive and a priori coding, 

also referred to as data-driven and theory-driven, respectively (Braun 

& Clarke, 2006). In the former, the codes identified are/were 

dependent on the data, as was the case in Table 7 (above), and those 

                                                 
19

 i.e. small businesses 
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emerging codes were generated by the thesisôs author from examining 

the data directly and solely. An example was the relationship banking 

benefit dubbed óhumanisation of the bankô (please see section  VI.6-

below for more details). However in the latter case, data is approached 

with specific questions in the researcherôs mind such as those around - 

in the context of the current thesis - the process of securing a specific 

relationship banking benefit (e.g. cross selling), what type of 

information would allow a relationship bank manager to do that, how 

does s/he obtain that information, and how would s/he use this 

information. Thus the analysis here was guided by specific themes 

which are related to the thesisôs aim and research questions that were 

developed before data collection. 

A number of advices and guidelines have been detailed in the 

literature regarding how to conduct successful coding (Basit, 2003; 

Bogdan & Biklen, 1992; Braun & Clarke, 2006; Flick, 2002; Foss & 

Waters, 2003; Saldaña, 2009; Taylor & Gibbs, 2010; Welsh, 2002). 

For example, Braun and Clarke (2006) emphasised that ñit is 

important in this phase [i.e. coding] to ensure that all actual data 

extracts are coded, and then collated together within each code..., 

[and] remember that you can code individual extracts of data in as 

many different óthemesô as they fit into - so an extract may be 

uncoded, coded once, or coded many times, as relevantò (p. 89). With 
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regard to the task of choosing the most appropriate coding methods, 

Flick (2002) offers a checklist of general criteria to help with that. 

These criteria include the advice that the coding method(s) should 

relate to addressing the projectôs research questions. The coding 

method of choice should also lead the researcher toward an analytic 

pathway constructing categories and taxonomies and developing 

patterns and themes. The guidelines and attendant advice has been 

followed as much as possible. 

III.8.2.2  Coding methods 

Different coding methods exist and many categorisation of these 

coding methods have been suggested (Saldaña, 2009). Several coding 

methods can be used to analyse the same data in one study. One such 

categorisation is that of Saldaña (2009) who classified coding methods 

into first cycle methods and second cycle methods. The first coding 

methods have been referred to as simple, direct, and mostly employed 

in the initial stages of data analysis. Well over thirty first cycle 

methods or techniques of coding exist, some of which are structural, 

hypothesis, procedural and process coding methods (Saldaña, 2009). 

The second cycle methods, more than five, have been described as 

ñmore challenging because they require such skills as classifying, 

prioritising, integrating, synthesising, abstracting, conceptualising, and 

theory buildingò (Saldaña, 2009, p. 45). Further and when required, 
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the key role from using these second cycle methods is to develop, 

from the range of codes developed during the first cycle of coding, an 

organising map of categories, themes, concepts, and theory. In other 

words, the first cycle codes along with their associated data transcripts 

are refined and rearranged to analyse at a deeper and more abstract 

level with the aim of producing a list of a lesser number, broader in 

meaning or more encompassing as the researcher moves from codes to 

categories, themes and concepts  (Lewins & Silver, 2007; Saldaña, 

2009). This is because, as (Saldaña, 2009) neatly puts it, òbefore 

categories are assembled, your data have to be recoded because more 

accurate words or phrases were discovered for the original codes; 

some codes will be merged together because they are conceptually 

similar; infrequent codes will be assessed for their utility in the overall 

coding scheme; and some codes that seemed like good ideas during 

first cycle coding may be dropped all together because they are later 

deemed ñmarginalò or ñredundantò after the data corpus has been fully 

reviewedò (p. 149). 

The current study used several coding techniques and this was dictated 

by the studyôs conceptual framework/paradigm, the purpose of the 

study being to uncover the processes of how banks secure relationship 

banking benefits, and to enable the analysis that would help directly 

answering the research questions (Saldaña, 2009). However, the 
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profile of three coding methods only (two from the first cycle methods 

of coding ïnamely the structural and the process coding methods- and 

one from the second cycle methods ïthe pattern coding method
20

-), 

will be outlined including a short description of each method and its 

function, its general purpose and projected outcome, and how it is 

appropriate/relevant to the current thesis. 

III.8.2.2.1 The structural coding method 

To specifically help with addressing the research questions (Flick, 

2002) a coding method of choice was the structural method of coding 

which is intended to assist with organising the data corpus around the 

thesisôs research questions (Saldaña, 2009). This method has been 

defined as a question-based code (MacQueen, McLellan-Lemal, 

Bartholow, & Milstein, 2008) that "acts as a labelling and indexing 

device, allowing researchers to quickly access data likely to be 

relevant to particular analysis from a larger data set" (Namey, Guest, 

Thairu, & Johnson, 2008, p. 141). Saldaña (2009) further described 

structural coding as a method that uses a ñcontent-based or conceptual 

phrase representing a topic of inquiry to a segment of data -that relates 

to specific research question used to frame the interviewò (2009, p. 

66). This is to both code and categorise the data corpus. Hence, 

MacQueen et al. (2008) and Namey et al. (2008) suggest structural 

                                                 
20

 However, because Pattern coding method was used as part of the third step of thematic analysis,  

its profile is discussed in the third step of thematic analysis. 
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coding is more suitable for interview transcripts, which is the data in 

current thesis. 

The objective is to make the next step of the analysis easier ñby 

identifying all of the text associated with a particular question and 

associated probesò (MacQueen et al., 2008, p. 124) with the resulting 

structural codes (such as benefits of relationship banking that the 

banksô relationship managers enumerated during the interviews) 

constituting the foundation work for further detailed coding and 

analysis. The similarly coded segments are then collected together for 

more detailed coding (Saldaña, 2009). For example, using the 

enumerated relationship banking benefits, the taxonomy and pattern 

coding methods of Saldaña (2009) to construct a ótaxonomy of 

relationship banking benefits accruing to bankô including some 

specific criteria of inclusion/exclusion or by adding a new cell into the 

taxonomy. MacQueen et al. (2008) put it this way; "structural coding 

generally results in the identification of large segments of text on 

broad topics; these segments can then form the basis for an in-depth 

analysis within or across topicsò (p. 125). Methods that are 

recommended (Corbin & Strauss, 2008, pp. 96-97) for further analysis 

of the resulting codes, relevant to the thesis, were thematic analysis 

and within-case and cross-case displays. 
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III.8.2.2.2 The process coding method 

Process coding, which often employs gerunds to denote action in the 

data (Charmaz, 2002) such as óasking for informationô, óassessing 

informationô, and accessing informationô, is another coding method 

that was used to analyse the data. This coding method has been 

particularly recommended for studies that search for processes defined 

as "on-going action/interactionétaken in response to situations, or 

problems, often with the purpose of reaching a goal or handling a 

problemé[These processes] occur over time, involve sequences of 

different activities and interactionséresponses (though not always 

obvious), and have a sense of purpose and continuityò (Strauss & 

Corbin, 1998, p. 169).  A goal/problem for relationship banking 

managers is often to do with seeking, accessing, and evaluating 

information about small business owner/managers and their 

businesses. Sub-processes, however, are "the individual tactics, 

strategies, and routine actions that make up the larger act" (Strauss & 

Corbin, 1998, p. 169) that the banksô relationship managers would 

follow and do in order to reach their goals and/or solve their problems. 

When writing about the coded data (using process coding), as part of 

doing analysis, Saldaña (2009) recommends the use of story-line 

conventions such as the first step, the second step, and the turning 

point. Saldaña (2009) further added that ñparticipant language with 
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transitional indicators such as, óifô, ówhenô, óbecauseô, óthenô, and ósoô, 

etc., clue the researcher to a sequence or process in action. These 

sequences or processes can be ordered as a numeric series of actions, 

listed as a bullet-pointed set of outcomes, or graphically represented 

with first-draft illustrations as a flow diagramò (p.79). An example 

(Table 8 - below) using the data extract from interview 9 (Table 7 - 

above) shows an instance of a process in action which then was 

presented in a series of actions during the analysis process. 

Table 8: an example of a process in action 

Data extract from interview 9 
 

Not actually getting; I suppose they're 

reliant on an external accountant to 

provide the information.  So the 

accountantôs got to provide information 

but the accountant is often sort of 

saying ñWell I need the client to 

actually provide me some information 

before I can prepare some financial 

management accounts for you,ò so yeah 

a lot of these people just donôt have; if 

we want to see a debtor and creditor age 

listing a lot of those people canôt do it.  

And they are reluctant to pay the money 

for an accountant to do it if itôs on an 

interim basis.  I mean often they will 

say ñLook, weôll get your accountant to 

provide information at the end of the 

year but we donôt want to have to pay 

for an accountant to come and provide 

information on a quarterly or six 

monthly basis.ò So there is a reluctance 

to spend money on an accountant. 

When a relationship manager needs a 

debtor and creditor age listing 

Because small businesses are reliant on 

external accountants to provide 

information to their relationship 

managers such as debtor and creditor 

age listing 

First  small businesses have to provide 

their external accountant with the 

necessary information 

Second, the accountant will use the 

provided information to prepare the 

financial management accounts (debtor 

and creditor age listing in this case) 

Third , the debtor and creditor age 

listing will be given to the relationship 

manager 

Forth , the relationship manager will 

assess the listing 

Fifth ... 

Process coding was particularly helpful and was used extensively to 

investigate and identify the processes of how banks/relationship 
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managers secure relationship banking benefits for the benefits of their 

banks. 

The many process codes produced during this stage are then 

condensed by way of the researcherôs reflection using analytic memo 

writing and second cycle method(s) of coding (Saldaña, 2009). This is 

how further analysis is performed during which Dey (1993) 

recommends that the researcher considers the complex interplay of the 

many factors that make up a process and how s/he "obtain[s] a sense 

of how events originate and evolve, and their shifting significance for 

those involved. Process refers to movement and change over time. In 

place of a static description, [s/he] can develop a more dynamic 

account of eventsò (Dey, 1993, p. 39). 

III.8.3  The third step  

An outcome from phase two was a lengthy list of codes. The third 

phase re-focuses the analysis at a higher and wider level moving from 

codes to themes. In essence, the goal then is to begin with the analysis 

of the codes produced and ponder how those codes might be 

combined towards making overarching themes (Braun & Clarke, 

2006). Braun and Clarke (2006) suggested using tables or mind maps 

or even writing the code with a description on a piece of paper and 

playing around with them. That is exactly the process followed by the 

researcher here. 
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III.8.3.1  Pattern coding  

At this stage, pattern coding was used as an analytical tool. Saldaña 

(2009) labelled this as a second cycle coding method. According to 

Miles and Huberman (1994), pattern codes are "explanatory or 

inferential codes, ones that identify an emergent theme, and 

configuration or explanation. They pull together a lot of material into 

a more meaningful and parsimonious unit of analysis. They are a sort 

of meta-codeò (p. 69). From an organisational perspective, pattern 

coding is to a qualitative researcher what cluster analysis and factor 

analysis are in statistical or quantitative analysis (Miles & Huberman, 

1994). However, pattern codes contribute to the further analysis 

process not only by organising the corpus of data but also, and at the 

same time, via attributing meaning to that organisation (Saldaña, 

2009). Miles and Huberman (1994) expressed this idea this way 

ñ[pattern coding] helps the researcher elaborate a cognitive map, an 

evolving, more integrated schema for understanding local incidents 

and interactionsò (p. 69). Moreover, in the case of multi-case studies, 

by unearthing common themes and processes across cases, pattern 

coding puts down the foundation(s) meant for cross-case analysis 

(Miles & Huberman, 1994) 

Overall then, pattern coding has been suggested as an appropriate 

method of coding the data for developing key themes, searching for 
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rules, causes, and explanations, and developing theoretical constructs 

and processesò (Daley, 2004; Saldaña, 2009). 

Saldaña provided a systematic way of doing pattern coding stating 

ñfor second cycle pattern coding, collect similarly coded passages 

from the data corpus... . Review the first code cycle codes to assess 

their commonality and assign them a pattern code. Use the pattern 

code as a stimulus to develop a statement that describes a major 

theme, a pattern of action, a network of relationships, or theoretical 

construct from the dataò (2009, p. 154). In the current thesis, pattern 

coding contributed towards not only the construction of the banks 

benefits taxonomy as presented in Matrix 1 (below p.285), but also 

with the development, conceptualisation and use of relationship 

banking both as marketing tool/mechanism and assessment 

tool/mechanism.  

III.8.3.2  Searching for themes 

Pattern coding is, and was, a key analytical tool throughout the third 

phase during which the focus is on moving from coding to theming 

the data and, from a macro-perspective, on thinking about the 

emerging/emergent different relationships between codes, categories, 

and themes. Braun and Clarke explained briefly (another facet of) the 

process of moving from codes to themes stating ñsome initial codes 

may go on to form main themes, whereas others may form sub-
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themes
21

, and others still may be discarded. At this stage, you may 

also have a set of codes that do not seem to belong anywhere, and it is 

perfectly acceptable to create a óthemeô called ómiscellaneousô to 

house the codes - possibly temporarily - that do not seem to fit into 

your main themesò (2006, p. 90). A theme has been defined as an 

ñoutcome of coding, categorization, and analytic reflectionò (Saldaña, 

2009, p. 13). Further, Rossman and Rallis (2003), explained the 

difference between a category and a theme inviting researchers to 

ñthink of a category as a word or phrase describing some segment of 

[our] data that is explicit, whereas a theme is a phrase or sentence 

describing more subtle and tacit processesò (p. 82). Concerning 

subcategories, Saldaña (2009) explained that ñsome categories may 

contain clusters of coded data that merit further refinement into 

subcategoriesò (p. 11). 

The thematic analysis process of moving from the data corpus 

(interviews) to codes to categories, and then to themes as well as the 

different relationships between the resulting codes, categories and 

themes are illustrated in Figure 3 below. 

                                                 
21

 Most qualitative research literature seems to use the concept of categories instead of sub-themes 

and, from the perspective of, and in the context of this thesis there is no difference between the 

two hence they are used interchangeably. 
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Figure 3: A streamlined process of thematic analysis using Saldaña's 2009 model 

 

The streamlined process shows how thematic analysis is undertaken, 

facilitating and guiding: 

1. Moving from the particular to the general by way of ñinferring 

transferò ï inferring that what was identified through the 27 

cases studied may possibly also be detected in other comparable 

relationship banking settings (Saldaña, 2009). The streamlined 

process also shows how thematic analysis ñprogresses from the 

particular to the general by predicting patterns of what may be 

observed and what may happen in similar present and future 

contextsò (Saldaña, 2009, p. 13), and 

2. Moving from real to abstract: this process begins ñwhen the 

major categories are compared with each other and consolidated 
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in various waysò, thus transcending the reality aspect of the data 

progressing to themes and concepts i.e. more abstract 

constructs. Richards and Morse (2007) put it this way; 

ñcategorizing is how we get óupô from the diversity of data to 

the shapes of the data, the sorts of things represented. Concepts 

are how we get up to more general, higher-level, and more 

abstract constructsò (p. 157)      . 

III.8.4  The fourth step   

Phases one through to three resulted in a set of candidate codes, 

categories, and themes, as well as all of the data excerpts which were 

coded in relation to them. Phase four starts with reviewing the themes 

to refine them (Braun & Clarke, 2006). The review is done at two 

levels. The first is to check the coherence of each theme from within 

by revisiting and reading all the coded data extracts associated with it. 

Once that is done, the level two review involves checking the 

coherence across each and all themes in relation to all the data corpus, 

ñgenerating a thematic map of the analysisò (Braun & Clarke, 2006, p. 

87), and making sure that the generated ñcandidate thematic map 

óaccuratelyô reflects the meanings evident in the data set as a wholeò 

(Braun & Clarke, 2006, p. 91). Briefly, a thematic map is generally 

defined as a schematic representation of a set of themes showing the 

hierarchical relationship between the themes, their categories and 
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codes (Braun & Clarke, 2006; Daley, 2004; Novak & Gowin, 1984). 

An example of an early stage thematic map from the current study 

showing some themes, categories, and codes can be seen in Figure 4 

below. 

Figure 4: an early stage thematic map showing some themes, categories, &  codes 

 

Overall, the review process resulted in adding some themes, 

collapsing few other themes into each other while some of the rest 

were broken down into separate themes. 
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III.8.5  The fifth step  

Once a comprehensive and satisfactory thematic map was reached, 

thematic analysis progressed into the fifth phase. In this phase, the 

task was to clearly define each theme by way of identifying its 

essence, and giving it a name such as (relationship banking as a 

tool/mechanism for) ñhumanising the bankò. Finally, for each 

individual theme a detailed analysis was written. Here the advice from 

Braun and Clarke (2006) was that ñas well as identifying the óstoryô 

that each theme tells, it is important to consider how it fits into the 

broader overall óstoryô that [the researcher is] telling about [his or her] 

data, in relation to the research question or questions, to ensure there 

is not too much overlap between themesò (p. 91-92). 

III.8.6  The sixth and final step  

The final phase, being the last opportunity for any further analysis, 

consisted of producing the report of the analysis, relating it back to the 

thesisôs aim, research questions and literature. Each of the different 

constructs (codes, categories, and themes) was discussed showing how 

they integrate and or relate to each other (Saldaña, 2009). The general 

advice here was to strive for providing a ñconcise, coherent, logical, 

non-repetitive and interesting account of the story the data told - 

within and across themes.é [Furthermore, the thesis] needs to do 

more than just provide data. Extracts need to be embedded within an 
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analytic narrative that compellingly illustrates the story [the 

researchers is] telling about [his/her] data, and [his/her] analytic 

narrative needs to go beyond description of the data, and make an 

argument in relation to [his/her] research question[s]ò (Braun & 

Clarke, 2006, p. 93). 

Conclusion 

This chapter has discussed the different aspects of the research 

approach used to investigate the research aim and questions of the 

thesis. The thesis now turns its attention to the empirical context of 

banks and SMEs in New Zealand.  
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IV. Empirical context of the study:                                                

banks & SMEs in New Zealand 

Introduction:  

Context is important, as detailed in the section  III.5 (above). The 

context for this thesis is New Zealand; consequently, this chapter is 

divided into two parts, the first part deals with banking in New 

Zealand, and the second, SMEs in New Zealand. 

 

IV.1 Banking in New Zealand : 

IV.1.1 A historical overview of the New Zealand 
financial/banking system.  

Since the 1840s and with the arrival of European settlers, banks have 

been facilitating the financial requirements of people in New Zealand 

(New Zealand Bankers' Association, 1997). Also, like the rest of the 

financial system and the whole economy in general, the New Zealand 

banking system, from its start, has been shaped by legislation. For 

example, for a trading bank to be established, a special Act of 

parliament was required (Grimes, 1998; New Zealand Bankers' 

Association, 1997). 

While over the years successive legislation must have helped establish 

a good banking system, at a certain point it was realised that at least 

some of that legislation had become a burden not only on the banking 

sector but to the whole economy. With regard to this issue, Grimes 
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(1998) notes that the government regulations and other interventions, 

which he qualified as pervasive, treated the different market sub-

sectors in different ways causing microeconomic distortionary effects 

as well as macroeconmic efficiency problems. The pre-1984 

legislation restricted competition within the finance sector and split 

the financial services providers into three distinct groups (Grimes, 

1998), trading banks, saving banks, and other non-bank financial 

institutions, thus controlling who operates in each market segment 

(New Zealand Bankers' Association, 2006). 

However, with the rapid development of financial markets in the early 

1980s the categories for financial institutions outlined in the 

legislation became noticeably outdated (New Zealand Bankers' 

Association, 2006) thus making the 1984-87 deregulation of the 

finance industry unavoidable (Evans, Grimes, & Wilkinson, 1996). 

Subsequently, the New Zealand economy in general, and the financial 

system in particular, underwent substantial reforms and indeed these 

ñtransformed it from one of the most regulated of the developed 

economies to one of the least regulatedò (McMillan, 1998, p. 827). 

The major effect of the deregulation process resulted in removing both 

the legislation that was behind the restriction of competition and the 

regulations that controlled who can operate in what financial sector 
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(New Zealand Bankers' Association, 2006; Reserve Bank of New 

Zealand, 1986). 

The structural changes of the banking industry were legislated by the 

Reserve Bank of New Zealand Amendment Act 1986 opening up the 

doors for new banks to enter the market and stipulating that the 

óregistered bankô would be the only  type of óbankô in New Zealand 

(Minh To & Tripe, 2002). Thus and ever since, óregistered banksô and 

ónon-bank financial institutionsô have been the only two types of 

financial institution in New Zealand and apart from the fact that 

registered banks are the only institutions to use the word bank in their 

names, non-bank financial institutions are mostly permitted to 

compete on a par with registered banks (New Zealand Bankers' 

Association, 2006). 

The other changes brought by the post-1984 era included the ability 

for any registered bank to engage in retail banking, wholesale banking 

or full service banking. There were no longer artificial limits on the 

number of banks, nor discrimination between domestic and foreign-

owned institutions (Hess, 2008). The number of registered banks in 

New Zealand thus increased significantly due to a number of foreignȤ

owned nonȤbank financial institutions, domestic savings institutions 

and building societies converting to banks as well as the entry of new 

foreign banks (Tripe, 2004).  
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Foreign ownership of banks in New Zealand has always been a 

significant characteristic with ñthe first bank to open for business in 

New Zealand, in 1840, [being] a branch of the Union Bank of 

Australia [which] was a British overseas bank, headquartered in 

Londonò (Tripe, 2009, p. 3). However, as a result of deregulation and 

the free entry of foreign banks, the intensification of the foreign 

ownership process of banks led into the unrivalled high degree of 

foreign ownership (as far as developed economies were concerned), 

thus making this a distinguishing characteristic of the New Zealand 

banking system (Tripe, 2004). 

The degree of foreign ownership increased steadily with assistance 

from the absorption of the New Zealand-owned financial institutions 

by foreign banks mergers and acquisitions. Consequently, in the mid-

1980ôs when deregulation occurred, three of the four trading banks 

were foreign-owned, two by Australian interests and one by British.  

There was also a significant savings bank sector that was 

predominantly New Zealand-owned, with exceptions being the so-

called private savings banks (which were owned by the trading 

banks). 

Additionally, there were a number of other New Zealand-owned 

financial institutions, such as building societies, finance companies 

and the Rural Bank which was government-owned. However, around 
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99% of the banking sector assets were under foreign ownership when 

Westpac Corporation acquired Trust Bank New Zealand (Tripe, 

2004), though by the end of June, 2003, the almost 100% foreign 

ownership banksô assets had decreased to between 85.1% and 90%. It 

went up to 96.1% by December, 2008 reflecting some of the 

expansion of the New Zealand owned banking sector particularly 

through the establishment of Kiwi bank through New Zealand Post by 

the government (Tripe, 2009). 

IV.1.2 Recent developments of the banking system  

Recently, overall, the development of the financial system has been 

described as patchy with a banking system qualified as sound, large 

and efficient which exists alongside ñequity, venture capital and debt 

markets that in size, depth, liquidity and skill base are relatively 

under-developedò (Cameron, Chapple, Davis, Kousis, & Lewis, 2007, 

p. 19). Consequently, the central position that the banking sector 

occupies within the financial system, and the central role that it plays 

in the New Zealand economy can be clearly seen, for example, 

through Figure 5 (below) with the big four banks, dubbed ñsystematic 

banksò by the Reserve Bank of New Zealand (2005), holding 65% of 

the total assets of the financial system and 85% of the total assets of 

the banking system. This last figure has risen to nearly 88% during 

2012 (KPMG, 2013). 



150/314 

Figure 5: New Zealand break-down of financial system assets (2004) 

 
Source: Hess (2008) 

The relative dominance of the banking sector in the New Zealand 

financial system is also illustrated in Figure 6, and Figure 7. From 

these figures it is clearly illustrated that business financing in New 

Zealand has been  intermediated mostly by banks and that, as Figure 8 

(below) shows they are still considered to be the principal supplier of 

business lending  (KPMG, 2013; Statistics New Zealand, 2004).  
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Figure 6: Size of banking sector: selected countries 

 
Source: Cameron et al. (2007) 

Figure 7: Stock market capitalisation: selected countries 

 
Source: Cameron et al. (2007) 




































































































































































































































































































































