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This thesis provides a discussion of research into the sources of value
creation and addition accruing to banks through the use of relationship
banking with small business clients. The investigation involves business
managers in several banks and accordingly it portrays their perspective.
The study addresses four key questions: (i) what does relationship
banking mean to the five major babkand in New Zealand? (ii) How

does the relationshipanking process actually work? (iii) What are the
sources of value (i.e. benefits) of relationship banking to these five major
bankbrand when dealing with small businesses, and, (iv) how do these
banks securthe benefits?

Prior research into relationship banking and small business has
concentrated on the potential benefits to the businesses. The literature
contains both normative theorising and empirical work addressing
aspects of the relationship and the bgmaccruing to the small business.
What is not supported by prior research is an understanding of why the
banks engage in relationship management processes with small business.
The obvious answer is that it is profitable. This in turn begs the questions
of returns and risks faced by the banks aom these are managed.

The nature of the research questions which are about investigating
processes suggests the use of a qualitative research approach. A multiple
case study approach points the research metbe@rd conducting

interviews with relationship managers, selected using theoretical
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sampling, from the five main bankrand and across the five
metropolitan cities in New Zealandhe big five control 85% of the
regi stered banksd tdahdadbminats thee dmall |
business market. The primary data collected through interviews are
analysed using the thematic analysis method.

This research produces a number of key findings which directly address
the research questions and go beyond. It is dotirat the working
definition of relationship banking departs from that often quoted in the
literature in a number of ways. This supports the contention that banks
use relationship banking as an overarching approach, within which other
lending technologi® may be employed with their small business clients.
Sources of value creation and addition stemming from relationship
banking for the banks are clearly identified. In addition the processes and
mechanisms by which banks operationalise and secure thesigare
revealed. How new relationship banking benefits are identified, creating
and adding value to banks are traced through the interviews. The findings
around these new benefits have important implications for the current
research in regard to comptva studies of the different lending
technologies in general and more specifically to the future of relationship
banking which is challenged by an increasingly competitive financial
markets.

From an understanding of how bank relationship managers petbeive

dynamics of their roles in creating relationship banking benefits a risk
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return taxonomy is formulated. Issues emerging from this
formulation/taxonomisation relate (i) practically, illustrating how these
taxonomies can benefit banks, such as helpimgkse identify when to
expect each benefit and to develop best practices (e.g. training staff and
providing infrastructures), consequently ensuring the maximisation of the
scooping up of all possible relationship banking benefits. Thus improving
b a n k sodmamce in terms of risk mitigation and increasing return. (ii)
Conceptually, the thesis shows how the isturn taxonomy, for
example, can help in defining and positioning relationship banking at the
heart of the banksd ddlusinesson maki
The thesis contributes to the small business finance knowledge base in
several ways. There is a clear identification of both the different types
and different levels of relationship banking, depending on the criteria
used by banks to silo bugsses into online, small business, or medium
business relationship banking models. The -noifiorm, but definite
similarities, between banks does indicate the contextual nature of the
i ssues. The banks©o approach to
respedie investment into discouraging a small business from changing
banks provides an insightful juxtaposition to prior research investigating
the benefits and costs of changing banks.

The thesis findings offer several opportunities for future rese@uob.

swch example of a research agenda relating to the different levels of

relationship banking discussed above is the modelling of the three
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different levels of relationship banking. This could utilise, for example, a
piecewise type of function which could thbka followed by an empirical
study to test and measure the accuracy of the model. It would also serve
to test the claims made in this thesis regarding the identification of both

the different types and the different levels of relationship banking.
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. Introduction

I.1 Background to the research:

Businesshank relationships have been the focus of a considerable
amount of researgltertainly going back to the early 196(40dgman,

1961) and potentially even earlie(Ongena & Smith, 2000 A
significantbody of literature exists discussing theoretical considerations
relating to the relationshgbetween financial intermediaries, espegiall
banks and their business clie(fama, 1985Hodgman, 1961l eland &

Pyle, 1977 Ramakrishnan & Thakor, 19850ver time, Small business
(SME) finance has developed as a special area of interest and research
into bank T small business relationship, and this area continues to

develop(Baas & Schrooter2006; Berger & Udell, 2002)

Relationship banking is an exercise between two partadyankandits

business client~or a better understanding of this relationship, and that of
banksd contribution to economic p et
relationdip from both siés. Earlier empirical investigations intdhe

benefits of relationship banking have largely looked at this model from

the firmdbés per sp €Billett Raanery, &tGarfinkee s s uc

1995 Hoshi, Kashyap, & Scharfstein, 1990ummer & McConnell,
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1989 Slovin, Sushka, & Poloncheck, 199%ave focused on relationship
banking benefits accruing to big companies while others (&ele,
1998 USA,; Peltoniem 2007%Finland; Perry, Cardow, Massey, & Tweed,
2006New Zealand; Petersen & Rajan, 1994; Scott, 2088\; Uchida,
Udell, & Watanabe, 2008apan)have focussed on the relationship
advantages to the small and medium enterprises. A wide range of
variablegaspects are covered in these studies, including the effect of the
duration of the relationship, the number of bank relationships, the
intensity of the relationship on the availability of loans with emphasis on

the collateral requirementand the interdgate charged.

.2 Gap identification and motivation for the study

While there is much research on relationship banking benefits actouing
businessedn general, and small businesses in particutarly very
recentlyhave a few empirical studies startewestigating relationship
banking benefits accruing banks such agBharath, Dahiya, Saunders,

& Srinivasan, 2007 Ergungor, 2005Puri, Rocholl, & Steffen, 2001

Like the current study, these studies were naotve d b y(20)o ot 6 s
call to empirically investigate relationship banking benefits accruing to
banks which was identified as a gap in the literatureutiinchis review

paper on relationship bankingoot (2000)statedi The moder n | it
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on financial intermediaries has primarily focused on the sbleanks as
relationship |l endersé (However) e X i
silent on identifying the precise sources of value in relationship banking.

For example, while it is very plausible that banks acquire valuable
information through relationgbs, and the empirical evidence is
generally supportive of this, little is known abdubw banks obtain
information, what type of information they acquire, and how they use this

i nf or mp 2%)(empliasis in original)

Essentially, Boot identified that both benefits to banks constituted a gap
in the literature, and also that this gap consisted of not only the benefits

to banks but also what can be cdllthe process of securing these

benefits Subsequently, the author of this thesiz al i sed t hat
identified and highlighted research gap haesbeen fully addressed and

the opportunity for a contribution existed in not just what the benefits
were but how banks operationalized therto delineate some further
aspects of the gap raised by this realisation, the widely reported benefit of
relationship bankingknown as cross sellinPeakins & Hussain, 1994
Degryse & Cayseele, 2000will be used as an Iillustration. To
comprehensively address Bootds ques

source of valuéin this case cross selling is not enough to establish an
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association between cresslling and relationship banking and the
degree of that association. The answer should also be concerned with

answering the following three questions for each benefit itieaiti

1- What type of information would allow banks to secure the cross
selling benefit (as a source of value) from and thrailnghuse of

relationship banking?

2- How do banks obtain that informati@nl.e. what process(esjlo

banks use

3- How do banks use the farmation obtained to secure the cross
selling benefit and maximise that benefit for the benefit of those

banks?

Earlier studies relevant to this one established some very specific benefits

by way of investigating the presence (or otherwise) of those ibgreeid

the degree of their presence. At no point in time did any of these studies

make the claim that they were investigating how these benefits worked

and how they were secured by banks. For exaniBlerath et al., 20Q7

clearly stated that the focus of their paperwvas be fAon establ i
existence and the nature of the benefits of relationship banking from the

perspecte of t hEhati endgr examining Awhet h
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lending relationship translates into a higher probability of winning future

lending as well asontlendingb usi nes s f(Bharathetal.,@nder 0
370 i.e. testing for an association between existence of relationship
banking and cross selling in the form of winning future lendind an

selling othemonlendingb anks 6 products and servi
managed clients. Als&rgungor (2005ktudy empirically examined the

question of fi t h &nt ® xhich relationship banking adds value to the

banks providing the service. That is, how profitable igti@ship

| e n d i(Bnggrgay, 2005, p. 486This study focused otine context of

community banks with relationshipankingmanagedgsmall businesses in

the USA.

.3 Research problem, propositionsuniqueness and

importance of the study:

1.3.1 Research problem:

To investigate the sources of benefits fromatrenship banking accrued
by the five major bankrand in New Zaland when dealing with their
small businescustomes and the processes/mechanisios securing

these benefits.
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1.3.2 Research questions:
Fourresearch questions are considered
1. What does relatisshipbanking mean to the five major bank
brand in New Zealand?

2. How does the relationshipanking process actually work?

3. What are the sources of value (i.e. benefits) of relationship banking
to these fivemajor bankbrand when dealing with relationship

managed small businessasNew Zealand?

4. How do these banks secure these benefits?

1.3.3 Unigueness of the study:

This study differs from previous studies in both substancdandin at
least four main wayd=irst, it seeks to empirically identify the sourcés o
value creation and value addition to the five main blardnd in New
Zealand using the relationsHiganking model to manage theBME

clientsfromt he banks business managersodéo pe

Second, the emphasis is processeivolved in securing thedgenefits,

for t he benefit of banks, fr.om t he
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Previous studies have only speculated about these processes from their

statistical analysis

Third, the study has unearthed and conceptualised relationship
banking benefitsa banks. These benefits have also been anakysdd
how they are opearationalised for the benefits of banks is documented

her e. These benefits havenot been r a

Finally, the research approach used is a qualitative agipredhich has

not been used by any of the previous stuthagle possiblethanks to the

rare opportunity of securing and conducting interviews with 27
relationship bank managers in New Zealand from the five main bank
brand. Consequently, the thesis alsmsaers calls to for different
methodologies in finance particularly those advancing qualitative
approaches to financ@ettner, Robinson, & Mcgoun, 1994; Burton,

2007; Frankfurter et al., 1994; McGoun, 2008nong other things, this
approachhas facilitated the identification of the new benefits because it

has all owed reporting straight ofror

line report of the bank policy in action to be captured and analysed.
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1.3.4 Contribution and importance of the study
There are a number of important contributions this study makes. Starting
with the specific contributions and moving to the more general, this

section describes those contributions.

Banks can use a range of technologies to assessafgaications from

their SME customers(Berger & Udell, 2005 (please seeectionll.5

below on lending technologies). For banks to choose the most
appropriate technologyr technologieso use, they have to make use of

an economic appisal methodology such as costbenefit analysis to
assess the profitability and efficiency of each lending technology.
Knowing the processes of how banks secure relationship banking
benefits accruing to banks is very important, as those processes will
cettainly entail costs such as the employment of relationship managers,
and those costs must be taken into account for a propebeostit
analysis and appraisal of the relationship banking technology.
Additionally, securing those benefits requires knowkedgthe level that
these benefits occupy in the lending process, who is responsible, and
when. To maximise these benefits to banks, all these points must be
taken into account, training must be provided, and development of best

practices to secure the maxum level of each benefit must be identified.
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Knowing at what point in the process each benefit will happen would
allow the bank to be ready to seize the benefit and to specifinadbe

ever) automatise the seizing of the benefits.

Furthermore, in ordefor a costbenefit analysis to be effective, all the
benefits plus costs must first be identified and accounted for in the cost
benefit analysis of each model including the relationship
technology/model. While some relationship banking benefits have been
identified inthe extant theoretical studiesnd some of tlee have been
empirically testedthis study has identified further benefits not currently
present in the literaturesuch as relationship bkimg as a humanising
mechanisnfort h e b a n ksongh itsl elatibnshipgnanagesME
clients. This thesis found trust in bamd to be very importanbut banks
seem to be the least trusted business organisafiedsiman Trust
Barometer, 2012; Ernst & Young, 201ahd were @ported as being
viewed as unfriendly. This creates a trust issue for balHksvever
through the use of relationship banking with a relationship manager
acting as the human face of the bank, baohgthe point of contactor
dealing with theSME client cn a oneto-one basispanks areable to
counter that view of untrustworthiness and unfriendliness.

Furthermore, this benefit is even more important in the current banking

environment as the recent (and-going financial crisis has raised the

21/314



profile of banks in the wider society. People, includif§ME
owner/managers, are thinking about banks and their role in their lives.
Banks have become a locus of much derision and mistrust due to the
mortgage crises in the western worlgarticularly the USA and Ukand,

more recently, elsewhere. People are thinking about banks more and how
their banks and their relationships with banks affect them and their lives.
As people now dislike banks and feel they can't trust them, it is important
for banks to be seen as 'hamh and ao as 'good corporate citizens'.
Relationshipbanking is a way for banks to pursue this ‘brand personality’
in the wider market and counteract the effects of the bad publicity

generated by the financial crisis.

For a proper appraisal of relatitmg banking technology these newly
identified benefits need to be accounted for. So, in a further contribution,
this study also identifies brand new benefits, the process of their

identification and how banks secure them in the HalIE relationship.

The thesis has alscsucceeded inclassifyng relationship banking
benefits, both the old and the newly identified, into taxonomies of
benefits, such as the riskturn taxonomy. This shows clearly how these

taxonomies both can and do benefit bardks] how theyhelp to define
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and position relationship banking within/at the heart of the finance

discipline when finance is defined as increasing return and lowering risk.

Empirical studies begiwith a decision about definition. Decisiotigen
follow regarding measements and whit proxies to use for measuring
the different aspectsf the focus at hand. In the casé relationship
bankingthese ards costs, its length or deptiiherefore, the definition is
pivotal. However, this study has shown hodrom the bankes 6
perspectivesthe oftquoted definition of relationship banking is missing
critical elements. A lengthy discussion of these missing elements follows
in the analysis chapter. Future studies dealing with relationship banking,

particularly empirical onesyave to consider this issue.

There is a large amount of literature detailing the benefits of relationship
banking to small businesses and, as previously mentioned, significantly
less looking at the benefits to banksr these benefits to keep flowing to
SMESs, Profit orientedbanks need to be convinced about the value of
relationship banking. This study
of the value of the relationship to them through the outcomes of an
analysis such as will be undertaken in this iydsence contributing to

the likelihood of a continuation of this model of banking $&4Es.

! Although not for profit banks do exist in many countries such as New Zealand, this thesis is only
concerned with profit oriented bank

23/314
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Acknowledging the paucity of research on how the Hamkiness
relationship banking works in generéderger and Udell (20023tated

that iDespitethe recent academic focus on relationship lending, there is
remarkably absent in the literature a fully satisfying analysis of precisely
howbak-bor r ower rel ationships worko (p.
This stugy will contribute towards that analysis of hdhwe bankSME

relationship works because this analysis is perquisite for addressing the

t hesi s 6s, whmch iisnhowabamks secure relationship banking
benefits.

Other authors have also raised the issue, ginofrom a different
perspective.An example of this isUdell (2008) fBecausebanks

comprise an impant pillar in the architecture of any financial system, it

is critical that we understand what makes these financial intermediaries
ticke I n short, i f we are to unders
banks to economic performance, we must first uidedshow they lend

money. This, in turn, requires an understanding of relationship lending

and its role in @88 | oan underwritin
Part of that understanding is understanding the benefits of relationship
banking to banks and it is to this literaguhat this thesis seeks to make

further contribution.
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I.4 No human endeavour is perfect. scope and limitations

of the study:

The thesis focus is on investigating and gaining a deeper understanding
of the sources of benefits from relationship banking accryetthd five

major bank brands in New Zealand when dealing with their SME
customers and the processes/mechanisms for securing these benefits. The
primary data gathered and used is from the perspective of those working,
or those whohave worked, as bank ralaiship managers. The method
used claims analytical generalisation and at no point in time seeks a
statistical generalisation. Henageneralisations of the thesis's findings to
other contexts and with other banks must be done with caution and
requires further investigation.

Furthermore, no attempt has been made to link the thesis findings to the
banks' performance. However, a suggestion is made for future
investigationsto test the link(s) between the thesis' findings and banks'

performance.

I.5 Thesis organsation

The structure of this thesis proceeds follows. Chapter II, the

framework,builds the context for this research leading to the delineation
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of the research gap, the research problem andedearchquestions
identified 1.3.1 and 1.3.2 above The next chapteccomprehensively
elaborates orthe methodlogy of the researclused to address the
research problem and answer the research questions. This is followed by
a discus®n on the empirical context of the study, New Zeaamiuich is

the extensiorof the framework but more specific to the empirical context

of the study. Here discussion is more focused on banking/banks, SMEs,
and relationship banking. Chapters V and VI serd analysis and
discussion of the empirical results. Chap#r concludes the thesis by
summarising the main findings and implications of the research,

including suggestions for future research in this area.
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ll. The framework of the study

Introduction

This chapter sets the scene for the whole thesis in that it builds the
framework for investigating the thesis research aim and questions. It
begins with some prior research &VEs and banking in general in
section 1. Section 2 reports on some issues andatbastics of MEs,
making the case for the specificity aroUBBIE finance. The next section

is about challenges faced by banks when dealing 83MEs. Then, after
positioning banks as a financial intermediary in sectdorsection,5,
deals with how banksy to overcome those challenges when lending to
SMEs. The emphasis is on relatibis banking, which sectiorb
elaborates on. Finally, sectigireviews some of the benefits accruing to

banks from relationship banking.

[I.1 Prior research about SMEs and banking:

Some of the predominant themes in the literature concerned with small
business $ME) banking focus on the importance of the availability of
finance, factors influencing bank supply of finance, and the key factors
influencing SMEs about bank choice. Ahe macro end of the spectrum,

the debate focuses on whet her t her e
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the growth of SMEs, leading to a less than desirable growth in the
economy overall. At the micro end of the spectrum, topics include the
pricing of barking services toSMEs and the transparency levels with

which this pricing is easily comparable across bankSM¥s.

The finance gap is suggested as a perennial issuSNtits and is
generally defined as a shortage of finance from the supply sic&Mbs

to fund growth, expansion and other core activities. Keasy and Watson
(1993, Niskanen & Niskaner(2010, and Storey(1994 suwggested
SMEs often experience difficulties raising new finance and/or are
dissatisfied with the terms and conditions attached to bank finance.
Informational asymmetry is often stated as the cause of this frustration
for SMEs, as witnessed by a large bodye&search includind\ng (1992)

and Gregory, Rutherford, Oswald, and Gardiner (200Bpas &
Schrooten(2009 discussed the information asymmetry issue, i.e. the
problem of SMEs having information internally but bankers not having

access to it, and how this leads to a premium on interest rates.

The conventional wisdom th&MEs want to grow and cannot access
captal has been criticised over recent years culminating in the
66content ment 66 or by\Wws$ XghpCarieg,arsxd6 6 hy

Tagg (2007)Vos et al. (2007 hol d t hat &6d6gapb6dbé6 studi

28/314



oowor |l d vi ewblie listadl campaniesSMEs drehveealth
maximisers or growth seekers, justifying the approach of rational risk
return models. The contentment hypothesis, however, stems from a
reality, specific to small and medium sized enterprises (SMESs); that
money is aneans to an end, not the end itself. Independence and control
are often given reasons for the difference in SME financial behaviour
(Curran, 1986 Jarvis, 200D compared to what might be expected of a
publicly listed firm(Vos et al., 2007, p. 31Thus,SMEs choose not to
participate in the external capital markets out of a feeling of contentment
in being independent, in control of the business and in sustaining the
businesgVVos et al., 200¥ This happiness hypothesis is supported by
two sets of data from the United States and United Kingdom. Further,
Shen (2007)using the New Zealand Business Benchmarking S@rvey
confirmed the contentment hypothesis refuting the finagap, a result

that was arrived at by an earlier study Aidistin, Fox, and Hamilton
(1996) commissioned by thélew ZealandMinistry of Commerce. The
Austinetal. (19965t udy concluded that i1t was
managers/oners not to grow that hindered the growth of bank lending to

SMEs (demand side) not the other way around.

> Theannual survey produced by the Management Res&mutre Institute of Business Research at
the University of Waikato.
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Researchshows there is a range of reasons WhWES choose a
particular bank,ncluding prior personal banking experience, knowing
someone in a bankeferral, locational proximity and cost of services.
Mazur (2007)ound that where thEME custoner already has a personal
account with the bank, chances are good that they will also ofétEa
account with that same banRinks, Ennew, and Mowlah (2006)nd

that some important factors of bank service include basic products and
services that are offered, transactions charges for account services,
interest rates, criteria for qualifying for a loan, knowledge and

understanding, price and operations.

Lucey (1990) noted that many small firms want a bank that is
conveniently located. A study of internet banking found that around 50%

of SMEs want to have a branch five minutes away rather than have free

online services and no local branch, accordiniylazkintosh (2001)A

2006 survey ofSMEs in the UK found that although most banks are
spending considerable money and time to promote their online service,

SME owners believe that having their bank nearby is the most important
bank characteristic for cormd%otti ng t
SMEs used a local or regional bank as their primary bank, because they

wanted to be physically close for cash d&fs; this was especially the
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case for retail enterprisg$Scott & Dunkelberg, 2006)However, this
might not apply in New Zealand, due to the widleloped electronic
payment system. The majority of retaiinisactions are electronic point

of sales (EFTPOS) which cover both credit (e.g. Visa and Mastercard)
and debit cards. Credit card transactions are predominantly handled
through EFTPOS with a personal identification number (PIN) rather than

signaturgBoulanouar & Locke, 2009

Gill, Flaschner, and Shachar (2006nvesti gated the | mpa
rel atedod servi ce cthnass and similaritysand c s (
0O6of ékateddd service characteristic:
promptness). That examinati on of b
current bank service representatives, based on the length of the
relationships with theibanks, indicated that all six factors were related

to trust building in general. Nevertheless, there were factors that were
more salient at di fferent periods o0
banks, and customisation was found to be particularly itapbrat

crucial periods in the business life cycle.

Dorfman (2007drew together the necessary success strategiésufits

to acquire the loyalty o EME owners, suggesting four strategies:

T Use customer service as a strategic weapon.
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1 Create intimacy and trust by knowing your customer.
1 Make banking easy, convenient arairpess.
9 Differentiate value for your most profitable customers.

According toEnrich (2007, one approach that banks used in thetdS
obtain new SME clients was to take more risk in initial lending decisions.
Enrich suggested that banks were extending credit to-ugiartwith
practically no track record, accepting lowrality assets as collatéra
and imposing fewer restrictive covenants on borrowers to attract clients.
Early studies byGreenbaum, Kanatas, and Venezia (198%) Sharpe
(1990) considered the conditions under which lenders subsidise
borrowers in early periods and then htwey are reimbursed in later

periods.

Lucas and Davis (2005%uggest that banks are consolidating their
lending operations in remote locations and are relying more on heuristics
that promote armkength relationships rather than on branch officers
with access to vital private knowledge. They argue 8MEs often have
unique circumstances and the strong ties developed between branch
officers and these business owners provide access to critical private
knowledge that is otherwise unavailable. On the other h&ngljngor

(2005) provides evidence supporting the view that competition reduces
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the benefits of bankorrower relationships, making relationship loans

more risky and less profitable.

1.2 SMEfinance:

SMEs have a need for capital, and typically their financial structure gives

rise to very specific issues. Traditionally, these issues have been viewed

as financial prolms or constraints. Contrary to that view, one current
proposition is thatSME financial structures and characteristics are a
reflection of managerial decisions and preferer{(@bson, 200L This
suggests that there are natur al con
instance] the low asset base from which many commence and ar
prepared to operate within so as tc¢
(Holmes, Hutchinson, Gibson, Forsaith, & Mcmahon, 2003, p). I41is

view is echoed by recent studies such as thos&dsy et al. (200¥

discussed earlier an@eddy (200). Reddy claims that foBEMEs, the

primary objective is not growth, but ra&thto provide for a family and

that business ownaperators can be content with less.

Various determinants of the capital structure decision between equity and
debt in small firms are noted in the literat@oleman, 2008 These
determinants range from theual informational opacity to the high costs

of raising public loans and equity underwriting.
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When SME ownermanagers need extra capital, they have an inclination
and strong incentivesor issuing external debt rather than seeking
external equity from inv&ors. This choiceisexl ai ned by s mal |
ownermanagernot wanting to dilute ownership claims, and shunning
any external participation in decision making about their firms that would
lead to loss of contrdBerger & Udell, 1998 External equity is thought

to come with more control rights than covenants associated with debt
instruments. This disposition is consistent with findinghat
indepemence and autonomy motivation® dehind starting, owning and
managingSMEs (Collins & Moore, 1970; O'Connor, 1983; Roberts &
Wainer, 1971; Scheinberg & MacMillan, 1988; Stanworth & Curran,
1973; Stoey, 1982) Ultimately, independence and control are the
primary reasons behind the financial behaviour of small fif@wsran,

1986 Javis, 2000.

SMEs typically do not raise debt or equity directly from the public. An
inability to access such funds is due to the nature of these public markets.
Public loans and equity underwriting involve several significant costs
including underwting and administrative expensesvhich small firms

find prohibitive. The former consist of the underwriting and selling fees

paid to the underwriter. The latter comprise legal fees, audit services and
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printing costs. Ber ger ofdhess cobislard | ob.
essentially fixed and create economies of scale in issue size. Given that

issue size and asset size of the firm are strongly positively related, these
economies of scale in issue size maybe difficult for small andsinetl

businesses too v e r ¢ ¢1898,0p. 628 Financial intermediation

services are, therefore, essential for nBMEs.

The supporting systems that are normally used to offer feedback and to
support decision making concerning the management of finances, assets
and liabilities are also found to have an effect ®Es. Financial
management and accounting systems accordingMédMahon and
Holmes (1989 are essential components. HoweV@VEs do not invest

in in-house systems with internal specialists to operate them. These
investments cannot be justified giv&MEs 6 | e v e | of busi ne
SMEs do not adopt and do nhaise these sophisticated financial
management systenfslolmes et al., 2003 SMEs have few employees,

and according to Ang199)), typically lack the necessary expertise to
provide detailed financial statements. AdditionaJIEs are not legally
required to have audited fineial statements, nor do they have any legal
requirements to providénternational Financial Reporting Standards

(IFRS) compatible financial statements for shareholdErast & Young,
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2009) The lack of external requirements for detailed financial statements
coupled with internal constraints may result in less than sophisticated

financial management.

Finally, SMEs have other distinguishing features, particularly firms in
commencement phase that are not yet established in the market. One
feature is the absence of business as@dtnn, 1998 that external

capital providers such as banks can assess and accept as collateral. Other
features include a lack of audited financial statemé@ésger & Udell,

1998, a limited financial history of paymentfAvery, Bostic, &
Samolyk, 1998 and limited profitability that external capital piders

can use in assessing the credit worthinesSS\E borrowers.

I1.2.1 Information asymmetry and SMEfinance

Information asymmetryposes a significant problefor banks dealing
with businesseand the problem is argued to be more pronounced ahe
smaller bumess is involvedThe issue relates to the difference in terms
of the information availablgo the bank and that which is known to the

business.

Information asymmetry was raised as an issue in a study of financial
markets by the 2001 Economics Nobel leaie, Joseph Stiglitz in a

seminal work with Andrew Weis€Stiglitz & Weiss, 198]) pointing to
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the problem of adverse selection and credit rationing arising from

information asymmetry.

They stress that in such cases interest ratesthasr resource allocation
function. The suggestion is that when a financial institution raises interest
rates due to being unable to distinguish between borrowers at differing
levels of risk, borrowers with the riskiest investment projects are exactly
those who are willing to pay the highest interest rates. They are willing to

pay this high price because they perceive their probability of repaying the
loan to be low. If a borrower took on a highk investment and
succeeded, the borrower would becomereswely rich However, a

|l ender woul dnot want t o ma k e such
investment risk is high; the likely outcome is that the borrower will not
succeed and the lender will not be paid back. Thus, increasing interest
rates could increaseeh r i ski ness of the bankos
discouraging safer investors; or by inducing borrowers to invest in riskier
projects andherefore, the banks profit could be decreased. Lenders do
not, therefore, raise interest rates even when thex@isnuch demand

for the market to meet. This is because the expected return by the bank
may increase less rapidly than the interest, etd, beyond a point, may

actually decrease, as depictedrigure 1 below. The supply curve thus
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slopes towards the right and may in some cases, not intersect with the
demand curve at allFigure 2 below). In such cases, the supply and

demand for funds do not balance. Therefore, borrowers find themselves
unable to procure the capital that they believe they require, and credit

rationing occurgStiglitz & Weiss, 1981

Figure 1: Expected Return for the Bank as a Function of the Interest Rate Charged

Expected return to the bank

Interest
rate

r*

Source: Freixas and Rochet (1997)
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Figure 2: Asymmetry of Information and Credit Rationing.

Volume of credit

mr\ demand

supply

Interest
rate

Source Freixas and Rochet (1997)

Given that asymmetric information problems teadbé much more acute

in small firms than in large firms, it is not surprising that small firms
suffer more from credit rationing. This is because with small businesses
outside stakeholders face several informagpooblems Some of these

problemsare discgsedn thenextsection.

[1.3 Challenges and issues for banks when dealing with
SMEs:
It is well documented that when interacting waNIEs seeking funds and
other financial servicespanks are confronted with a number of
challenges that are typical to thistegory of businesgAng, 1991;

Berger & Udell, 2003; Holmes et al., 2003y particular, the lack of
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readily available quality information in the public domain about
individual SMEs raises costs. Also, moSMEs have no statutory
obligation to file audited financial statements. These challenges and some
of the others discussed in this section tend to be inversely proportional to
the size of businesses that banks deal with. In this section, three
challenges will baliscussed; opacity, information asymmetry, and size

issues.

11.3.1 Opacity:

Opacity is related to the ability of 8ME to communicate clearly
pertinent information to outside stakeholders including the capital market
(Berger & Udell, 1998 FurthermoreBerger andJdell (1998)describe

this issue of informabn opacity as the hallmark SME finance.The
causes of this opacity are numerdilmes et al., 2003 One is the
private nature of contracts betwe®hEs and their different stakeholders
such as employees, suppliers amdtomers. These contracts are neither
publicly visible nor widely reported in public media, which makes
learning aboutSMEs from their contracts with other parties almost
impossible. This is in contrast with contractual arrangements entered into
by listedcompanies, which are widely reported in the media or at least in

some specific media and can be accessed by the public.
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Another source of opacity is the quality of data generated b$Nttefor
review by outside stakeholders such as finance providers. may be

due to the age of the business; if it is in an early stage in its growth cycle
there will not be many records showing financial history or profitability.
SME people may not have the managerial talent and resources to come

up with data useful to thstakeholderAng, 1991)

BecauseSMEs arenot legally required to prepataternationaFinancial
Reporting Standardscompatible financial statements, the absence of
audited statements is another contributing factor. Financial statements are
tools used by businesses &wcount for the use of funds and their
operating activities. The aim of financial accounting in general and of
financial statements in particular is to provide valuable information to
outside users to learn about the financial aspects of the firm and help
them to make sound and efficient economic decisions. However, the
absence of financial reports suggests BElES are opaque at least in

comparison with businesses that do promulgate financial reports.

SMEs that are keen on signalling good performancéaoks do take
action. Signalling might take the form of joining a local chamber of
commerce, using a reputable accountancy firm, and/or joining a

mentoring program. However, often banks experience difficulties in
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drawing inferences as to the quality of #ignals emanating from small
firms (Ang, 1991) At the heart of this problem are the differences in
expectations betweersMEs owners/managers and banks. Usually,
entrepreneurs are found to be more optimistic about theturemnthan
outside stakeholder3’he SME owners/nanagers are, however, aware of
this discounting and the outside stakeholders know that the
owners/managers expect a reduction of their own optirfdsrg, 1991)

This situation leads to a tension between the two parties which represents
another facet of the opacity issuedd by banks when interacting with

SMEs.

[1.3.2 Information Asymmetry

Information asymmetry poses a significant problem for banks dealing
with SMEs. The issue relates to the different levels of information
available about th&ME and/or its owner manager thatksown to the
bank and that which is known to the business owner manager. For
example, the following story about Apple illustrates the issue of moral
hazard which is the second-pyoduct of information asymmetry after
adverse selection, as referred to ecteon l1.4.4 below Apple, then a
small firm, borrowed money with a peranged agreement to use for

product development. However, and reflecting typical qoostract
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opportunism, the Apple decision makepest the funds on marketing
activities. Luckily for both lender and firm, it worked. However, the
lender gained nothing extra from the engagement of the Apple company
into the extra risky activity and it could have been detrimental to the

repayment of théoan(Borrmann & Tripe, 2008

11.3.3 Size of the SMEsector and size and scope of their

transactions:

The SME sector is charactesed by two criteria, first the very large

number of entities(Ministry of Economic Development, 20Q)5and

secondly the lack of homogeneity among those entities from the sector.

These two criteria make the risk of ea8NE different, which in turn

makes it extremely hard for bankso eval uate small fir
(Borrmann & Tripe, 2008 Banks have to evaluate each and every
business separatelgnd this issue of risk assessment is exacerbated by

two more factors related to the size and scop&MEs transactions

(Ang, 1991)

One factor is the high fixed caesthat banks have to pay to gather
information about a transaction conducted by a tyd@®E. Most bank
transactions incur a fixed cost comp

transaction size. Furthermore, this type of transaction tends to be very
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small both in scope and scale whereas some of the costs incurred are
fixed. For example, when a bank collects acpi of information that it
considers to be important in order to process a very small loan
application from one of itSME customers, it nevertheless incurs a fixed
cost that would be the same if the loan application was for a significantly

larger loan.

The other factor concerns incentives for a third party to collect
information on behalf of the bank, and then sells it to the l{Amnig,
1991) This third party could be an outside analyst or a rating agency.
When the cost of collection that the third party has to pay igpaced

with the sale price of the information in question, as well as the very
small size of the market for this type of information, the involvement and
the investment by that third partgay not be fullyjustified. However,
there is some evidence thatshilew about the third party might not be
entirely accurate. In Australia and New Zealand, for example, most banks
would seek information about their potent&ME borrowers and their
owners/managers from VedaAdvantigie debt collection agency, to
ched their credit history. This suggests that a third party agency that

does some kind of creditworthiness monitoring of small firms and their

® Formely known as Baycorp, it is the largest credit bureau in Australia and New Zealand. It provides
credit reports about busieses and individuals (http://www.vedaadvantage.com/).

44/314



owners/managers, indeed, exists, even if it does not collect financial

information about them.

While many of thoseisks can be reduced by the use of different lending
tools, such as collateral and technologies or practices like relationship
lending, nonetheless, the risk of default increases the costs of lending to

SMEs (Borrmann & Tripe, 2008

Before talking about how banks as the primary source of external funding
for SMEs (Ministry of Economic [R2velopment, 2010 the next section

will provide a context for banks as a financial intermediary, followed by
how banks try to overcome these challenges to assess risks, and price

loans when lending t8MEs.

1.4 Financial intermediation

Financial intermediabin is the process by which fund providers deposit
their capital surplus with financial intermediaries, who in turn lend to
capital users. In essence, they mediate between the providers of funds
and the users of these funds. According-teixas and Rochet (20Q8)
Greenbaum and Thakor (20089nd Matthews and Thompson (2008)
these financial intermedigs predominantly fall into one or two
categories. One group comprises those who directly accept deposits from

depositors and make loans to borrowers. Examples of these are banks and
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credit unions. A second group is made up of those who purchase
securities and hence indirectly provide capital by means of the capital
market rather than directly making loans as banks twurance

companies and pensions funds are two examples of this category.

[1.4.1 Banks:

Banks are a specific form of financial intermediary anel @mmonly
characterised as "an institution whose current operations consist in
granting loans and receiving deposits from the publeteixas &

Rochet, 2008, p. 1) The i ntermedi ati on pr oce
perspective focuses on asset and liability management. A core activity of

a bank is receiving liquid and convertible (on demand) deposits and
transforming these into medium dadlong term loans. The extraction of

a return from such activity is associated with risk, default risk and

withdrawal risk in particula(Matthews & Thompson, 2008)

Banks play a pivotal role in the allocation of capital in the economy
(Merton, 199%. Specifically, four main functions characterise the value
creating services of banks in the intermediation af@asu, Girardone,

& Molyneux, 2006; Freixas & Rochet, 2008; Heffernan, 2005; Matthews

& Thompson, 2008)These functions are detailed next.
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11.4.2 Offering liquidity and payment services:

For banks, the main source of funding, as alluded to previously, comes
from their customersod deposits. Howe
lack of knowledge about future events, often have a preference for
liquidity and want to be able to withdraw their deposited funds on
demand. Banks are able to provide these depoditiignidity services

(Diamond & Dybvig, 1983)offering a broad range of accounts, such as

cheque accounts, and otheraatl facilities.

Facilities to make paymenis another service that banks provitte

their customersusually defned as Afany organised
transferring val ue IiCaduwtale 2006, d. Bbei r ] [
Throughout history, people, in their normal course of life, have traded
with each other, exchanging what they have extra for what they need
and/or want. At first, the barter system was used as a clearing system.
Over time, that system proved to be inadegudite in many cases to
transportation, storage and costs. Money was an excellent discovery that
changed forever the transfer of ownership claims between trading parties.
Also, the concept of money has broadened so much that banks are able to
facilitate thetransfer of funds between traders, enabling them to make

payments using a variety of payment services. These include writing
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cheques from oneos C ubase@d nypes afc c oun:

transaction such as the use of credit and/or debit cards, and more
recently, wekbased types of payments completed over the internet.
Furthermore, with recent technological progress, banks have been able to
offer easy access and relatively cheap wahd mobile phondased

facilities.

[1.4.3 Transforming assets:

The second funamn performed by banks is that of qualitative asset
transformation(Greenbaum & Thakor, 2007} enders and borrowers
havedifferent preferences and requirements. For example, lenders often
want to be able to access their deposited funds whenever they want.
Conversely, borrowers want to retain their borrowed funds over the life
of the project or investment. Banks transforra tfature of claims or the
asset attributes when they act as intermediaries between those lenders
and borrowers in order to accommodate thigieals (Gurley & Shaw,

1960. According to Matthews and Thompson (2008phis function
compises size transformation, maturity transformation and risk

transformation.

“j.e. lenders and borrowers
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Often lenders have small amounts of surplus capital whereas borrowers
are in need of bigger amounts of funds for their projects. Banks perform
size transformation by collecting sheat amounts of capital surplus from

depositors, bundling them together into bigger parcels and then lending

them to borrowers.

The next transformation function is that of maturity. Capital surplus units
want to be able to access their funds whenever wWaayt and/or need
them, whereas capital users in deficit want security of funds over the life
of the project or investment. Banks act between the two units via
transforming securities with short maturities from the former, into

securities with longer mattiies to the latter.

The third and final transformation is risk. Lenders prefer assets with a
low risk and want their money to be safe. In contrast, borrowers use
borrowed funds to engage in operations that carry a risk of default and
might result in thenmot being able to pay back the funds they borrowed.
Also, borrowers arpredisposed to pay a higher price than that necessary
to reward lenders where risk is lower. As financial intermediaries, banks
are capable of altering and minimising risk using a lnenof tools and

techniques, such as investment diversification, loans pooling, and the
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screening and monitoring of borrowefSome of these, specifically in

dealing with theilSME clients, will be elaborated on in section 11.4.5.

[1.4.4 Information processing an d monitoring

borrowers:

This third function relates to banks performing one of their core activities
as a financial intermediary, namely granting loans to capital users in
deficit, and thereby having to manage the problems and difficulties
arising from imgrfect information concerning borrowers. This
asymmetric information issue whic@asu et al. (2006,.#84) described

as Athe i mperfect distribution of
arises regularly. An example is where a borrower is likely to have more
information about the project for which a loan is sought than the bank
has. Information asymetry can give rise to situations of adverse

selection and moral hazard.

Adverse selection occurs from prentractual opportunism where the
bank is unable to distinguish between the qualities of the different
projects presented for funding by the differéorrowers. However, these
borrowers know more about the projects, and as a result of this problem,
the bank might end up selecting the bad proje@tatthews &

Thompson, 2008)
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Moral hazard occurs from pesbntractual opportunism whenever a
contract between two or more parties creates incentives for one party to
act against the interests of the other pateffernan, 200p For
example a SME borrower may act in a way that is detrimental to the
repayment of the loan by engaging in more risky activities than that

initially agreed with the bank.

To minimise default and other risks associated \atiding, banks will

seek to reduce information asymmetries with their associatedapce

post contractual problems by processing information from and about
borrowers. Various technologies provide opportunities in this regard.
First, borrowers and theio&n applications may be screened to reduce
the likelihood of funding the bad projects and/or bad borrowers
mitigating the adverse selection problem. This can be done, for example,
by seeking out rel evant i nformati o
worthiness.Secondly, in dealing with the moral hazard problem, banks
monitor borrowers and their behaviours by collecting information and
ensuring that the borrowers adhere to the terms of their contracts as well

as refraining from acting in a manner contrary todilen k 6 s i nt er est
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[1.4.5 Managing risks:

Banks as financial intermediariedace several interdependent risks,
some of which are inherent, such as liquidity or funding risks and credit
or default risks, due to the nature of banking activities that involvegakin
deposits and extending loans. Profit oriented banks will assume risks and
work to manage them to avoid losses. The management of risk is the
third major activity for banks. Various taxonomies of risk have been
proposed and these typically include cretiguidity, and interest rate

risks. These are briefly discussed in turn.

Credit risk, also called default risk, is described in the Blageicord as

Athe potenti al t hat a bank borrower
obligations in accordance wita g r e e d (BasIrComnittee on

Banking Supervision, 2000, p..3anks manage this type of risk using

different techniques. The requirement for collateral from borrowers is
typical. Heffernan (200b sees default risk as associated mostithw

mor al hazard and i nformation probl e

monitor t heir bor r owe(Heffernang 2005npc r e a s e

105 and minimise the probability of default on a loan agreement.

Liquidity or funding risk arises from banks providing liquidiglated

services to depositors. This risk occurs when a bank is obliged to make
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unexpected payments when depositors exercise a withdrawal from an on
call account. Banks have a range of tools taulities to reduce their
exposure to liquidity risk, such as increasing their holdings of near cash
and readily marketable assets like treasury bills and or fundingtéong

loans with equally long term deposits.

Interest rate risk arises from the nmdiu transformation activity
performedby banks. When banks fund lotgrm loans using shetérm
deposits, for example, costs of funds may rise above the income

generated from interest received.

Overall, aprofit orientedbank will aim to maximise returnsn earning

assets and minimise the risk of default.

.5 How banks overcome challenges when lending to

SMEs:

Information is important to banks. When lending SMEs, financial
intermediary institutions in general and banks in particular have
developed a rangef tools and techniques, such as debt covenants and
relationship lending, to gain information, overcome thwallenges
detailed in sectioril.3 above and to aid decision making regarding
issues like risk assessemt and loan pricing. These tools and techniques

have been further facilitated by technological progress. Berger and Udell
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(2009 provided a taxonomy to organise and classify these tools and
technigues, which they have called ¢
a | endi ng taeusiquen eimbdngtipn ofi @imary information

source, screening and underwriting policies/procedures, loan contract
structur e, and moni t ¢Bergen&Udsllf 2006t e gi e s
p. 2949. The primary objective of these technologies is toimse

cost s, i ncluding the risk of poor de
This taxonomy of lending technologies seems to have gained wide
acceptance among specialists in the finance litera(dgyagari,

DemirgticKunt, & Maksimovic, 2010De Haas, Ferreira, & Taci, 20110

These technologies can be divided into two categories by the type of
borrowers -opaque and/or transparenbr the source of primary
information used soft and/or hard
1. Transactions lendg technologies, including financial statement
lending, SME credit scoring, asset based lending, factoring, fixed

asset lending, leasing, and

2. Relationship lending technologies i n whi ch At he f i
institution relies primarily on soft information gatledr through

contact over time with the SME, its owner and the local
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community to addres@BergerhdeUdglpaci ty

2006, p.295)

Each technology can be used in combination with another technology or

other technologies his suggests thaine technologycan beused as a

primary method of information source, which can then be supported by

other technology(ies), and that these technologies ar¢ no
interchangeable. Furthermor@é,l n s ome <cases, the tec
most efficiently deployedh a particular organisational form or unit that

is dedicated to that technology. The unit may be an entire financial
institution (e.g., a leasing company offering only business leases), or a
separate department, division, or subsidiary (e.g., an-lagsst lending
department of a commer c(Begkré&ldelh k or f

2006, p.2943

Some of these details about lending technologies are summarised in

Tablel (below).
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Table 1: Lending technologies

Technology Type Borrower Information
Relationship lending Relationship Opaque Soft
Financial statement lendin¢ Transaction| Transparent Hard
Assetbased lending Transaction| Opaque Hard
Factorng Transaction| Opaque Hard
Leasing Transaction| Opaques Transparent Hard
SME credit scoring Transaction| Opaque Hard
Equipment lending Transaction| Opaques Transparent Hard
Real estatdased lending | Transaction| OpaqueX Transparent Hard
Trade credit Transaction| OpaqueX Transparent| Soft & hard

Source: Taketa and Udell (2007

Finally, while the current research uses this taxonomy of lending
technologies as a framework of reference to build and presecdse, it

will later be argued and suggested the analysis section that this
taxonomy might not apply per se to the relationship model. The next

section defines relationship banking as presented in the finance literature.

[1.6 Relationship banking:

Although Boot (2000 asserted that there was no precise definition of

relationship banking, by 2011 a generally accepted definition had been
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developed. An early efinition was provided by Ongena and Smith

(2000, who stated that It I's Athe <co
customer that goes beyond the execution of simple, anonymous, financial
transact i on s dheywenton4o)adtvolim@ansion®to this
definition; time or the duration of

breadth of services offered by the D

A more elaborate and widely used definition is thaBobt (2000)who
notest hat r el at i otmegdovision obfimandial sergices by a i

financial intermediary that:

I. Invests in obtaining customspecific information, often

propridary in nature; and

ii. Evaluates the profitability of these investments through multiple
interactions with the same customevep time and/or across

producte¢ (p. 10)

Then, influenced by Bergefl1999, Boot added three conditions for

relationship banking to be accorded as present:

I. fAThe intermediary gathers information beyond readily available
public information [through screening loan applications and

monitoring] ;

57/314



ii.  Information gathering takes place eavvtime through multiple
interactions with the borrower, often through the provision of

multiple financial services;

iii. The information rerains confidential (proprietary)(Boot, 2000,

p. 10)

[1.6.1 More details about relationship -banking in the

context of SMEs:

At this stage, it must be stated that Berger and Udell wrote a series of
papers onSME finance, such agBerger, 1999; Berger, Klapper, &

Udell, 2001; 1995, 1998, 2002, 2003, 200&ploring relationship
banking, lending technologies, etc; hence the somewhat heavy reliance

on the work of these two authors. They have described relationship
banki ng ofadahse mastopowerful technologies available to reduce

i nformation pr obl e mBerger& Udelpn2002, p.f i r m

F32)

An addition to the above definitiois clearly stated in Berger and Udell

(2009. The addition is concerned with two things. One is the type of
proprietary i nformation qualified 8
lending is primarily based'he second iselationshipbanking as a whole

being one type of loan underwritingr a lending technology as per the
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taxonomy discussedabove (Table 1), among other loan underwriting

technologies.

The relationships between the bank, the entrepreneur an®Nite
become more important than the pure financial condition of the company
(Berger & Udell, 2008 The bank bases its decisions regarding the
approval or refusal of a loan applicatilem its SME partner, and the
interest rate to charge, largely on proprietary information about the firm,
its owner, and its community. This information is garnered partly in the
course of the relationship through the provision of Id@ssger & Udell,

1995; Petersen & Rajan, 199dgpositsservices(Allen, Saunders, &
Udell, 1991 Berlin & Mester, 1999 Cole, 1998 Degryse & Cayseele,
200Q Nakamura, 1993 or the delivery of other financial services to the
firm and/or to the entrepreneur. SpecificaiyDe posi t account s
further information m the form of balance information, transactions
activity, payroll data, etc. that help give a more complete picture of the
financial health of the firm. Information about the quality of the
entrepreneur may also be culled from the provision of personas,loa
credit cards, deposit accounts, trust accounts, investment services, etc.,
and from other business dealings or personal contact[s] outside the firm.

Knowledge of the local community gained over time may also be
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valuable because it allows the bank tdga the market in which the
business operates, to obtain references and feedback on borrower
perfor mance, and to evaluate the ¢

(Berger & Udell, 1998, pp.646).

Further information may also be collected from contact with the
borroweré6s customers and suppliers
about the firm and owneor general information about the business

environment in which they operatBerger & Udell, 2002

Finally, two remarks about how relationship banking is generally defined

in the finance terature. First, more dimensions of this relationship have

been added to the definition by different authors depending on the area of
relationship banking under study. An example of this is E(28685

where relationship | d¢emdimpliai contract def i n
bet ween a bank and its debtoreo (p.
all these definitions are from a bar
only active players according to these definitions and the business
partner 6s r deéing passve. MageRoOe)darried at the

same conclusion in her PhD dissertation. Fre{(2@95 seems to have

touched on this issue. This might point to a gap about the definition of

relationship banking in the finance literature.
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[1.6.2 Soft information:

A distinguishing feature of the Ilending technologies involving
relationshipbanking is the type of information, soft and/or hard, that is
primarily used to underwrite a loan. St¢#902 defined soft information

as information that cannot be directly verified by anyone other than the
agent who produces it and it cannot be ungonbiisly documented and

passed on to someone else.

Soft information tends to be private information, not publicallgilable,

not normally asked for, and must be voluntarily transferred in an
exchange. More precisely, the sort of information refereecédre is

specific and nosstandard informatianfirstly about the firm, such as
unpublished strategies of the firm, inside management problems,
succession problems, critical supplier or customer dependencies;
secondl vy about t he f iness1Gasumem wm e r / mae
capability, such as his management ability, financial understanding, and

his integrity; and | astly, I nf or mat i

terms of suppliers and customéBerger & Udell, 200k

Petersen2004) talked about specific characterisations of hard and soft

information. Whereas hard information is easily reduced to numbers and
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is almost always recordeals numbers, soft information difficult to
completely summaresin a numeric score and is often communicated in
text. The fact that hard information is quantitative means that it can easily
be collected, stored and transmitted, thus the way in whishcitliected

is also different. This is because hard information is often reported
through standard instruments such as financial statements, company
reports and regulatory filings. By definition the collection methods for
hard information need not be pensb, whereas the collection methods

for soft information must be personal.

Another difference is that hard information is also more comparable. The
person in charge of collecting this kind of information can, and often
will, be different from the person Koobject) that evaluates the

i nformation and makes a decision.
hard information. There is a general agreement as to what a 1/2 debt ratio
means for a firm, however, if you describe the owner of the firm as
honest and &ard worker, there is less agneent about what honest and
hardvorking means (or how much these attributes are worth), because
the interpretation of such adjectives is different from one person to

another(Petersen, 2004)
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In addition, with soft information, the context under which it is collected

and the collector of the information are part of the informatiors Hat

possible to separate the two. This is why soft information is collected in

person and, historically, the decision maker is the same person as the
information collector.fA typical example is a relationshipased loan

officer. The loan officer has @rmg history with the borrower and, based

on a multitude of personal contacts, has built up an impression of the
borrowerds honesty, credit worthines
[ partl vy] on this view of theeborrow

the loan is approved or dente(Petersen, 2004, pp-g).

The impact of this sofprivate information is distinctive in that it helps

the |l ender i1identify where the firmbd
and the transfer of It props up th
revealing to exchange partners the unique possibilities theseg®dgor

mat chi ng t heir competenci es and r e
prompted by the transfer of private knowledge are valuable not only
because they are distinctive, but also because they are hard for

competitors without pUzei,\1909,p.488nowl edg
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[I.7 Benefits of relationship b anking:

In line with the research gap de&learlier it h gapidentification and
mot i vat i on sestion(l.2)htlds saction idgntdies some of the
benefits accruing to banks from relationship banking that constitiéed

starting point of inestigation for thighesis

It is clear from the scant and scattered theoretical literatuMiftbank
relationshipsand the benefits accruing to bankthat a number of
benefitS accrue to banks from using the relationship banking
model/technology to mage their relationshimanaged SME clients.
These value creation benefits are the ultimate rationale for relationship
banking, and give banksthe users of relationship model/technology
clear comparative advantage over other financial intermedidnasare
nontusers of the relationship model/technologyenunderwriting loans

to SMEs. These benefits are summarised in Ta&bléelow), and

discussed thereafter.

® The same thing can be said about large businesses as well, but since the focus here is on small
businesses, no attempt is made to discuss the case of large businesses.
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Table 2: benefits of relationship banking accruing to banks

Relationship Benefit

Problem

Mitigation of the information

asymmetry

1 Useful method of investment and
prospect evaluation

1 Continuous monitoring

- Agency relationship between ba&kSME
client

i Adverse selection

1 Moral hazard

Reduction irthe marginal cost of
information production

Interaction over multiple producg
over time as source of information

Generation of information not
available otherwise

- Information opacity

Assessment of intangible assets

- Information opacity

Use information collected to gain a
comparative advantage in timing of
offers

Increase return

Get help with the proper interpretatio
of information provided by th8ME

Information opacity

Gain access to @ME niche market

Lower risk of Error type | & 1l

Type lerror hererefers tothe case where

loan application would be declined when
reality it should have been acceptadd the
loan granted.

Typell error is whena loan application is
accepted and the loan granted when the

applicationshould have beetteclined

While some of these benefits can be secured at least partly from using

ot her |l ending

to attribute these benefits to relationship banking. To do a proper

technol ogies, that

assessment of relationship bamk models every benefit must be

included.
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The first major advantage is the contribution the relationship makes
towards alleviating the significant problems that arise from the agency
issues between the bank and 8ME client (Boot & Thakor, 1994;
Thakor, 1995) An information wedge between ti®ME and its bank is
created due to the information asymmetry where3ME borrower is
more likely to have more information about the project, the subject of the
loan, than the bank. This information wedge is mitigated through the
relationship built betweerthe two parties over time and multiple
products supplied by the bank to tB&ME client (Petersen & Rajan,

1994)

Furthermore, relationship banking has been shown to be useful in
overcoming the problems of adverse selection and ni@zédrd, as it

allows for a better and more enhanced method of investment and
prospect evaluation for the bank when approached by one SMES

clients for a loanBhattacharya & Chiesa, 1995; Boot, 2000; Diamond,

1991) Relationship banking also allows continuous monitoring by the
bank of theSMEG s acti vi ti es, ensuring that
purpose they were initially borrowd&ajan & Winton, 1995 and stops

the ownetma nager from Aindul ging I n [ a]
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toward the bank, or otherwise misusingth b o r r o w(®Patersénu&n d s 0

Rajan, 1994, p. 4)

Another benefit of relationship banking is reduction in the marginal cost

of information production. This reduction is achieved through increased
firm-specific information which the bank is able to use multiple times

during the relationship period when providing the same and/or other
financial servicegPeltoniemi, 200y. The multiple use of information or
information reusabilityfakes two formgGreenbaum & Thakor, 2007, p.

46). Crosssectional reusabilityis the first form. The bank utilises the

same information collected earlier about one of its clients either across a
number of other clients and/or when the bank rigscessing another
application from the same customer but across a number of other
products and services. The second formnier-temporal reusability
whereby fAfor exampl e, a bank that I
while processing its first loan apgétion can use at least some of that

i nformation in processing future cre

(Greenbaum & Thakor, 2007, p. 46)

Interaction over multiple products and services via esadiing bank
products and the interaction over time represent a valuable source of

information about theSME client (Degryse & Caysde, 2000,
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particularly when the information opacity associated V8MEs is taken

into consideration. These other financial services or products include
letters of credit, payrolls, cash management services, and/or deposits. In

turn, this repetitive intaction over products and over time would (i)

i ncrease the bankbdbs assessment prec
the bank to nspread any fixed costs
firm over mu(Pdterspnl &Rajany 189, p &hich avould

also, (iii) reduce the bankdés cost s

Generation of information that otherwise would not be available is
another benefit cited by Berger and Udé@®98, Boot (2000, and Cole

(1998. This is achieved through the baneai ng access to
account movements and being able to
the firm's ability to service delhke claims by observing its past
interactions with other fixed claim holders like employees or prior

c r e d i(Peterser & Rajan, 1994, p. 6)

Having relationship banking structure/arrangement/configuration with
the SME owner/manager is the only method of assessingSi&ESd s
intangible assets, such as the owmanager skills and haracter,

intergenerational transfer of management roles, and continuity of the firm
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(Holmes et al., 2003 These intangible assets are a valuable source of

information as inputs to the credit approval process.

Using the information, soft and hard, private and publicuss from
these multiple interactions, over time, over products, and witiSHME
owner/manager, the relationship bank partner would learn when to offer
extra services and secure extra profits which would give it a comparative

advantage over other finanpsoviders.

Relationship banking provides the bank with the ability to better
understand and correctly interpret the information provided bysME
owner/manager(s), particularly through the financial statements, and/or to

check the accuracy of that infoation (Boulanouar, 2003 Boulanouar

(2003 investigated th&ME-banke | at i onshi p in Japanbo:
and found that banks using relationship lending technology actively
sought direct input from small firm owners/managersete and expost

in order toaid in the proper evaluation of tHean applications. The
relationship technology also helped banks to inform and explain the
evaluation process and outcomes, especially when applications were

unsuccessful.
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The relationship banking technology/model can help banks get into the
lucrative SME borrower market. When lendirtg SMEs, the full use of

standard evaluation methods of loan applications is not possible because
Athe numbers or the hard | nfSomtt,mati on
2006, p.544) This is becaus&MEs tend not tchave audited financial
statements, or have incomplete ones, and perhaps have short operating
histories, etc. However, the private information acquired via the
relationship medium would allow the bank to write contracts and extend

loans that wouldhot takeplace in the absence of this private information

(Berlin & Mester, 1999Bhattacharya & Chiesa, 199Rajan & Winton,

1995.

Relationship lending technology is characterised by the use of soft
information which iscollected by the loan officer ioharge of managing

the bankSME relationship. Based on this soft ammation;ia b ank
could decide the owner is not very adaptable in the face of a new
competitive threat, and, despite acceptable financial performance, tu

down the next | oan as a result of t1
become aware of an impending change of control from an
intergenerational transfer, a revised assessment of control systems that

are inadequate to support growth (that could ledchtal), or unexpected
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health problems for an owner that lacks management degitifactors

t hat might | &eotl 20060p. 546)r nd o wn 0

Conclusion

This chapter has set the scene for the thesis showing how banks are
confronted with some challenges and issues when lendirgviss
and how banks try to overcome these. Particular emphasis was made
on the role of relationship banking, with the chapter comctudith a
review of literature on relationship banking benefitxramg to
banks. The next chapter deals with the metihmgly utilised to

investigate the research aim and questions.
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lll. Method ology

Introduction

Choosing a research metlmogy and methoddepends on the
researcher 0s under st andifrstgrtingppthe t he
investigation. This chapter details the different aspects of the qualitative
research method used in this the®gginning with the story of this
research, the next section elaborates on how this research was initiated
but eventually empled a qualitative approacfihe following section
makes the case for the use of a qualitative approach to the study.
Particular attention is given to the relationship between qualitative
research and casual explanation as per Miles and Huberman (1984) and
also process theory and variance theory (Mohr, 1984). This is followed
by an eldoration on the research design dinthlly the method of

analysigs detailed

I1l.1 Organic underpinnings of this study:

This study began to be formulated in late 2007. The otigesearch
topic was the gap identified oot (2000)in the area of relationship

banking benefits accruing to banks.
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Initially, after the gap in th&nowledge was identified, the groundwork

for a standard/orthodox (i.e. quantitative) way of approaching the topic
was initiated in the same way other studies had been desguned as

those ofBharath et al. (2007); Puri et al. (2011 primary research
hypothesis was developed. The research hypothesis was: loans contracted
through relationship banking have/enjoy lower rates of default than loans
contracted/underwritten through busisdsokers. In New Zealand, some
SMEs commonly approachusinessbrokers to arrange their business
borrowings (Ministry of Economic Development, 2003ajhis was to

test for, and measure, thenefits of relationship banking in the form of
better screening of borrowers and investment and prospect evaluation
(Bhattacharya & Chiesa, 1995; Boot, 2000; Diamond, 19%hd
monitoring the use of borrowed fun(Petersen & Rajan, 1994; Rajan &
Winton, 1995) Indeed a study with similar hypothesis was later
conduded in the context of retail customers in Germany, thamlecess

to private datgPuri et al., 201}l When different banks were approached
for data to test t his studyods hypc
However, four critical points led to a decision to stick with treteship
banking and its benefits to banks and to instead change the research

approach rather than change the topfee four points were:
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1. The @p in the literature identified above, and the research
guestions subsequently developed, were judged to be very

important and worth pursuing.

2. Additionally, after speaking to several bankers, the author noticed
hints to other substantial benefagrelationship banking accruing
to banks not mentioned in the academic and trade literature. Other
observations conceed issues such as the definition of relationship
banking to bankers, and in combination these points hinted to
considerations somewhat different from those reported in the

literature.

3. Further, upon revisiting the identified gap in the literaturd8bpt
(2000) as detailed in the gap identification section, the realisation
that the opportunity for a contribution of the thesis existed in not
just what tle benefits werdout how banks operationalized them,
coupled with extensive reading on research methaash as
Ardalan (2008); Johnson, Curran, Duberley, and Blackburn
(2001); Maxwell (2004b, 2005); Miles and Hubem(1994); Yin
(2003b) and much reflection allowed a different design to be
considered. To address this gap, quantitative data collection was

deemed impractical (bankers refused) but also superfi@aldid
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not give the depth or breadth of data recqliite answer the

subsequently developed research questions.

4. Finally, and most importantly, the author realised that the detailed
research questions related to identification of the precise sources of
value or benefits for banks and how banks secure thesxitse
were going to be better served/investigated by a qualitative
research approach. This last point is further detailed in the coming

section.

[11.2 General case for the qualitativeapproach

There are two general owching approaches to resea(Btumer, 1956
Maxwell, 2004 Mohr, 1982 Ragin, 1989 Yin, 20033. Mohr (1982

labels these approaches variance theory and process theory. With
variancetheory the (quantitative) researcher is interestedhather and

to whatextent variance in x causes variance in y. This approach has been
illustrated in work relevanto relationshp banking byBharath et al.
(2007); Puri et al. (2011)xoncerning benefitsaccruing to banks.
However, with process theory the (qualitative) researcher lagsx

plays arole in causing y, and what the process is that connects x and y
(Maxwell, 2004h. Pat of the misunderstanding about the use of

qualitative and quantitative research approaches in dealing with causal
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explanations has been the #dAfailure
qualitative researchers tend to ask different kinds of causal quesiion
(Maxwell, 2005, p. 23as demonstrated by the structures of the variance

and process theories.

Other researchers have made the same dists but have used

di fferent | abel s such as Ovari abl e
i nt er p (Bumex,t1956,n 66 vari abl e agomd caxzhesor
(Ragin, 1989, and o6factor t heori e, and ¢
200339. oOVari abl eri abaéley soirsice,nt @da appr oe
theoryo ar e t he S ame as variance
i nterpretationo, 6case oriented appr

same as process theory.

In qualitative research, emphasis [is] on understandiogesses and
mechanisms, rather than demonstrating regularities in the relationships
between variables, therefore demonstration of causation is achieved via a
description of sequence of events, each event flowing into the next.
Quantitative studies, howewnesupport an assertion of causation by
showing a correlation/association between an earlier event and a
subsequent eveli@Veiss, 1994 with what goes on in between explained

by either theory or guesswork.
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Il n ot her wor ds, wghreveotge and thet ploeessesythatii d e a |

connect themit is based on an analysis bktcausal processes by which

some events influence otherso. Proc
specific events and processes, is less amenable to statistical approaches.

Al t | ends -defthstady df one ar a fievia aases amalatively

smalld sample of individuals, and to textual forms of data that retain the
chronol ogi cal and cont extMaanMell & onnecH

Loomis, 2003, p. 248

Both variance theory and process theory are forms of causal explanation.

AHowever, pr ocess aedriptvd ps oppssednt@ t me |
Aexpl anatoryo variance theory; It i
Experi ment al and iallyrinvolvg a otk o d s A

approach to the problem of causality; lacking direct information about

social and cognitive processdsgsearchersinust attempt to correlate
differences in output with differences in input and control for other
plausible faabrs that might affect the output. Qualitative methods, on the

ot her hand, can of t en directly I N

(Maxwell, 2004b, p. 249

Moreover,it is now widely accepted that a qualitative reseambroach

is useful/beneficial foinvestigating local causalitieg@-lyvbjerg, 2006.
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For exampl e, Mi |l es and Huber man as:
dominant view was that field studies should busy tsemes with

description and leave the explanations to people \aitpel quantitative

data bases. Or perhaps field researchers, as is now widely believed, can
provide exploratory explanationd which still need to be quantitatively

veri fied. Much recent research suppo
better than soley quantified approaches at developing explanations of

what we calllocal causalitythe actual events and processes that led to
speci fi c (Miles & Hunerrsan, 1994, p. 132, emphasis in

original).

Consstent with the rise of these approaches that see, as Md2@@h

n ot e gsationas fandamentally a matter of processes and mechanisms
rathe t han obser veall6) isahg ddvedopmentioketeed ( p
distinction between variable and process oriented approaches to

explanation.

Then as a logical conclusion about igh reseech methodology to use

in the current studyas the intereslies in investigating the processes
through/by which relationship banking benefits bamether than just
investigating whether this relationship offers advantages, a qualitative

research method more appropriate.
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This process approach to causation has been advocated by a significant
number of qualitative resedrerse.g., Britan (1978); Erickson (1986);

Fielding and Fielding (1986); Schwandt (199 Ha example Sayer

(2000)a s ser t ed ekplamationreqairesuraihly iriterpretive and
qualitative resealt t o0 di s cov er and cirtumsta@s im e a s 0 n

specific contextsi not in abstraction from thein ( p . 23),. Thi s

concerning contexts elaborate@nin detail in sectionll.5 below.

Therefore, an idepth understanding of the phenomenon under study
within its overall context is essential. The processes which transpire
bet ween the different parties to a
hypothetical deduatns, covariances, and degrees of freedom. Instead,
understanding social process[es] involve getting inside the world of those
generating it, and constructing an interpretation of 'other people's
constructions of what they and their compatriots are apGeertz, 1973,

p. 9 as cited in Rosen, 1991, p. .8pimilarly, asRosen (199)] notes
Anuance and unigqueness are as |1 mport
frequent (b 8. OAnedessityithén, a researcher must involve
him/herself in the world of those carrying out the events and processes in

order to properly understand them. Interviewing the relationship
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managers was the key to that, and interviews offer all of those aegess

conditions to answer the thesis questions.

Qualitative researchers have demonstrated how using a process type of
approach can be used to develop causal explanations in the sense of
Mil es and Hubermands statement Nt he
led t o speci Milesé& ldubarntan, 18384, p. 132Dne such

way is through qualitative interview®Veiss (1994mai nt ai ned t ha:
gualitative interview studies the demonstration of causation rests heavily

on the description of a visualizable sequence of events, each event

fl owing i nto t hestudies support ancassartoh bdft at i v
causation by showing a correlation between an earlier event and a
subsequent event. An analysis of data collected in a-togle sample

survey might, for example, show that there is a correlation between the

level of the w f e6s education and the pres
marriage. In qualitative studies we would look for a process through
which the wifebds education or fact

express themsel vefNeissnlOeprlird) al 1 nt er a

In-depth interviewsienable researchers ¢g@in a rich understanding of
respondent sé perspectives, often pr

would not have uncovered from structured questionnaires used in
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traditional surveys"(Osland & Cavusgil, 1998, p@200-201) and/or
guantitative studies such as those investigating the association between
the presence of relationship banking and the increase in cross selling of

bankbés products and services.

While loan applications from small businesses are evaluaied the

different lending technologies referred to earli@r gectionll.5), banks

do not yet specify the amount of input from each lending technology

used towards the final decision about a loan request. Hence the ability to
segregate the benefits stemming from the use of relationship banking
technology aloneand using a quantitative approach to investigate the
advantages of relationship banking
difficult to verify because currently available data do not identify how
commer ci al | o a n(®delg 2068, i 98)BrIdiew suchtas e n 0
those ofBharath et al. (2097 andErgungor (200bd on 6t seem t o

dealt with how the lending process is done.

To be able to specify the contribution of each lending technology to the
overall decision regarding a specific loan application, it is necessary to
detail the lending process as well as the contribution of each of the
lending technologies used. However ihist thesis,the aimis to

(separately)study the value creation and value addition of relationship
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banking technology from the value creation and value addition of the
other lending technologies used in order to get as close as possible to the
true source®f the value of relationship banking, how that works, and
how banks secure these value additioNsese are made possible by

taking a qualitative research approach as argued above.

[11.3 Research method: Case study

This study uses a case study research stralidgy case study has been
identified as the most suitable research strategy as from its definition, it is
as fian empirical I nqguiry that I nves
within its reall i f e c(¥im 203bt ® 1B and it deals with a
situation wher e a Adescriptive g u e
explanatorygesti on (how or why (Ythi2806,s o met h
p. 112) are being asked. Case study method is recommended as a
research strategy for research projects with threeitomsi(Yin, 2003b,
pp. 12).
1. When i nvest i ga tatiomsigip bankihgladh d|[ whe® wbd e

[relationship banking benefits are secured i.e. proogssstions

becauseas Yin (2003b)n ot @& $,0 wid whybgdestians are

more explanatory and | ikely to | e

the preferred research strategies
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Asuch questi onsallolsadedingtotbltraceg er at i
over ti me, rat her than(Yim@d03b, fr equ
p. 6), i.e.dealing and appreciating processes

. Case study method is preferred in examining contemporary events
where the relevant baviours cannot be manipulatédin, 1994

[that is use of different lending technologies in tandem where

control over the contribution of each technologyat able to be

segregatd], and

. Three, when the sample under study exists as a contemporary
phenomenon, or more precisely it
complemented by a descriptiecluding casudl inquiry (Yin,

20038.

The caseunder study is relationship banking benefits from the bask

side, with the small businessnk relationship in New Zealand as the

context and desiptive questions being asked about the phenomenon,

why it happens and how it happens. The purpose of this format is to

empirically investigate and gain a comprehensive understanding of the

relationship benefits to banks.

Furthermore, a®sland and Cavusgil (1988 s t adpta cadeistudies

have been determined to be an effective approach when investigating
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dy nami c organi sat i ann ardating ptheory etdas e s é a n
Il ncor por at e s condirets andramewodsi raghernthars tbe
researchdy 6ben( ef or e, this format al
aim of investigating the relationship banking benefits and the processes

used to secure them incorporatingithe t e r v relatreshapsbanking

maragersn this case)nputs on how those processes actually happen.

Further advantages of using the case study as a research method have
been reported in the literature. Some of these advantages are: the
researcher can control the scope and time of the iegion, allowing

the researcher to gain primary datathin a controllable timeframe;
examining the phenomenon of interest in a natural setting from the
perspective of the participants allows the researcher to undersiand
dynamics that are prese(iEisenhardt, 1989 This method may help
explain the links in redife governance interruptions that are too
complex for a survey or experimental stratediém, 1994). A further
advantage of adopting the case study method of research is that it has the
potential to provide a creative insighatmay arise from the comparison

of contradictory or paradoxical eviden@ameron & Quinn, 1988)

So, taking togethethe case study methodhd process theory format as

this studydoeswill helpto answer the main aim of the thesis which is to
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investigate the processes of securinglt@eefits of relationship banking

to banks.

l1l.4 Criticism of the case study method/approach:

Notwithstanding the advargas that case studiedfer as a research
method some i ssues have been raised.
studyo is one of those issues which

this section will deal with it in the context of this study.

When the concept of generalisation is applied to case studies a
misunderstanding of the objectives of this type of research can result in

the wrong questions beiragked in the same way that the disagreement

on whether process theories can adequately asligsges of causation

can be attributed t o a Afailure t
gualitative researchers tend to ask different kinds of causal quéstions
(Maxwell, 2005, p. 23ps explaineds sectionlll.2 above The objective

from the use of case studies is not a universal generalisation but a deeper
and a more formal understanding of the phenomenon (identification of

the precise sources of value creation and value addition of relagonsh
banking to banks) in a single setting (N&ealand) within its context

(New Zealand banking from the participants?®o

managers) perspective. In this wan inside understanding ndhe
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singular understanding is generatgtyvbjerg, 200¢. The understanding
generated from the single setting studied can then be used as a template
in other settings to test for generalisation and replication and to see if the
shared elements of that understanding exist across all settings, and/or to

what degree.

Further mor e, the thesisbdébs aim i s str

rel ationship banking benteeffivetrgin t o t h

bank brand in New #alandsecure benefits of relationship banking

when dealing with their relationshi
because asMaxwell (2005) has sat e d A a gualitati ve
confidently answer such a question posed in particularistic terms
[becausk this way of stating the question, although it does not avoid

issues of samplifgframe s t he st udy nermshp. Mpr e i n
The five main lankbrand are treated not as a sample from some much

larger population of banks to whometlstudy is intended to generalis

but as a case of a group of banks that are studied in a particular context,

New Zealand. The selection of a particular case mayolve
considerations of representativeness, but the primary concern of the study

IS not with generadation, it is with developing adequate descriptions,

® For a discussion of sampling issues please see selitiéri1.6.1 andlll.6.2 below.
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interpretations, and explanations of this c@daxwell, 2005 in order to
investigate the processes these banks in New Zealand use to secure

relationship banking benefits.

Other methodologists have argued for taking féed#nt perspective on
generaliability within the case study framework and four of these
perspectives, those @rlikowski and Baroudi (1991)Bryman (1988)

Yin (2003b) ard Flyvbjerg (2006)will be considered in turn.

The thesis aim is to seek a relative, albeit shared, staheling of
phenomena. Generaison from a single caset au dy setting f
population is not sought; rather, the intent is to understand the deeper
structure of a phenomenon, which it is believed can then be used to

i nform ot [Odikowskié& Bdraudi, d991p. 4)

Bryman (1988xgr ees t hat AThe problem of
entails a mianderstanding of the aims of such research. In particular,

[the] misconception arises from a tendency to approach a case study as if

it were a sample of one drawn from a wider universe of such cases. There

areat least two reasons for considering thisviewws be mi sgui ded

of which 1 s the fAi ssue 1 s better COoL
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cases to theoretical propositions r

(1988, p. 90)

Yin (2003b)per spective deal s, on the othe
studies providing little basiof scientific generalst i ondé by t acKkl
frequently heard questiotdow can you generalize from a singlase?

For Yin (2003b) case studies are |ikte expel
are rarely based on single experiments; they are usually based on a
multiple set of experiments that have replicated the same phenomenon
under di ffer @ni10) Ik camdusidni tleen thkedosame

appoach can be used with multiptase studiesand like experiments,

case studies NRare generalisable to
populations or universes. In this sense, the case study, like the
experi ment , d o e smmph&oand irr deipgra easeestudly, tlke 6

goal will be to expandjeneralsed theories (analytic generali®n) and

not to enumerate freque}Yni2808b,§.st at i ¢
10).

Finally, the author of this thesis is in full agreement with the following

AFi nally, It should be mentioned t h,
basis of large samples or single casss;ansiderably overrated as the

main source of scientific progress. Economist MBtaug (1980)i a
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selfdeclared adherent to the hypothetdeductive model of sciende

has demonstrated that while economists typically pay lip service to the
hypotheticedeductive model and to generalization, they rarely practise
what they preach in actual research. More generally, Thomas Kuhn has
shown that the most important preconditiongoience is that researchers
possess a wide range of practical skills for carrying out scientific work.
Generalization is just one of these. In Germanic languages, the term
0scienced (Wissenschaft) means | iter
generaliation is only one of many ways by which people gain and
accumulate knowledge. That knowledge cannot be formally generalized
does not mean that it cannot enter into the collective process of
knowledge accumulation in a given field or in a society. A purely
descriptive, phenomenological case study without any attempt to
generalize can certainly be of value in this process and has often helped
cut a path towards scientific innovation. This is not to criticize attempts
at formal generalization, for such attesigre essential and effective
means of scientific development. It is only to emphasize the limitations,
which follows when formal generalization becomes the only legitimate
met hod of s c(Flgvhjarg, 2006¢cp.22HH qui r y o

In light of the above arguments andAdasuutari (1995)Bryman (1988)

and Silverman (2005)suggested extrapolation is a more appropriate
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concept than generalisibility in this case becaudemonstrashow the
analysis of this thesisand its findings relate to other contexts about
studies on value creation atitk value of relationship banking bertsf

accruing to banks.

In summary, while this study does not seek to provide empirical
generalisations of its outcomes across all relationshipitbgokntexts, it
does meet the aim of providing testable constructs (benefits and their

sources) which can ém be tested in other contexts.

[11.5 The importance of the Context
As was mentioneéarliert hi s studyobés paradigm i s
sectionlll.2 (abovg that for social realist researchers context plays an
important role in causal explanatigMiles & Huberman, 1984; Sayer,
2000) This position has been summed upRawson and Tilley (1997)
as fimechani sm + cxwhwheitis mairdioed tha o me 0
Athe relationship between causal me
fixed, but 69 onti ngento (p.
So, the causal relationship depends on the context in which the

mechanism operates. The context within which a causaleps occurs

constitutes to some extent, an inherent part of that process, and often
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cannot be fcont r o-sthéoeydapproachr withoutrthe a v a |
misrepresentation of the calisnechanisniSayer, 200D

Furthermore, emphasis on context is callic important for the
generaliation of causal statements as noted by the National Research
Council (U. S. ) : AAttention t ocalcfarnt ext
understanding the extent to which theories and findings may generalize

to other ti mes, KENRE&,c2602,,p. paTmid viewo pul at
treats context as one sour cétheokey Afnoi s
to boosting certainty in results and refining théomore difficult and

nuan (N&d, 2002, p. 8Bin social and behavioural research.

From this thesisbds perspective, I n
of the relationship banking benefits accruing to banks, and also to
understand the mechanisms leading into the sectiotisaf those

bend i t s, me t h o d sthahcareiavestigate theanvolvenemt i
of particular contexts in the processes that geaed¢hese phenomena and
outcomes (Maxwell, 2004a, pp.4q).

This is, in part, why a separate chapfe(below) on New Zealand
banking and SMEs in New Zealand is positioned after the methodology
chapter.The purpose is to show that the New Zealand context has been

carefully chosen and to ensure it contaatisthe necessary elements of

the phenomenon under study.
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[11.6 Case study components

In one of the most recent studies availalepmas (201)ldefines case
studi es as ARanal yses of persons,
policies, institutions, or other systems that are studied holistically by one
or more methods. The case that is the subject of the inquiry will be an
instance of a class of phenomena that provides an analyticaldframe
object within which the study is conducted and which thase

i I'lTuminates a5 explicateso (p
Thomas (201)Lnotes that for a resrch project to constitute a case study,

it must comprise two elements: the subjecttasé of the study and its
object. He also stresses that the difference betweenatbeof a case
study and its object I s cri tthec al
distinction between the one and the other is characteristic of all social
i nquiry, yet relatively neglected
because fiThe ostensible | ooseness
and the conspicuous primagywen to the case (the subject) is perhaps a
reason for inexperienced social inquirers, especially students, to neglect
to establish any kind of object (literally and technically) for their

inquiries. ldentifying only dcase] they fail to seek to explaianything,

" As the majority of writings on case studies refer to subject as case, from now on | will be referring to
the subject as a case.
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providing instead, therefore, a simple description in place of a piece of

resegbl8h o

The caseo f a case study is defined as
(Thomas, 2011, p. 5)3which George and Bennett (2008)e t a i | as nt
universdé t h at I s, t he Ocl akcd Whicloarsingles ubcl a

case or a group of cases to be studi
The object, toThomas (2011) i s d e f inalydcdor thesretidala n a
framebl13)p; hence Athe object constif
within which the case is viewed and which the case e mp | i f i e s
(Thomas, 2011, p. 515)

It is worth noting that other authors, such \&%eviorka (1992)and

Wallace (199), have also stressed the difference between object and
subject (in the language ®homas (2011)of different types of research,

though utilising different termswWallace (1969)for example used &

terms explanandufrand explanans to meaaseand object respectively,

with expanadum meaning the phenomenon that needs to be explained

and explanans the thing doing the explanation (of the phenomdris).

& An explanandum (a Latin term) is a phenomenon that needs to be exgil@nédt which needs to

be explained", plural = explanandanline dictionary of philosophyand its explanans is the

explanation of that phenomenon. For example, one person maypexplanandum by asking "Why

is there smoke?", and another may provide an explanans by responding "Because there is a fire". In
this example, "smoke" is the explanandum, and "fire" is the explanans.
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discussion about the case study, its subjadtits object, in relation to

the current thesis, cdre summarised in the followinfable3 (below).

Table 3: the case studyits subject, and object

Cas: practical, historical unity Obiject: analytical/theoretical frame Case Stud
Explanandum: The thing to be explain Explanans: The thing doing the explain y

So: the

banks in
Thefive main bankbrands in NZ Or'he pocess of securing relationship|  case study of
banking benefits to banés 6Process

relationship bankin

benefits

111.6.1 Selection of the caseOA AT EO6 d

Having identified the parameters otaseand object, the next task is the
identification of thecaseof the cae study. Theasewi | | be nAsel e
because it is an interesting or unusual or revealing example through
which the | ineaments of(Thomak &01hp.j ect
514). This, however, can only be achieved through purposive sampling of

a case or ;e s . This method of sampling
choose a case because it illustrates some feature or process in which [s/he

I s ] I n (Skverrmas,t2@08, @. 141AIso, this method of sampling
demands the researcher to Athink cr
population [s/he is] interested in and choose [the] sample case[s]
careful |y oSilvermani 2009,bpa Bt1perzin and Lincoln

(1994) agree stating that i many qgualitative

employ..purposive, and not random, sampling methods. They seek out
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groups, settings and individuals where...the processes beitdigdstare

most likely to occub (p. 202) This is so because the aim of the study is

not to describe the symptoms of the relatiopgbihenomenon and how
frequently they occyr at her |, and more i mportant
deeper causes behind (Flyvhjejgé2006dp. i t s ¢
229). The goal is not towepresentativelycapture all possible variations

but to gain a deeper understanding of the phenomenon and so the
selection of case(s) to be studied should be done on the basis of its/their

rel evance t os reshaech quessorsa histhieretheodretical
position...and most importantly the explanation or account which s/he is
developing(Mason, 2002)

Further mor e, At heoretical sampling
sample... which is meaningful theoretically, because it builds in certain
characteristics or criteria which help to develop and tgbke

res e arthedryeandd s p | a (Mason, 002D, p. 124)

When information cannot be gathered as well from ottleoices,

particular activities people or settings may be deliberately selected. In

fact, Weiss (1994)arguedt h a 't Opanel sé6 was a mor €
O0sampl esdé for many (U a lpaopgleavwtho are 1 nt e
uniquely able to be informative because they are expert in an area or

were privileged wi ne s ses t @J1l7aare utdisec iiSeledting
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those times, settings, and individuals that can proftide researcher]

with the information thafs/he] needs] in order to answefhis/her]

research questions is the most important consideration atitajive

sel ect i orfMadwel 20@5) po88)s 0

Finally, Mason (1996)ecommendation is that to select a sample which

can represent a wider population a sample needs to be seiefted
particular processes, types, categories or examples which are relevant to

or app@2ato loe sq vathin that wider populatio or uni ver se.
in qualitative research the relevant or sampleable units are often seen as

t heor et i c &Silversnan,d260B,ipnld4Jlis is consistent with

the aim of this thesis regarding the generalisability of cases being to
theoretical propositions rather than populations or univef®egman,

1988)as explainedh sectionlll.4 (abovg.

Practically, the case selon was guided bytake (2005)ypology of

cases where he distinguishes between three types of cases: intrinsic,
instrumental, and collective or multiple.

An intrinsic case is examined for its intrinsiake. For exampleiwhy

did bank 6A6 fail to retain its smal
in the region succeed?n instrumental case is examined primarily to

provide insight into an issue. The case itself plays only a supporting role

in understading something else: an abstract construct or generic
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phenomenon which the case il lustrat
depth, its contexts scrutinized, its ordinary activities detailed, but all
because this helps the researcher to pursue the xteanast. Here the
choice of case is made to advance u
(Stake, 2005, p. 445)For instance how a communitybank X
(representing other community banks inecaur v &6 Bétpb reteim n a g e
its small business clients.

In a multiple case study or collective case study, data is coordinated from

a number of cases which are studied jointly so as to examine a
phenomenon. Each case illustrates the same phenomenon, hence,
coll ective case study is an Al nstrur
| ndi vi dual cases I n t he coll ection
believed that understanding them will lead to better understanding, and
perhaps better theorizing, about ia bt | | arger c@®takeect i on
2005, p. 446)An example would be a collective case study of how three
communitybanks X, Y, and Z in country B manage to retain their small
business cliets.

Since the aiml/interest of the current study is in banks that use
relationship banking with theiSME clients, the decision has been to

select the five main banbrand in New Zealand. Therefore, this thesis

identifies itself as a collective case studye five main banlrand in
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New Zealand exemplify the analytic frame, the object, which is the
process by which banks operationalise relationship banking benefits to
themselves. Hence, the five main babkand in New Zealand, in
Thomas (2011yords ar e @t hgeh pw Hacsmndtodnecepts)
reality and hypothesésbout this [process] were refracted, viewed and
st ud(p=5.o

The choice of those five barikand is based on a number of criteria,
two key ones are: one, together these banks control 83% ofgiktered
banksd6é6 total a s KReseénge Banlof NRl €008).Zkia | and
criterion reflects the importance of these banks in the New Zealand
market in general and in particular, it represents a significant share of the
small businessnarket; andwo, these banks use the relationship banking
model with some of their small business clients. These two points are
detailed further in the empirical context of the stunsectionslV.2.3

below).

[11.6.2 Selections of inteviewees from within each bank:

Purposiveexpert sampling, another subcategory of purposive sampling,
was also used to seek potential interviewees from within each of the
selected banks. Purpostegpert sampling involves the selection of

persons with know or demonstrable expenee and expertise in some
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area(Kuzel, 1999; Patton, 1990) | t was used 8o nl oo
who have particular expertise that is most likely to be able to advance the
researchés interest so(Palyso2008npp.i6F| | 'y o
698) and who are most conducive and accessible to gaining the
understandings sougiaxwell, 2012)

In the current study, specific qualifications, experience and practical
knowledge in business/relationship banking was sought. Therefore, and

in addition to looking at the orgaational structure of the different

banks (as well as the job description of) the people with the most
practical knowledge of relationship banking and who are also responsible

fori mpl ementing the banksd relationsh
with thar relationship manage®&ME clients, would be relationship
managers. These positions are also referred to as loan offferH,

2006) business managers, business banking mangdérsstry of

Economic Development, 2003a)r business bankef€olgate & Lang,

2005)

The bankso r e Irsawereocorsitiere¢p to rha tha dest
potential interviewees as they are at the forefront of the Sdekling

with the relationshipnanaged small business clients, and are also
responsible for managing the relationship banking from the bank side

(Ministry of Economic Development, 2003djelationship managers are
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assigned to small business clie(Ministry of Economic Development,
2003a) thus occupying a position which is close to 8ME client and

acting as the point of contact with thé@olgate & Lang, 2005)

A job description of relationship managersamong other things
includes approving loans within their discretionary limits,
communi cating t he 8MErxlestdin rdsponsedoi o n s
their loan applicationgMinistry of Economic Development, 2003a)
Relationship managers play a critical role in the production of, and
interpretation of, soft information used to provide a more complete
profile of the small bugess client for credit decisions assessn8nott,

2006)

Furthermore, as relationship managers have a unique position as a
repository of information about borrower performance, they know more
about theSME borrower than any other person from withire tbank.

This is because of their critical role in the solicitation and negotiation of
the loan. Therefore the relationship managers have an advantage in the
assessment of any information about the subsequent performance of their
SME borrower. Furthenore the advantage is improved by the fact that
the relationship managers maintain personal contacts withSME

borrowerg(Udell, 1989)
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In summary then, relationship managers are at the coalface of
relationship banking with small business clients and thus are the
mediating force/influence in dring the quality of the overall relationship
banking (Colgate & Lang, 2005)are more likely to be aware of what
type of information is needed to secure acdic relationshipbanking
benefit, how to obtain that information and how to use it to secure that
specific benefit.

In addition to the purposivexpert sampling methods, and in line with
the study being a collive case study, the interviewees were selected
using an additional goal to obtain one intervievigan eachbankin
eachof New Zealand $ive major cities with the additional benefit of
being able to see if they were any nuances and/or differencesbetvee
different areas. So,ne business manager from each of the five main
bankbrand in each of the main cities (Auckland, Hamilton, Wellington,

Christchurch, and Dunedin) was targeted.

The actual recruitment/selection of interviewees followed diffgpattis.
For Dunedin relationship managers were contacttio had been
involved in a previous study with the auth@and were subsequently
recruited. Additionally, the author was introduced to two regional

managers from two different banks. Those two negliomanagers
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accepted tearticipate irthe study and one of them introdudbé author

to one of his relationship managers. The other regional manager helped
with recruiting interviewees from his bank throughdatr cities by
sending an email to atherr relationship managersn the case of two
banks, they provide the details of their relationship managers online
(such as names, phone numbers and email addreafies)ing these
relationship managets becontacted and recruitetirectly. Lastly with

one banka phonecall was made to the bank cakntre asking to speak

to a relatimship manager from each of thaties. Apart from one
interviewee, who held the position of relationship strategy manager, all
26 interviewees were either relationship maradg21) or had worked as
business managers previously andevstill connected to the business of
relationship banking management such as the regional/district manager to
whom the relationshimanagers report(Ministry of Economic
Development, 2003a)Also, at the time of the interviews, five
interviewees were working in senior positions, such as regional managers

or, in one case, as a marketing manager for the whole bank.

Years in the Business
) ... __INumber of group . . Length of
banking |managerposition : Previous areas/expertise : : Ge
. : of clients Interview
industry (in years)
20 8 100 Personal banking 1:31:39 | Ma
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70 Asian

Risk managemenimarket risk, angdommercial cred

3 6 months : . o 1:59:35
businesses [ooking at loan applications
Over 25 5 237 Branch manager for 15 years 2:15:33
Over 33 19 Not g]p/)gg;able Different areas of business and personal banking| 1:59:53
o5 4 Not available Bra_nch teller batchlngjqan clerk, securities clerk 1:46:40 |Fen
(n/av) business manager assistant
10 6.5 90 1:27:10
30 Years n/av niap D|ffer¢nt areas of commercial and corporate bank 1:43:15
coaching business managers etc
30 10 400 Worked'through the bank networks including at the loz 1:52:51
processing office
27 n/av 500+ Different areas 1:52:29
5 15 300 Asss_tant commercial manqger,umstlonal transactional 1:08:57
banking, and personal lending at a branch level
Over 35 15 n/ap Corporate lending and business lending 00:42:17
30 3 Different areas of personal and business banking| 02:29:26
10 8 90 Personnel and business banking 1:46:39
6 3 n/av Assistant manager then as trainee manager. 1:58:42
30 Over 20 120 Bankteller, clerk helping out with loan applicationy 01:39:54
15 - 124 Persoml and business banking 00:49:46
33 2 325 Bank teller, team leader for personal banking team. 00:49:20
23 12 300 f;ssgtant manager then different levels of business 00'54:46
anking.
15 4 170 Ban_k branchethen in the processing centres whel 2:09:24
business and personal loan applications are proct
No previous The strategy and planning department of Personr
3 relationship n/ap banklr_1g. _ . 1:05:23
management A business planning managas part of the busines
experience banking teanin head office
Over 35 i niap Most areas of bankingdealerin the dealing room 1-46:52

overseashranchmanager, smmercialrelationship
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manager
Latelyspecialised in the SME area, though haanbe
involved with the SMEs his whole life in one way
another, more intensively last 5 years.

24 8 220 Different levels of business banking 1:41:44
Different areas of banking such as assessment of
18 5 170 applications, business manager assistant, internaj] 1:53:43
operations Forex
Over 25 Over 8 n/ap 1:14:59
15 5 n/ap 1:38:01
- - - 1:50:1
Over 15 Over 10 n/av ~1:30:00
Table 4

(below) summari ses t he aswdllasrtheinterweave s 6 a't

dateand length
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. Years in the Business .
Interviewee . ... __|INumber of group . . Length of Interviews
banking |managerposition . Previous areas/expertise : : Gender
number : . of clients interview date
industry (in years)
1 20 8 100 Personal banking 1:31:39 | Male (M) | 27 Oct 09
5 3 6 months 70 A5|an RISK managemenmgrkgt risk, andommercial creid 1:59:35 M 14_3uly 09
businesses [ooking at loan applications
3 Over 25 5 237 Branch manager for 15 years 2:15:33 M 9 July 09
4° Over 33 19 Not 3} ngsable Different areas of business and personal banking| 1:59:53 M 12 June 8
5 o5 4 Not available Branch teller batchlngjc_)an clerk, securities clerk 1:46:40 |Female (F 25 June 0¢
(n/av) business manager assistant
6 10 6.5 90 1:27:10 M 17 July 09
10 30 Years n/av n/ap D|ffer¢nt areas of commercial and corporate bank 1:43:15 M 9 Feb 10
coaching business managers etc
3 30 10 400 Worked.through the bank networks including at the loz 1:52:51 M 14 July 09
processing office
ot 27 n/av 500+ Different areas 1:52:29 M 15 June 09
10 5 15 300 Assgtant commercial mangger,umstlonal transactional 1:08:57 = 17 Jul 09
banking, and personal lending at a branch level
114 Over 35 15 n/ap Corporate lending and business lending 00:42:17 M 08 March 1(
12 30 3 Different areas of personal and business banking| 02:29:26 M 14 July 09
° A regional managesupervising21 business manageasd 19 assistant managers.
12 Manages a team of mobile business managers.
' Based in a rural town.
Y?Managing the retail bank for a whole regionds branches with about 7
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13 10 8 90 Personnel and business banking 1:46:39 30 June 09
14 6 3 n/av Assistant manager then as trainee manager. 1:58:42 16 July 09
15 30 Over 20 120 Bankteller, clerk helping out with loan applicationy 01:39:54 28 Oct 09
16 15 - 124 Persoml and business banking 00:49:46 17 July 09
17 33 2 325 Bank teller, team leader for personal banking team. 00:49:20 14 July 09
18 23 12 300 Asss_tant manager then different levels of business 00'54:46 10 July 09
banking.
19 15 7 170 Ban_k branchethen in the processing centres whel 2:09:24 9 June 08
business and personal loan applications are proct
No previous The strategy and planning department of Personr
20 8 relationship niap banklr_1g. _ . 1:05:23 7_chober_l
management A business planning managas part of the busines
experience banking teanin head office
Most areas of bankingealerin the dealing room
overseashranchmanager, anmercialrelationship
13 ) manager AR 08 March 1«
21 Over 35 n/ap Latelyspecialised in the SME area, though hanbe 1:46:52 are
involved with the SMEs his whole life in one way
another, more intensively last 5 years.
22 24 8 220 Different levels of business banking 1:41:44 13 July 09
Different areas of banking such as assessment of
23 18 5 170 applications, business manager assistant, internaj] 1:53:43 9 July 09

operations Forex

13 Regional manager managing relationship managers.
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24 Over 25 Over 8 n/ap 1:14:59 18 Fggr“aw
25% 15 5 n/ap 1:38:01 3 March09
26 - - - 1:50:1 16 July 09
27 Over 15 Over 10 n/av ~1:30:00 10 Juy 09

Table 4: Intervieweesattributes

4 An area manager withusiness managers reporting to him

!> Branch manager managing personal and business managers

®please note that interviewees 24 and 25 included in this table were pilot interviewees thus bringing the total to ®2.iMergeletail about
the pilot intervews is provided in section 111.7.4 Pilot interviews, below.
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[11.7 Development of the interview themes and questions

As mentioned earlier, research interviews were found to be tlte bes
method of data gatheringto aadn s wer i ng t he thesi sod:
and for answering its research questions. Interviews are one of the

most important methods of data collection in qualitative research
(Myers, 1997; Qu & Dumay, 2011King (1994) in capturing the

very essence of the interview procedur@ ste d t hat At he ob
interviews is '"to see the research
interviewee and to understand how and why he or she comes to have
this particul ar perspective (p. 14
discover, from the rationship managers interviews, based on their

own perspective and understanding, experienteghat relationship

banking is, what the benefits to banks are, how they secure them, and

how they go about scoring those benefits.

Interview types range from nettirective interviewso fully structured

and defined questionnairédones, 985). Moreover, the nature of the

t hesi s-deing avestigating processes and looking at causal
explanations- dictated the adoption of sessiructured and defed

interviews to gather daf&asterbySmith, Thorpe, & Lowe, 2002)

In preparing for the imrviews, and to answer the research questions
developed, a review of the literature as recommende@Clopper,

1984) on the topics related to the thesis themes was undertaken,
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starting from the general and moving down to the more specific. The
themes included small business finance, banking in New Zealand,
loan application assessmermsocedures, types of and sources of
information used, reason (s) for using relationship banking, definition
of relationship banking, its benefits, and process(es) of
operationalisation. The purpose was to determine general themes
which demanded investigan, to develop sharper and more insightful
guestions around those themggin, 2003h, and to gain some

precision in formulating those questions.

However, the groups of interview
not meant to be definitive. This was because as data was gathered, an
iterative process would see ideas added to the themesgustrnaents

made to them as appropridWalker, 1985)

Walker (1985) detailed this furtherst at i ng Ain prep:

interviews a researcher will have, and should have some broad

questions [in mind or on a checklist] and thereninterviews they do,

the more patterns they see in the data, the more they are likely to use
this grounded understanding to want to explore in certain directions

rather than otherso (p. 47).

In other words, the interviews themselves informed each ating so
were iterative i n the sense that

ideas/interest of the respondent and each interview informed the next,
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giving ideas of strands to pursue for more insightful information
(Kvale, 2007; Walker, 1985; Weiss, 1994he themes developed and
explored in the interviews were structured around the thesis research

guestions.

[11.7.1 Mapping the interview questions with the thesis
research questions

A critical distinction had to be made between the thesis research
guestions and the interview questions that were to be developed from

the interview themes. This is referred to as translating the research
guestions into interview questiofikvale, 2007) This is because the
thesisbébs research questions identi |
seeks to understand, whesethe interview questions are what the
researcher askhis interviewees in order to gain that understanding
(Maxwell, 2005)

So in preparing interview guides it iscommended to develop two

interview guides, one with the thesis's main thematic research
guestions in academic language and another with interview questions

t o be asked Awhi ch takes both t h
dimensions [of the interviews] into aagd. [The reason being that]

the researcher questions are usually formulated in a theoretieal lan
guage, whereas the interviewer questions should be expressed in the

everyday | anguag&vatef2000,peb8)i nt er vi e we
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Table 5 (below), depicts the translation ohdsis research questions,

first into the interview themes and then into the interview questions
guide, providing correspondence between a sample of interview
guestions, I nterview themes, t he

overall aim.

The interview gestions included: what is relationship banking to
business managers? How do they assess loan applications from their
(typical) relationshipmanaged small business clients? What type of
information do they seek from their small business clients? As
businessmanagers, how does relationship banking help them to get
that information, and how? Does relationship banking with the small
business client help? What are the benefits of relationship banking?
More details of the questions posed in the s&mictured iterviews

are foundin Appendix 3: Interview schedule.3 (below). The order

and detailsof questions as they appearthre interview schedule is
only indicative of theway the conversations were directed and does
not reflect the actual order in which the questions were askad

issue isexplained further in sectidi.7.2 below.
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Table 5: Mapping of interview questions with interview themes and the thesis's aim and research

guestions.
Interview Interview _
_ The t heseaicts| The Th
guestions themes _ )
questions Aim
(samples) (samples)
What is relationship 1- What does
banking to you as| Definition of relationshipbanking
relationship relationship mean to the five
manage? And to banking. major bankorands in
you asa bank? New Zealand?
What drives you
o 2- What make these
and the bank to | Motivation(s) )
. . five bankbrand use
build/have for using . .
. _ . . a relationship
relationship relationship

banking with small

business clients?

banking model.

banking model with

their SME clients?

How do you
process a loan
application from a
relationship
managedSME
client? Are there
specific steps you
follow? What are
these steps you
follow? Who gets
involved? Howand

why?

Process(s) of

relationship
banking
building.

Measuring
strength of
relationship
banking...

3- How does the

relationshipbanking

process actually

work?

"SHjauaq asayl
BulinoasingIuRYIaW/SasSsad0.1d ay) pue $BWOISNI JNE2Y] yum Buljeap usym puegaz maN Ul

Ygmaeiglew aAlL ayl Ag paniode Bupjueq diysuoneal wolj Sujauag Jo S82In0s ay) arebnsaaul o
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4- What are the source
Is relationship Benefits of of value (i.e.
banking beneficial? relationship benefits) of
benefitsto relationship banking
How? _ _ _ _
relationship to these five major
Whatare the | pmanagersandf  bankbrands when
benefits? banks. dealing withSMEs in
New Zealand?
How do you
Processes of
secure/scoop up _ 5- How do these banks
) securing the
those benefits? . . secure these
relationship '
What do you use? ' . benefits?
banking benefits
What do you ped?

[11.7.2 Technigues to Improve quality of interviews:

Much useful advice on how to improve the quality of the interview
process is detailed in the interviewiliterature(King, 1994; Kvale &
Brinkmann, 2009; Merriam, 1988; Whyte, 1982) Thi s st udy 0 s
tried as much as possible to adhere to that advice, some of which is
detailed below.

Whyte (1982)emphasises the need to be careful not to interrupt an
interviewee or to pass judgement on anything said during the course

of the interview though this does not meajuestioning is not used

when necessary or accepting everything that is gand (1994)also

cautioned the interviewer against imposing his or her perceptions on

the interviewee either delibstely or subconsciously. A point by
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Kvale and Brinkmann (200@bout this issue is to introduce themes to
interviewees and let them elaborate.

It is also desirable for the interview to take the form of a professional
conversation and is planned with a purpose tolse t he 1 nter vi
understanding of the phenomenon studied in a -sémnctured

interview style; reflexive interviewing techniques are recommended
(Alvesson, 2003) Reflexive interviewing centres around the
development of a dialogue between the researcher and the

i nterviewee, and fAonce tiAlegueithet er vi e
i nterviewee opens up andAMesml s fre
2003, p. 245)with explanations providing the researcher with an
opporunity to probe for informatiofAlvesson, 2003)

Regarding the use of probes, primariipgu and Dumay (2011)
suggested the use of scheduled and unscheduled probes which wo
provide Athe researcher with the n
narratives from the interviewees, drilling down a particular topic. A
scheduled probe would require the interviewee to elaborate on a
stimulating or surprising answer just made. For exXemphe

interviewer endeavours to follow up immediately with a standard
question, such agpl ease t el l me Gwdhenethe about

i nterviewee suddenly discloses an &
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[11.7.3 Ethical approval:

The University of Waikato Ethicsdnmittee guidelines were closely
followed. Those guidelinéscovered issues such as informed consent
of participants, archiving of data, privacy, storage, and use of
information. As required, ethical approval for the project was secured
before any of thenterviews were conducted. All interviewees were
informed about the parameters of the ethical approval during the
period of recruitment, and again before the start of the interview.
Whil e some didndt seem too interes
others wanted to listen until the end. Each case was dealt with within
the guidelines of the university ethical guidelines. Interviewees were
presented with the standard consent form (pleaseAppendix &
below). Some happily signed the form but others preferred not to,
while still agreeing to participate. Another sheet explaining the
research topic (please séppendixIX.2 below) was also shown to all
interviewees. Interviewees were informed of their right to decline the
invitation to be interviewed and to withdraw from the study at any
time they wished to do so, as well as to decline to answer any
guestion One question was declined by two interviewees, it was the
same question, and concerned the number of clients/groups they were

managing at the time of interviews. Only two business managers

" The guidelines can be found in the following web site:
http://calendar.waikato.ac.nz/assessment/ethicalConduct.html
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declined to be interviewed. This was because one was on leang dur
the proposed interview period and the other introduced another

interviewee instead.

[11.7.4 Pilot interviews

Pilot interviews are highly advisable and recommenadle, 2007,

Saldana, 2009; Walker, 1985; Weiss, 19949ing interviewees as

much like the scheduled interviewees as posgMiexwell, 2005) A

number of reasons have been cited for these recommendations.
Clarifying the aims and the frame of the research before starting the

actual interviews is one reasoWeiss (1994adds t hat Never
pil ot Il nterviewing, however, the D
likely to shift as more is learned [and subsequently incorporated],
although as the study proceeds they shoulfi khis s andl15 ess o

16).

Furthermore Aquite apart from the
what areas the substantive frame should include can be difficult. Not
only is it likely that an initial listing of areas of useful information

would be inconplete, but there may be several different approaches

that could be taken to explanation or descriptibrs[isexactly what

found with my use of lending technologies...], each of which would
require development of differn t a\\Wessg, 91994, p. 16)Pilot

interviews help cement and finaliskéthat,i ncl udi ng t he st u
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what to include/add into the list of questions, how to, ask That &

because p| o't i nterviews/studies woul d
studyds substantive frame in consul
audi dmIsewho are the experts in that area, so as to include all

issues of critical importance to the study (i.e. what shoelddied). It

is also important fod eci di ng/ refining the 1iss
as ked/ i ntSe pilot interviegvsiwould thehelp in developing

what should be asked, who should be asked, and how to ask them.

Regarding the role of pilot interviews in helping the researchers in
their task dviaxwell §2006)provaed #he foltowing
explanati on. AOne i mportant wuse th
research is to develop an understanding of the concepts and theories
held by the people you are studyingvhat is ofen called
anterpretatiod@ This is not simply a source of additional concepts for

your own theory, ones that are drawn from the language of
participantseéi:t provides you with
that these phenomena and events have for thdegetbyp are involved

in them, and the perspectives that inform their actions. These
meanings and perspectives are not theoretical abstractions; they are
real, as real asupkRopbéedasbelhaweicol

58).
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Pilot interviews, being amall scale study, are designed to test the
interview questions in terms of checking the quality of the questions,
testing whether they make sense to the interviewees or not, and
allowing rewording of the questions in order to improve their quality
and eficiency (EasterbySmith et al., 2002)This is because pilot
interviews can reveal deficiencies in the wordings and sequencing of
the questionsThe objective of pilot interviews is to help in addressing
all of those deficiencies before time and resources are expendeel on t

actual interviews.

So, for all those cited reasons and others mentioned in the different
interviews literature the proposed interview questions weredesith

two pilot interviews. The two pilot interviews were very useful in a
number of ways, includg the rewording of certain questions, adding
some and dropping some, sequencing of some questmals for
making some necessary changes in the initial proposed interviewing

approach.

l11.7.5 Interview protocol:

The interviews took pprensses (ptateoft he i 7
work) (apart from three at the suggestion of the interviewees) at an
agreed time. The interviews started with general questions such as the
i ntervi eweesd6 position in the bank

with and/or the general pblems they face when dealing with those
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businesses. These initial questions were intended to initiate the

discussion, break the ice between interviewer and interviewees, and to

probe the general characteristics of the businesses that the relationship

mang er s6 i nterviewees deal Wi/t h.
above, the interviews were semi structured with distinct parts; one
such part was related to questions about the process of lending.
Another concerned the definition of relationship banking for the
intervieweesand to the banks they are working for. Across all the
interviewees, the final section was deliberately reserved for questions
about the main topic, the benefits for relationship banking for banks in

their dealings with SMEs and how they secure these hkgnefi

This final section opened with a question around the benefits of
relationship banking to the interviewee in dealing with their SME
clients and their bank. Interviewees were given sufficient time to
enumerate what they perceived the benefits to be@ethborate on
them if they chose. If no elaboration was given, then further questions
clarifying the process of securing those benefits were asked after each
specific benefit was mentioned or a note was made, and the benefit
process was followed up latewhen deemed appropriatélhe

approach taken was dependent on the individual interview.
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Foll owi ng t he Il ntervi ewees?o enume

guestion, designed to stimulate further thinking, was asked:

Are there any other benefits that you, as ankamanager
and/or your bank, think can be attributed to relationship
banking (no matter how small)?

Once this process was exhaustadditional benefits, not specifically
mentioned by interviewees, were hinted at to allow interviewees to
raise or refute #m. Fictitious scenarios were also used here as
thought experimentg§Lave and March, 1975Maxwell, 2004) to

subtlety convey those hints. An example of this was:

This is a time when you say YES when a loan application is
accepted; there is before and thers after. How does
relationship banking help before
assuming here that for example there are three phases; (1) is

when a loan application comes in, and (2) assessment and

getting all the information, and (3) once it is acceptede

price is going to be discussed or decided along with the
conditions. At that level how does relationship banking help?

A final technique was to ask about the benefit using direct questions
iffwhen all other methods were exhausted and some beneditsl ria

the literature or emerging from and/or through the previous interviews
had still not been mentioned by the interviewee. Once the interview
themes were exhausted, the researcher asked the interviewee if s/he
would like to add anything to her answersask any questions of the

researcher.
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The interviews were record®d transcribed, and lasted between 41
minutes and 2 hours and 28 minutes with an average of 1 hour and 33
minutes per interview. Interviews were then coded and analysed using
the six phass o f 0t hemati c anaBragusand 6 as

Clarke (2006) This process is dealt with in the next section.

[11.8 Thematic analysis

The high volume of raw data produced using a qualitative research
method such as interviews (0v&50,000words in the current thesis),

can be very interesting to readut it will not elucidate the
phenomenon under study until/unless that data is systematically
analysed(Basit, 2003) This data analysis is the most difficult and
most crucial aspect of qualitative reseaf8asit, 2003) and it has
been defined as AdAthe search for
explain why those patterns are there in thd firsp |(Saldagiay, 2009,

p. 8)

Qualitative data analysis has been descrdsaii pr ocess t hat
astute questioning, a relentless search for answers, active observation,
and accurate recall. It is a process of piecing together data, of making
the invisible obvious, of recognising the significant from the

insignificant, of linkhg seemingly unrelated facts logically, of fitting

categories one with anotheand of attributing consequences to

'8 The recorder failed for one interview.

121314

fa L)



antecedents. It is a process of conjecture & verification, of correction

& modification, of suggestiomanddefence. It is a creative process
organising data so that the analy
(Morse, 1994, p. 25)

The end result of such data analysis, dubbed as a process of moving
from the practical to the gers# and from the real to the abstract
(Saldafia, 2009)is whatTesch (1990 al | ed O0data <conde
0data distillationodsi mmpley dalteas siéGs an
process but O0sifteddb to highlight
isthepr ocess of Ai nt er pr(@asita2003pm and
144).

Different data analysis methods exist, however for this théses

method of choice was thematic anasysihich was undertaken

manually and without thassistancef any softwargsuch as NViv(.

Thematic analysis has been described as a widely used analysis
approach(Braun & Clarke, 2006plthough no precise definitioof

what it is seems to exifBraun & Clarke, 2006)

Thematic analysis was defineals a search for emergent themes
important for description of the phenoneen under study(Daly,

Kellehear, & Gliksman, 1997)This pra@ess then requires the
identification of themes through whRice and Ezzy (1993)escribed

as a fnemdngandeeleardi ng of the datao (
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~

been defined as fa form of pattern
emerging themes become (Feneday & at ego
Muir-Cochrane, 2006, p. 82Elsewhere thematianalysis has simply

been defined as fibased on the iden
materi al, of ten Il denti fi ed by me

(http://people.brunel.ac.uk/~hsstcfs/glos

However,Braun and Clarke (2006geem to have provided more
comprehensive definition, partly from a review of thematic analysis

| iteratur e, st at i nagmethbdafdr identiyeagnat i ¢
analysing and reporting patterns (themes) within data. It minimally
organi zes and destc)r id ¢ptsi@)id lurtreer, s et i
making reference t@oyatzis (1998) Braun and Clarke added that
often thematic analysis does mor e

various aspects po/®). t he research tor

At this stage, and before any further details related to thematic
analysis and how it was usedtims thesis are discussed, two things
must be highlighted. One, the use of thematic analysis with any
epistemological and theoretical framework is reported to be valid
(Braun & Clarke, 2006; Malik & Coulson, 2008uch as the realist
type of study guiding the current thesis. Two, a key feature of data
analysis in qualitative research general, and thematic analysis in

particular, is that it tends to be an-gaing and nonlinear procedure

123314


http://people.brunel.ac.uk/~hsstcfs/glos

involving an iterative process moving back and forth between the
different thematic analysis phases as needed (these phases will be
detailed shortly, and indeed making the boundaries between the
different phases fuzzfBraun & Clarke, 2006; Denscombe, 200ad3$

well as a recursive process that olwes continuous movement
backward and forward between At he ¢
of data that [the researmhis] analysing, and the analysis of the data

t hat [ s/ he (Brasn]& Clarkep20©06,pi 86)g 0

A systematic approach to thematic analysysreporting the proces

and detai l of the analysis foll owi
point stepby-step guide was followed to analyse the data in the
current thesis.The six steps process of thematic analysis is

summarised iTable6 (below) and are detailed next
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Table 6: Phases of thematic analysis

Phase Description of the process
1- Familiarising yourself | Transcribing data (if necessary), reading and
with your data: reading the data, noting down initial ideas.
2-  Generating initial Coding interesting features of the data in a
codes: systematic fashion across the entire data set,

collating data relevant to each code.

3- Searching for themes: | Collating codes into potentidhiémes, gathering
all data relevant to each potential theme.

4- Reviewing themes: Checking if the themes work in relation to the
coded extracts (Level 1) and the entire data s
(Level 2), generatin
analysis.

5- Defining and naming | Onrgoing analysis to refine the specifics of ea

thenes: theme, and the overall story the analysis tells
generating clear definitions and names for ea
theme.

6- Producing the report: | The final opportunity for analysis. Selection o
vivid, compelling extracexamples, final
analysis of selected extracts, relating back of
analysis to the research question and literatul

producing a scholarly report of the analysis.
Source Braun and clarke (2006)

111.8.1 The first step

Entitled Afamiliarise yourself wit|
a careful listening and reading ahe professionally transcribed
interviews. The purpose of this phase was to familiarise myself with

the entire data set in one go, to check the accuracy of the transcripts

back against the audio recordings, tuieer and add the field notes

into the traneribed interviews and to record and recall the wide

ranging notes of the initiadeas(Braun & Clarke, 2006; Denscombe,

2007; Willig, 2001) This phase was mostly inductive as
recommended byoffe and Yardley (2004hat is to ensure that codes

are strongly linked to the thaset.
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[11.8.2 The second step

If, as noted above, data analysis was described as the most important

and crucial part of the qualitative research, then the second phase of
thematic analysis, generating initial codes, plays a central role in
virtually all qualitaive data analysis methods in general but much

more so in thematic analysi@Gibbs, 2008) Basit (2003 also

i dentifies the codi nmgstepdtaken darieg fone
analysis to organize dmi3. Bawha sensc¢

is coding?

Coding has been outlined as the partition/subdivision of datdahend
assignment of categori¢Bey, 1993)resulting in codesi A code i n
gualitative inquiry is most often a word or shgohrase that
symbolically assigns a summative, salient, esseapéuringand/or

evocative attribute for a portion of languadgea s ed or visual
(Saldana, 2009, p. 3)Further, a code can descriptively and
interpretively grasp an idea that evokes meanings in(Blaan &

Clarke, 2006; Saldana, 2009For Braun and Clarke (2006)it

identifies a semntic content or latent feature of the data appearing to

be interesting to the researckmralyst referring to whaBoyatzis

(1998)d escri bed as Athe most basic se
data or information that can be assessed in a meaningful way

regarding the phenagnn o n 6 u n d e63). Basit(RdOP hag p
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named codes a8t ags or | abel s for all oca
(p. 14). These tags are attached to information. They are attached to
words or sentences, phrases or paragraphs where they relate (or do

not) to a specific setting. According to Miles aHdberman(1994),

codes can take many formschuas a direct category label or tag, or a

metaphor which is a more complex label.

The start of the second phase is recommended to consist of generating
initial codes, tagged free or open codes from the initial notes as well
as in response to items of irgst within the datgBraun & Clarke,
2006.Table7 (below) provides an example of a data extract from an

interview andwo initial codes applied to it.
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Table 7: An example of data extract with two initial codes

Data extract from interview 9

Codes

Not actually getting; | suppose théye

reliant on an external accountant
provide the information. So th
accountantds got

but the accountant is often sort of say
A We | | I need actudllg
provide me some information before
can prepare some financial managerm
accounts for you,
people just donoét
a debtor and creditor age listing a lot
those people canbd
reluctant to pay the money for &
accountant to do
basi s. I mean of
we ol | get your a
information at the end of the year but
donodt want to h &
accountant to come and provi
information on a quarterly or si
mont hly basis. o

to spend money on an accountant.

1-

Small businesses rely on exter
accountants to provide financi
management  accounts (e
debtor & creditor age listing).

Reluctance ofSME owners to
éLot of smal |
reluctant to pay money especial
more than once a year.

111.8.2.1 Coding guidelines and criteria

Different criteria and strategiesxist for identifying codes. Some of

the criteria include the identification of recurring meeys even when

different words are used. Another criterion is repeated and consistent

patterns © actions described a®rceful discoursegBazeley, 2007,

Owen, 1984; Saldafna, 2009A srategy associated with coding data,

that were used in this thesis, include inductive and a priori coding,

also referred to as dathiven and theorgriven, respectivelyBraun

& Clarke, 2006) In the former, the codes identified are/were

dependent on the data, assahe case iTable7 (abovg, and those

19§.e. small businesses
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emerging codes were generated by 1t
the data directly and solely. An example was the relationship banking
benefit dubbed Ohumanisati ¥ of th
belowfor more details). However in the latter case, data is approached
with specific quest i omasthassmarounde r e s ¢
in the context of the current thesithe process of securing a specific
relationship banking benefit (e.g. cross selling), what type of
information would allow a relationship bank manager to do that, how

does s/heobtain that informabn, and how would s/he use this
information Thus the analysis here was guided by specific themes
which are related to the thesisos

developed before data collection.

A number of advices and guidelines have been ddtaite the

literature regarding how to conduct successful codBasit, 2003;

Bogdan & Biklen, 1992; Braun & Clarke, 2006; Flick, 2002; Foss &
Waters, 2003; Saldafia, 2009; Taylor & Gibbs, 2010; Welsh, 2002)

For exanple, Braun and Clarke (2006 mphasi s#ds t hat
important in this phase [i.e. coding] to ensure that all actual data
extracts are coded, and then collated together within each code...,
[and] remember that you can code individual extracts of data in as
many different 0t h ewonansertractamay beh ey f

uncoded, coded once, or coded many
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regard to the task of choosing the most appropriate coding methods,

Flick (2002) offers a checklist of general criteria to help with that.

These criteria include the advice that the coding method(s) should
relate to addressing the pingojecto
method of choice should also lead the researcher toward an analytic
pathway constructing categories and taxonomies and developing
patterns and themes. The guidelines and attendant advice has been

followed as much as possible.

111.8.2.2 Coding methods

Different coding methods exist and many categorisation of these
coding methods have been suggegtaldana, 2009 Several coding
methods can be used to analyse the same data in one study. One such
categorisation is that Galdana (2009Who classified coding methods

into first cycle methods and second cycle methods. The first coding
methods have been referred to as simple, direct, and mostly employed
in the initial stages of data analysis. Well overtyhfirst cycle
methods or techniques of coding exsdtme of which are structural,
hypothesis, procedural and process coding metf®dklafia, 2009

The second cycle methods, more than five, have been described as
fimore challenging because they require such skills as classifying,
prioritising, integrating, synthesising, abstracting, conceptualising, and

theory building (Saldafa, 2009, p. 45Furtherand when required,
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the key rde from using these second cycle methods is to develop,
from the range of codes developed during the first cycle of coding, an
organising map of categories, themes, concepts, and theory. In other
words, the first cycle codes along with their associateal tanscripts

are refined and rearranged to analyse at a deeper and more abstract
level with the aim of producing a list of a lesser number, broader in
meaning or more encompassing as the researcher moves from codes to
categories, themes and concepiisewins & Silver, 2007; Saldafia,
2009) This is because, aSaldafia 2009 neatly pusit, 0 be f or e
categories are assembled, your data have to be recoded because more
accurate words or phrases were discovered for the original codes;
some codes will be merged together because they are conceptually
similar; infrequent codewill beassessed for their utility in the overall
coding scheme; and some codes that seemed like good ideas during
first cycle coding may be dropped all together because they are later

deemed fAmarginal o or fAredundant o af

revi duwhkg.o

The current study useskveral coding techniques and this was dictated

by the studyods conceptual framewor
study being to uncover the processes of how banks secure relationship
banking benefits, and to enable the analysis that would help directly

amswering the research questiofSaldana, 2009 However, the
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profile of three coding methods only (tiimm the first cycle methods

of codingi namely the structural and the process coding metraratb
one from the second cycle methdidke pattern coding methde),

will be outlined including a short description of each method and its
function, its general yrpose and projected outcome, and how it is

appropriate/relevant to the current thesis.

[11.8.2.2.1The structural coding method

To specifically help with addressing the research questibhek,
2002)a coding method of choice was the structural method of coding
which is intended to assist with organising the data corpus around the
t hesi sb6s r e dSaldafia RO0OYThie mdthiod has been
defined asa questiorbased code(MacQueen, McLellasemal,
Bartholow, & Milstein, 2008)hat "acts as &belling and indexing
device, allowing resarchers to quickly access data likely to be
relevant to particular analysis from a larger data @é¢timey, Guest,
Thairu, & Johnson, 2008, p. 1415aldaia (2009jurther described
structural coding aa method that uses i ¢ ebastdeonconceptual
phrase representing a topic of inquiry to a segment of-ttettarelates

to specific research questosed t o f r ame(2009hpe i nt e
66). This is to both code and categorise the data corpus. Hence,

MacQueen et al. (2008nd Namey et al. (2008%uggest structural

“ However, ecauséPattern codingnethodwas used as part of the thstep of thematic analysis,
its profile is discussed in thhird step of thematic analysis
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coding is more suitable for interview transcripts, which is the data in

current thesis.

The objective is to make the next
identifying all of the text associated with a particular question and
associ at @MdcQueenacbak, 2008, p. 124ith the resulting

structural codes (such as benefits of relationship banking that the
banks?©o rel ationship managers enum
constituting the foundation work for further detailed coding and
aralysis. The similarly coded segments are then collected together for

more detailed coding(Saldafia, 2009 For example,using the
enumerated relationship banking benefitee taxonomy and pattern

coding methodsof Saldafia (20090 constructa 6t ax on o my (
relationship banki g benefits accr uaog soge t o b
specific criteria of inclusion/exclusion or by adding a new cell into the
taxonomy MacQueen et al. (2008t it this way "structural coding

generally results in the identification of large segments of text on

broad topics; these segments can then form the basis fordapih

anal ysi s wi t hin or across t opi Ccs¢
recommendedCorbin & Strauss, 2008, pp. 8&) for further analysis

of the resulting codes, relevant to the thesis, were thematic analysis

and withincase and crossase displays.
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[11.8.2.2.2The process coding method

Process coding, which often employs gerunds to denote action in the

data (Charmaz, 2002s uch as o6asking for i nf o
i nformati ono, and accessing inform
that was used to analyghe data. This coding method has been
particularly recommended for studies that se&oclprocesses defined
as'ongoi ng action/interactionétaken
problems, often with the purpose of reaching a gwahandling a

pr ob I[These processes] occur over time, involve sequences of

di fferent acti vi tporses (treoughd not alwaysr act i
obvious) , and have a se(bbaass &f pur
Corbin, 1998, p. 169 A goal/problem for relationship banking
managers is often to do with seeking, accessing, and evaluating
information about small business owner/managers and their
businesses. Sufrocesses, however, are "the individual tactics,
strategies, and routine actions that make up the large(Stctiuss &

Corbin, 1998, p. 169t h a 't t h e obshimkanapersrwollda t i

follow anddo in order to reach their goals and/or solve their problems.

When writing about the coded data (using process coding), as part of
doing analysis,Saldafia (2009yecommends the use of stdige
conventions such as the first step, the second step, and the turning

point. Saldafia (2009 ur t her added that Apart.i

134314



transitional indicators such a#,§ avherj decausg dhemy and&sag

etc, clue the researcher to a sequence or process in action. These
sequences or processes can be ordered as a numeric series of actions,
listed as a bullepointed set of outcomes, or graphically represented
with first-draft illustrations as a flod i agr amo (p. 79)

(Table 8 - below) using the data extract from interview(®able 7 -

abovg shows an instance of a process in action which then was

presented in a series of actions during the analysis process.

Table 8: an example of a process in action

Data extract from interview 9

Not actually getting; | suppose they'l
reliant on an external accountant
provide the information. So th
accountantos got
but the accountant is often sort
saying A Wel | I
actually provide me some informatic
before | canprepare some financig
management accoun
a | ot of t he slvepif
we want to see a debtor and creditor
l'isting a | ot of
And they are reluctant to pay the mon
for an accountant to da 1 f It
interim basis. | mean often they w
say fALook, wedll
provide information at the end of t
year but we donot
for an accountant to come and prov
information on a quarterly or si
mo nt hl ySobharsis & reldctand

to spend money on an accountant.

When a relationship manager need
debtor and creditor age listing

Because small businesses are relian
external accountants to provi
information to their relationshi

managers such as debtand creditor
age listing

First small businesses have to prov
their external accountant with tk
necessary information
Second the accountant will use th
provided information to prepare th
financial management accounts (dek
and creditor age listingp this case)
Third, the debtor and creditor ag
listing will be given to the relationshi
manager

Forth, the relationship manager w
assess the listing

Fifth ...

Process coding was particularly helpful and was used extensively to

investigate and iderfyi the processes of how banks/relationship
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managers secure relationship banking benefits for the benefits of their

banks

The many process codes produced during this stage are then
condensed by way of the researcher
writing and second cycle method(s) of cod{i&gldana, 2009)This is

how further analysis is performed duringhich Dey (1993
recommends thahe researcher considers the complex interplay of the

many factors that make up a process and how s/he "oltaispnse

of how events originate and evolve, and their shifting significance for

those involved. Process refers to movement and change ovedrime

place of a static description, [s/he] can develop a more dynamic

account (bdy, 1898,@.182 s O

111.8.3 The third step

An outcome from phase two was a lengthy list of codes. The third
phase rdocuses the analysis at a higher and wider level moving from
codes to themes. kssence, the goal then is to begin with the analysis
of the codes produced and ponder how those codes might be
combined towards making overarching then{@aun & Clarke,
2006. Braun and Clarké2006 suggested using tables or mind maps
or even writing the code with a description on a piece of paper and
playing around with them. That is exactly the process followed by the

researchr here.
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111.8.3.1 Pattern coding

At this stage, pattern coding was used as an analytical tool. Saldafia
(2009 labelled this as a second cycle coding method. According to
Miles and Huberman(1994), pattern codes are "explanatory or
inferential codes, ones that identify an emergent theme, and
configuration or explanation. They pull together a lot of material into

a more meaningful and parsimonioustwf analysis. They are a sort

of metac o d @.069. From an organisational perspective, pattern
coding is to a qualitative researcher what cluster analysis and factor
analysis are in statistical or qudative analysigMiles & Huberman,

1994). However, pattern codes contribute to the further analysis
process not only by organising the corpus of data but also, and at the
same time, via attributing meaning to that organisaiialdana,

2009) Miles and Huberman (1994 expressed this idea this way

Al pattern codi ng] hel ps the resear
evolving, more integrated schema for understanding local incidents
and inte a c t (p.o6@)Moreover, in the case of multase studies,

by unearthing common themes and processes across cases, pattern
coding puts down the foundation(s) meant for citsse analysis

(Miles & Huberman, 1994)

Overall then, pattern coding has been suggested as an appropriate

method of cding the data for developing key themes, searching for
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rules, causes, and explanations, and developing theoretical constructs

and pr dDaleys 2@l sSaldafia, 2009)

Saldafa provided a systematic way of doing pattern coding stating

Af or second <cycl e p arytceednpassaged i n g,
from the data corpus...Review the first code cycle codes to assess

their commonality and assign them a pattern code. Use the pattern
code as a stimulus to develop a statement that describes a major
theme, a pattern of action, a netwmf relationships, or theoretical
construct f(2009,np.154)hle thedcarterd thesis, pattern

coding contributed towards not only the construction of the banks
benefits taxonomy as presentedMatrix 1 (below p.285), but also

with the development, conceptualisatioand use of relationship

banking both as marketing tool/mechanism and assessment

tool/mechanism.

111.8.3.2 Searching for themes

Pattern coding isandwas a key analytical tool throughout the third

phase during which the focus is on moving from coding to theming

the data and, from a maeperspective, on thinking about the
emerging/emergent different relationships between codes, categories,

and themes. Braun and Clarke explained briefly (another féctdieo
process of moving from codes to th

may go on to form main themes, whereas others may form sub
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theme$', and others still may be discarded. At this stage, you may
also have a set of codes that do not seem to belonghangyand it is
perfectly acceptable to create a
house the codespossibly temporarily that do not seem to fit into
your ma i {2006, hpeadeAsthieme has been defined as an
Aoutcome of <coding, cat eg®aldana, at i on,
2009, p. 13 Further, Rossman and Rall{i003, explained the
difference between a category and a theme invitirsgarchers to
Athink of a category as a word or
[our] data that is explicit, whereas a theme is a phrase or sentence
describing mor e s ubfpl &) Goncedming aci t
subcategories, Saldaifa009 e x pl ai ned t hat Asome
contain clusters of coded data that merit further refinement into

subcat €gld)y i eso

The thematic analysis process of moving from the data corpus
(interviews) to codes to categories, and theth@mes as well as the
different relationships between the resulting codes, categories and

themes are illustrated FFigure3 below.

I Most qualitative research literature seems to use the concept of categories insteatiehssh
and,from the perspective of, and in the context of this thesis there is no difference between the
two hence thewreused interchangeably.
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Figure 3: A streamlined process of thematic analysigsing Saldafids 2009 model

Real Abstract
CCode >

-C:Cjiz;:ji { ‘ Category -
< Themes

‘- C K Cﬂd e
| T : - Sub categor\,r _\
v -;j-_:fcgde ‘ Category K
- : Sub ub-category, /

'\__7C0de

Particular General

The streamlined process shows how thematic analysisdertaken,

facilitating and guiding:

1. Moving from the particular to th
t r a n B infernmng that what was idntified through the 27
cases studied may possibly also be detected in other comparable
relationship banking settingSaldafia, 2009 The streamlined
processalsos hows how thematic anal ysi s
particular to the general by predicting patterns of what may be
observed and what may happen in similar present and future

c o nt €SaldaBap2009, p. 13nd

2.Moving from real to abstract: t

majar categories are compared with each other and consolidated
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I n v ar i,shusstranacandiagdhe reality aspect of the data
progressing to themes and concepts i.e. more abstract
constructs. Richards and Mors@007 put it this way
Acategorizing is how we tgtet &6 up
the shapes of the data, the sorts of things represented. Concepts

are how we get up to more general, higlesel, and more

abstract (pcldfHh st ructso

111.8.4 The fourth step

Phases one through to three resulted in a set of candidate codes,
categories, and themes, as well as athefdata excerpts which were

coded in relation to them. Phase four starts with reviewing the themes

to refine them(Braun & Clarke, 2006 The review is done at two

levels. The first is to check the coherence of each theme from within

by revisiting and reading all the coded data extracts associated with it.

Once hat is done,the level two review involves checking the
coherence across each and all themes in relation to all the data corpus,
Agenerating a t he m@®@rauné& Clarkep2006,fp. t he
87), and making sure that the gener
Oaccuratelya@anregbeetvs dehée me the d
(Braun & Clarke, 2006, p. 91Briefly, a thematic map is generally

defined as a schematic representation of a set of themes showing the

hierarchical relationship between the themes, their categories and
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codes(Braun & Clarke, 200pDaley, 2004 Novak & Gowin, 1984.
An example of an early stage thematic map from the current study
showing some themes, categories, and codes can be dSeguria4

below.

Figure 4: an early stage thenatic map showing some themes, categorie&, codes

Bank |

[ Relationship banking ]

[&s assessment tool] {AS marketing tool]

< Understand business & its owner/manageD>
jﬁt&md business's & ownerlmanage@ —

Building trus

facilitates access -
0 informatign
ertain risks -

SME___|

Overall, the review process resulted in adding some themes,
collapsing few otherhemes into each otherhile someof the rest

werebroken down into separate themes.
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[11.8.5 The fifth step

Once a comprehensive and satisfactory thematic map was reached,
thematic analysis progressed irttee fifth phase.In this phase, the

task was to clearly define each therdy way d identifying its

essence, and giving it a name such as (relationship banking as a
tool / mechanism for) Ahumani si ng t
individual themea detailed analysis was writtedere the advice from

Braun and Clarkg200g wa s t ha't nas wel | as 1 dt
that each theme tells, it is impant to consider how it fits into the
broader overall 6storyo6 t hoahel [t he
data, in relation to the research question or questions, to ensure there

iI's not too much oWw®¥Rap bet ween t he

[11.8.6 The sixth and final step

The final phase, being the last opportunity for anyhier analysis,

consisted of producing the report of the analygkting it back to the
thesisbés ai m, research questions a
constructs (codes, categories, and themes) was discussed showing how

they integrate and or reéato each othgiSaldana, 2009 The general
advice here was to striemlodicalr prov
nonrepetitive and interesting account of the story the dal@
within and across themes. & [ Furthe

more than just provide data. Extracts need to be embedded within an
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analytic narrative that compellingly idtrates the story [the
researchers is] telling about [his/her] data, and [his/her] analytic
narrative needs to go beyond description of the data, and make an
argument I n relation t o (Brauni& / her ]

Clarke, 2006, p. 93

Conclusion

This chapter has discussed the eléint aspects of the research
approach used to investigate the research aim and questions of the
thesis. Thethesis now turns its attention to the empirical context of

banks and SMEs in New Zealand.
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V. Empirical context of the study:

banks & SMEsin New Zealand

Introduction:

Context is importantas detailed in the sectioll.5 (abovg. The
context for this thas is New Zealand; consequentifig chapter is
divided into two parts, the first part @e with banking in New

Zealand, and the second, SMEs in New Zealand.

V.1 Banking in New Zealand :

IV.1.1 A historical overview of the New Zealand
financial/banking system.

Sine the 1840s and with the arrival of European settlers, banks have
been facilitating the financial requirements of people in New Zealand
(New Zealand Bankers' Association, 199&)so, like the rest of the
financial system and the whole economy in general, the New Zealand
banking system, from its start, has been shaped by |egisldtor
example, for a trading bank to be established, a special Act of
parliament was requiredGrimes, 1998; New Zealand Bankers'
Association, 1997)

While over the yearsuccessive legidimn must have helped establish

a good banikng system, at a certain poiitwas realised that at least
some of that legislation had becera burden not only on the banking

sector but to the whole economy. With regard to this isGuemes
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(1998) notes that the government regulations and other interventions,

which he qualified as pervasive, treated the different market sub

sectors in different ways causing microeconomic distortionary effects

as well as macroeconmic efficiency problems. The-19&4

legislation restricted competition within the finance sector arid sp

the financial services providers into three distinct gro((@emes,

1998) trading banks, saving banks, and other-bhank financial

institutions, thus controlling who operates in eachrkat segment

(New Zealand Bankers' Association, 2006)

However, with the rapid developmieof financial markets in the early

1980s the categories for financial institutions outlined in the
legislation became aticeably outdated(New Zealand Bankers'
Association, 2006)thus making the 19887 deregulation of the

finance industry unavdable (Evans, Grimes, & Wilkinson, 1996)
Subsequently, the New Zealand economy in general, and the financial
system in particular, underwent substantial reforms and indeed these
Atransformed it from one of t he m
economie t o one of t MeMillhnekP93fp. 2B gul at e
The major effect of the deregulation process resulted in removing both

the legislation that was behind the restriction ompetition and the

regulations thatontrolled who can operate in what financial sector
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(New Zealand Bankers' Association, 2006; Reserve Bank of New
Zealand, 1986)

The structural changes tfe banking industry were legislated by the
Reserve Bank of New Zealand Amendment Act 1986 opening up the
doors for new banks to enter the market and stipulating that the
Oregi stered bankdé would be the onl
(Minh To & Tripe, 2002) Thus and everisnce, Oregi ster ed
gonbankf i nanci al I nstitutionsd have
financial institution in New Zealand and apart from the fact that
registered banks are the only institutions to use the word bank in their
names, nonbank finandal institutions are mostly permitted to
compete on a par with registered barfkéew Zealad Bankers'
Association, 2006)

The other changes brought by the pt884 era included the ability

for any registered bank to engage in retail banking, wholesale banking

or full service banking. There were no longer artificial limits on the
number of baks, nor discrimination between domestic and foreign
owned institutiongHess, 2008) The number of registered banks in

New Zealand thus increased significantly due to a numbgreignZ

owned noi@bank financial instutions, domestic savings institutions

and building societies converting to banks as well as the entry of new

foreign bankgTripe, 2004)
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Foreign ownership of banks in New Zealand has always been a
significant c theafirsabartk ¢oropes for stnessvin t h i
New Zealand, in 1840[being] a branch of the Union Bank of
Australia [which] was aBritish overseas bank, headquartered in
Londoro (Tripe, 2009, p. 3)However,as a resulbf deregulation and

the free entry of foreign bankshe intensification of the foreign
ownership process of banks led into the uri@hhigh degree of
foreign ownershiplas far as developed economies were concerned)
thus makingthis a distinguishing characteristic of the New Zedlan
banking systen(Tripe, 2004)

The degree of foreign ownership increased steadily with assistance
from the absorption of the New Zealaon@vned financial institutions

by foreign banks mergers and acquisisocConsequently, in the mid
198006s when der etlgee lofatheifourntradng lwanks r e d |
were foreigrowned, two by Australian interessand one by British.
There was also a significant savings bank sector that was
predominantly New Zealarowned, with exceptions being the so
called private savings banks (which reowned by the trading
banks).

Additionally, there were a number of other New Zealamched
financial institutions such as building societies, finance companies

and the RuraBank which wvas governmenbwned.However, around
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99% of the banking sector assets were under foreign ownership when
Westpac Corporation acquired TruBank New Zealand(Tripe,
2004) though by the end of June, 2003, the almost 100% foreign
ownership bank®assets hdidecreased to between 85.1% and 9G%
went up to 96.1% by December, 2008 reflecting some of the
exparsion of the New Zealand owned banking sector particularly
throughthe establishment of Kiwi bank through New Zealand Post by

the governmen(Tripe, 2009)

IV.1.2 Recent developments of the banking system

Recently, overall, the development of the finahg@ystem has been
described as patchy with a banking system qualified as sound, large
and efficient which exists alongsi
markets that in size, depth, liquidity and skill base are relatively
underd e v e | (anemrg Chapple, Davis, Kousis, & Lewis, 2007,

p. 19) Consequently, e centralposition that the banking sector
occupies within the financial system, and the cembia that it plays

in the New Zealand economgan be tearly seen for example,
throughFigure5 (belowwi t h t he bi g four banks,
b ank s 0 Redserve Bankd New Zealand (2005), holding 65% of

the total assetsf the financial system and 85% of the total assets of

the banking systenihis last figure has risen taearly 88% during

2012 (KPMG, 2013).
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Figure 5: New Zealand breakdown of financial system assets (2004)

Total financial system Assets with deposit Other denci
assets taking institutions ¢ it .epc_rsn o
(NZD 316 bn) (NZD 260 bn) taking institutions
I / 5.6%
. Small retail banks
3%
Funds under Intermediation
managcement assets \_Wholesale banks
< o
18.7% 81.3% 8.7%
ANZ, ASB, BNZ,
Westpac
I 65.6%

Source:Hess (2008)

The relative dominance of the banking sector in the New Zealand
financial system is also illustted inFigure 6, and Figure 7. From
these figures it is clearly illustrated that business financing in New
Zealandhas beenintermediatednostlyby banks and thaasFigure8
(below) showsthey arestill considered to be the principal supplier of

business lendindKPMG, 2013; Statistics New Zealand, 2004)
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Figure 6: Sizeof banking sector: selected countries
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Source:Cameron et al. (2007)

Figure 7: Stock market capitalisation: selected countries

Source:Cameron et al. (2007)
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