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ABSTRACT

The conversion of solar energy into usable forms of energy such as electricity and heat is attractive given the abundance of solar energy and the numerous issues recently raised in the consumption of fossil fuels. Solar conversion technologies may generally be categorised as either photovoltaic or solar thermal types capable of converting incidental sunlight into electricity and heat respectively. The photovoltaic cell is able to transform incidental sunlight into electricity via the Becquerel effect, however, the single junction crystalline silicon solar cell, the predominant cell type in today’s photovoltaic market is only able to utilise a small portion (less than 20%) of incidental sunlight for this purpose. A majority of the remaining portion is absorbed much like a traditional solar thermal collector and sunk as heat by the cell, elevating its operating temperature. Given the negative effect of temperature on photovoltaic cell operation, where a linearly proportional drop in conversion efficiency with elevated temperature can be expected, photovoltaic conversion can be reduced significantly particularly in areas of high irradiance and ambient temperatures. Based on the intrinsic absorption characteristics of the photovoltaic cell, a third type of solar panel referred to as the hybrid photovoltaic thermal collector (PVT) collector has been developed where fluid channels running along the underside of the photovoltaic panel transfer heat away from the cells to minimise this detrimental effect. Furthermore, heat captured from the cells may then be used for space heating or domestic hot water improving the overall collector efficiency.

In this study a unique building integrated PVT (BIPVT) collector is investigated consisting of an aluminium extrusion with structural ribs, fluid channels, and solar conversion materials. In order to evaluate this design, a mathematical model of the collector was developed in order to determine both thermal and electrical yield of the
proposed design. The thermal analyses of the building integrated PVT collector in previous studies have generally adopted the approach applied to traditional solar thermal collectors where the distribution of coolant fluid flowing through the piping array is assumed uniform. For a conventional solar thermal collector this simplification may be reasonable under certain circumstances, however, given the temperature sensitivity of photovoltaic cells and their electrical connection scheme, this assumption may lead to significant modelling error. In order to further investigate this issue, a mathematical model has been developed to determine the photovoltaic yield of a BIPVT collector operating under non-homogeneous operating temperature as a result of flow mal-distribution. The model is composed of three steps individually addressing the issues of 1) fluid flow, 2) heat transfer, and 3) the photovoltaic output of a BIPVT array. Fluid analysis was conducted using the finite element method in order to obtain the individual fluid channel flow rates. Using these values, a heat transfer analysis was then conducted for each module forming the BIPVT array to calculate the photovoltaic operating temperature for the constituent cells forming the array. During this step the finite difference method was utilised to approximate the fin efficiency of the building integrated collector, taking into account its irregular geometry. Finally the photovoltaic yield was calculated using a numerical approach which considered the individual operating temperature of the PV cells. During this step a new method was identified to determine the values of series and shunt resistances and also the diode constant required for the modelling of photovoltaic devices based on the multi-dimensional Newton-Raphson method and current-voltage equations expressed using the Lambert \( W \)-function. Experimentation was carried out to validate the new modelling methods.

These models were combined to quantify the detrimental impact of flow mal-distribution on photovoltaic yield for a number of scenarios. In the case where flow uniformity was
poorest, only a 2% improvement in photovoltaic yield was obtained in comparison to a traditional photovoltaic panel operating under the same environmental conditions. For the case where flow uniformity was optimal however, photovoltaic output was improved by almost 10%.

This work has shown that the effects of poor flow distribution has the potential to have a substantial negative impact on the photovoltaic output of a building integrated solar collector especially given the variability in its physical geometry. The appropriate design of this technology should therefore consider the effects of this phenomenon. The methodology presented in this study can be used to approximate PV output for a BIPVT array with different array geometries and operating characteristics. Furthermore, the method to calculate solar cell modelling parameters developed in this study is not only useful for the analysis of hybrid PVT systems, but for the general analysis of photovoltaic systems based on crystalline silicon solar cells.
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1.1 Problem statement

In a single hour the quantity of energy received on earth from the sun is equivalent to all the energy consumed by humans in an entire year [1]. This makes solar energy one of the most exploitable renewable energy resources that we know of today. To make use of this abundant supply of energy, research into various technologies which are capable of converting solar energy into usable forms of energy such as electricity and heat is active worldwide. One such device is the hybrid photovoltaic/thermal collector, henceforth referred to as a PVT collector. The PVT collector is a single integrated device which can simultaneously convert incidental solar radiation into both electricity and heat [2]. In the next chapter, research conducted into the operational characteristics of a silicon solar cell and how they are temperature sensitive devices is discussed. In summary, their output is hindered by elevated temperature which is typical in the presence of solar radiation due to their inherent absorption characteristics [3]. Referring to Figure 1, the PVT collector incorporates fluid channels which are used to cool the photovoltaic cells. Therefore, by cooling the photovoltaic cells not only can the photovoltaic yield be improved, but heat recovered from the cells may be used for some purpose such as space heating or domestic hot water applications. By converting radiation into both electricity and heat, the energy yield per square meter of roof used by the building integrated PVT collector is increased significantly over traditional photovoltaic solar thermal technology. Furthermore research has indicated that the overall cost and aesthetics may also be improved [4]. Costs are improved by removing material and labour redundancies as the PVT collector is a single integrated device and aesthetics are improved by integrating solar conversion materials into the building envelope [5].
Despite these advantages, the PVT collector is still in its infancy with little penetration into the current solar market. In order to improve the market share of these collectors, their economics must prove favourable over existing technologies. To achieve this goal the development of an accurate model of the PVT collector is required so that its output can be quantified and optimised for specific site conditions, climate, array size, and installation requirements etc.

As PV output will be influenced by temperature, the temperature distribution of the PVT collector must be determined prior to any electrical calculations by conducting a thermal analysis. Currently, the thermal analysis of the PVT collector is typically performed using the one dimensional Hottel-Whillier analysis [6], the same approach carried out for the analysis of standard solar thermal collectors [7]. This method however makes the assumption that flow through each fluid channel of a header/riser fluid network (see Figure 2) is uniform resulting in an even distribution of temperature. However, previous studies have revealed that this is not the case for a traditional solar thermal installation with fluid channel flow rates varying considerably depending on several factors which shall be discussed later. As a result of this flow variation, the operating temperature of each cell being cooled by the fluid will similarly vary leading to electrical losses due to these mismatched conditions. Little research has been carried out which investigates this
phenomenon of flow mal-distribution and its effect on the photovoltaic yield of a PVT collector. This represents a fundamental gap in the understanding of the operational behaviour of the PVT collector.

Figure 2 Flow rates through each fluid channel (red arrows) of a header/riser type fluid network will not be equal in the field.

1.2 Aim and scope of research

The aim of this study is to determine what effect flow distribution will have on the output of a building integrated photovoltaic/thermal collector. As previous research has been conducted which examines the effect of flow distribution on the thermal aspects of a traditional solar thermal collector, this study will be primarily focused on the photovoltaic output of the PVT collector. The design of the collector was limited to the aluminium extruded design shown in Figure 1 with a typical header/riser channel network shown in Figure 2 to cool the photovoltaic array. The photovoltaic system consisted of the multicrystalline silicon (mc-Si) cell type only in this work as it represents the majority of installed photovoltaic devices [8]. The selection of the design shown in Figure 1 is discussed in section 1.2.1.
1.2.1 Collector design selection

Prior to this study, research by Anderson [9] was carried out investigating the thermal aspects of the BIPVT collector. In his work, a standing seam or troughed sheet metal roof made from coloured steel was used to fabricate the collector (refer to Figure 3). In addition to the structural ribs which stiffen the collector and provide the necessary strength, a coolant channel was formed in the profile to provide a pathway for the coolant fluid as shown by Figure 4. The fluid channel was created by attaching a colour coated absorber steel sheet onto the sheet metal roof by the use of adhesives. A number of challenges were encountered with this design however.

i) The coloured steel material used to fabricate the collector was galvanised and dip coated black (to improve absorption). Although varying the material colour was not found to be significantly detrimental to thermal performance [10], welding the absorber sheet to the sheet metal collector was found difficult to achieve unless coatings were first removed [9].

ii) Experience with adhesives as an alternative to welding proved unreliable being prone to leakage and raised serious concern with the longevity of the product.

iii) In order to make the necessary fluid connections to the collector, holes were drilled into the sheet metal collector for the inlet and outlet plumbing fittings (see Figure 3). Nipples were silver soldered onto the underside of the collector for manifold connection. The fluid opening remains at the end so the collector had to be plugged. This process was similarly found unreliable with leaks forming and raised concern over how the process could be reliably implemented in a high speed manufacturing environment.
Figure 3 BIPVT Collector design consisting of a standing seam coloured steel roof and an absorber plate adhered in place with pc-Si cells encapsulated using a poly-vinyl resin adhered onto the roofing [9].

Figure 4 Cross sectional view of the assembly explosion for the collector investigated by Anderson [9].
As a result of these issues, an alternative design was investigated in this study. The use of aluminium extrusions to manufacture the collector which included fluid channels was a promising alternative. By extruding the ribs and fluid channels into a single part, the process of drilling holes into the sheet and silver soldering of nipples as required in the previous design is eliminated removing a significant leakage issue. Fluid channels formed in the extrusion can be tapped and threaded for the connection of plumbing fittings, minimising the risk of leaks. Additionally the high thermal conductivity of aluminium yields an improvement in fin efficiency over a collector fabricated from coloured steel.

Figure 5 Design of the aluminium extruded BIPVT collector with photovoltaic cells.

The aluminium extrusion design shown in Figure 5 is black anodised to address the issue of corrosion and also to improve the absorption characteristics of the aluminium. The challenge raised by this design however is the method of PV cell encapsulation. The encapsulation process is a critical step to ensure the longevity of the PV system by preventing the ingress of moisture. In this work, vacuum lamination of photovoltaic cells in a sandwich style assembly consisting of a protective top cover (typically glass in current PV modules) and multiple layers of ethylene vinyl-acetate (EVA) was adopted [11], Figure 6 depicts this assembly type with several layers and their position in the assembly.
Figure 6 Schematic representation of the encapsulation of PV cells using EVA [11].

The assembly shown in Figure 6 is placed in a vacuum laminator (Figure 7) where air is expelled from the assembly and heated to cure the constituent layers of EVA forming the encapsulated assembly.

Figure 7 Flatbed laminator used to cure the EVA and encapsulate the sandwich assembly [11].

As the standard lamination process is typically performed in a flatbed laminator similar to the one shown in Figure 7, the method of laminating onto the extruded aluminium design (Figure 5) with its unique geometry containing structural ribs and fluid channels was an initial concern however research carried out at the University of Waikato in a separate study was able to build a custom laminator capable of laminating the extruded design addressing this issue [12].

With the lamination issue addressed, the aluminium extruded design (Figure 5) was deemed a viable product for manufacture and worthy of further investigation.
1.3 Overview of the thesis

Chapter 2 will review the literature relevant to the PVT collector and the research aim. The major types and design variations of the PVT will be introduced and discussed. Studies regarding the effect of flow distribution in the context of the solar thermal collector will be examined followed by the traditional heat transfer analysis of these systems. Literature regarding the modelling of photovoltaic devices including the influence of temperature and the effects of mismatching will be discussed in detail.

A preliminary investigation into the effect of geometry and other factors specific to the building integrated PVT collector on flow distribution is given in Chapter 3. As the results from Chapter 3 indicated that a large variation in flow distribution is possible for the building integrated PVT collector, a photovoltaic model with the ability to capture heterogeneous array operating temperature was developed. Chapter 4 will describe the research carried out into the development of a unique numerical method for determining the series and shunt resistances of a solar cell, two parameters required for modelling a photovoltaic cell, using the Lambert $W$-function. The experimental method used to validate the numerical method presented in Chapter 4 is presented in Chapter 5. Based on the results presented in Chapter 5, it was found that the numerical method presented in Chapter 4 could be further enhanced. Chapter 6 presents a modified numerical algorithm to calculate the values of series and shunt resistances and also the diode ideality factor. Using the mathematical model of the photovoltaic system developed in chapter’s four to six, the effect of flow distribution on the photovoltaic output of the PVT collector is examined in Chapter 7. However, the three step numerical approach presented in Chapter 7 was found to be computationally intensive and time consuming to conduct. To address this issue, an artificial neural network was successfully trained to approximate photovoltaic output considering the phenomenon of flow distribution. Details of this
study are provided in Chapter 8. Conclusions and recommendations are finally provided in Chapter 9.

Chapters 3 to 8 inclusive are presented in their journal article published format. Those already published and submitted for publication are included in the abstract. Prior to each journal paper, a short introduction is provided commenting on the motivation behind the work carried out and its overall contribution to the body of thesis.
Chapter 2: Review of the Literature

2.0 Introduction

Background material relevant to the analysis of the hybrid photovoltaic/thermal (PVT) collector is presented in this chapter. Considerable research into this technology has occurred from its original development in the 70’s [13]. Here previous research onto the development of the hybrid PVT collector is reviewed including the advantages and motives behind the technology. Examples will be presented for the PVT/air, PVT/water, and the building integrated (BIPVT) design variants. Despite the technological advantages associated with the PVT collector, a number of obstacles that remain to be addressed, such as the detrimental effect of high temperature on the output of a photovoltaic device, leading to the primary research goal of this study.

2.1 The hybrid photovoltaic/thermal collector

As a result of the OPEC oil embargo in 1973/1974 and the subsequent rise in oil prices, research into the harnessing of solar energy was escalated during this period. One outcome of this research activity was the development of the PVT collector concept originally developed by Martin Wolf in the mid 70’s [13]. In this pioneering study, Wolf experimented with a PV array mounted within a non-concentrating thermal collector and a lead acid battery for storage. His work concluded that the concept was both feasible and cost effective leading to significant research into this area.

The PVT collector is a single integrated device which can simultaneously convert solar radiation into both electricity and heat [14]. In essence, solar cells are implemented directly onto a thermal absorber and used for the direct conversion of solar energy into electricity via the photovoltaic effect. The typical silicon solar cell will convert between 4-17% of incidental radiation into electricity [15]. The remaining portion (greater than 50% after the deduction of reflection losses) is absorbed and converted into heat [16].
a result of their absorption characteristics [16], the operating temperature of a solar cell can be expected to rise in the presence of radiation. This can lead to two undesirable outcomes:

(i) a drop in conversion efficiency (0.5%/°C rise for silicon cells has been reported [17]) and

(ii) possible permanent damage to the cell due to thermal stress [18].

These undesirable effects, however, can be mitigated by cooling the cells with a fluid (typically either water or air) thus improving their photovoltaic output and lifetime. Total energy yield from the collector can be further improved by capturing and transporting heat collected from the cells for space heating/hot water applications via an active heat recovery system. The photovoltaic array is thus a constituent part of the thermal absorber assembly [19] potentially leading to a substantial increase in the overall efficiency of the collector. Model calculations performed in the 1990’s gave the range of the total combined efficiency to be between 60-80% for a hybrid collector [20].

The improved yield of the hybrid collector was experimentally demonstrated in the Netherlands by Zondag et al. [21]. In their study, solar thermal and photovoltaic collectors each of 1 m² in area were found to produce 520 kWh and 72 kWh of energy respectively in annual yield. A PVT collector 2m² in total area on the other hand was found to yield 720 kWh of thermal energy and 144 kWh of electrical energy, an approximate increase of 44%. These results were further supported in follow-up work by the same group [22]. The advantage of yielding more energy per unit area of roofing in comparison to traditional solar technologies was stated to be particularly relevant to areas of dense population such as India, China, and Japan [23]. For example, a simulation study
demonstrated that the PVT collector can reduce the total roofing area by 60% in comparison to using traditional technology installed side-by-side [24].

A number of design variations currently exist within the PVT family from which two main categories may be identified: (i) concentrated and (ii) flat plate [25]. As the former is beyond the scope of this work this review shall focus only on the flat plate collector. Within this group, collectors can be further classified according to the type of working fluid used to transport heat away from the photovoltaic (PV) cells. Air and water are the most common; however, several studies have investigated the use of refrigerants coupled with heat pumps [26-31]. Furthermore a special variant of the PVT collector, the building integrated PVT or BIPVT collector will be discussed in detail given its particular relevance to this research project. The proceeding sections will review the historical development of each.

2.1.1 The PVT/air collector

Air that is naturally or forcibly circulated can be used simply and economically to cool photovoltaic modules. Forced circulation will offer superior cooling over natural circulation owing to higher rates of convective heat transfer but the additional fan power will reduce net electricity gain [15]. The low thermal conductivity of air, however, results in poor heat transfer between the absorber plate and air [32]. Nevertheless several designs have been proposed to increase the heat transfer coefficient to tackle this issue. These include multiple pass [33, 34], finned absorber [35, 36], and corrugated-type absorber air heaters [37].

The effect of multiple-pass air flow for a solar air heater was theoretically investigated by Garg et al. [33]. The addition of air passes was said to reduce thermal losses from the collector, thereby increasing total energy collected. Optical losses were reported to increase with the addition of covers but the thermal gains were found to improve
performance overall. This is true for a collector whose sole purpose is to heat air, but for a hybrid photovoltaic collector, the optical losses may prove a severe detriment to electricity generation.

A performance comparison between a single and double pass PVT/air collector was analytically carried out by Sopian et al. [38]. The single pass collector consisted of air flowing only under the PV panel whereas the double pass collector included fluid flow over the top and then under the PV panel. For the latter flow arrangement greater heat removal from the top absorber plate was demonstrated consequently reducing absorber plate temperature. By reducing the absorber plate temperature, heat loss to the environment was reduced maximising thermal efficiency. The reduced absorber plate temperature also meant the photovoltaic cells were cooler, improving electric yield.

Hegazy [34] made an extensive numerical investigation of four popular multiple pass PVT/air collector designs looking at thermal, electrical, hydraulic and overall performance. The four designs studied were: Model I - air flowing over absorber, Model II - air flowing under absorber, Model III - air flowing on both sides of the absorber in a single pass, and Mode IV - the same as mode III but in a double pass fashion (see Figure 8).

Figure 8: Schematic of PVT/air collector designs evaluated in the study by Hegazy [34].
It was shown from this study that Mode I offered the lowest performance while the other three produced comparable results. Mode III followed by Mode IV and II consumed the least fan power. The suitability of a selective surface absorber plate was also investigated and deemed inappropriate due to reduced PV generation especially at low flow rates.

Joshi et al. [39] evaluated the performance of two single pass hybrid PVT/air collectors. The first PVT/air collector was made with a glass-to-Tedlar® construction and the second was a glass-to-glass type. All experiments were performed outdoors in New Delhi, India. It was found that the glass-to-glass collector operated with the highest thermal efficiency. Thermal efficiency was found to decrease with duct length for both collectors and increase with an increase in duct air velocity.

Another study by Garg et al. [35] showed the effect of introducing rectangular fins and v-groove corrugation into the absorber of a solar air heater by carrying out an theoretical analysis. By increasing the heat transfer area of the absorber using fins, the air outlet temperature was shown to improve.

A black-painted corrugated Aluminium roof was analytically and experimentally investigated by Choudhury et al. [37] as a low cost air heater for low temperature applications such as agricultural use. Electrically driven blowers were used to circulate air in a channel created between the roof and a wooden plate. Collector efficiency measurements were made for various mass flow rates and channel dimensions. In order to obtain high temperatures it was found that that a low mass flow rate with long channel length was necessary. Reducing fin width was found to significantly improve system performance in their study.

A finned double-pass PVT/air collector was investigated by Yusof Othman et al. [6] which adopted both the multiple pass and finned approach. In this collector, air entered through the upper channel formed between the glass cover and a photovoltaic panel which was directly heated by the sun. The air then entered a lower channel formed
between the module back and the mono-crystalline photovoltaic panel. Fins on the back of the PV panel were expected to interrupt air flow, creating turbulence which would in turn improve heat transfer to the air. The collector was tested at steady state under indoor conditions using 500W solar lamps. Thermal efficiency was improved by increasing the air mass flow rate but benchmark collectors were not used to compare the effect of the multiple pass finned strategy in this experiment.

![Diagram of PVT/air collector with underside fins](image)

Figure 9 Double pass PVT/air collector with underside fins [6].

Outdoor testing in Greece was carried out on both PVT/air and PVT/water collectors of different configurations by Tripanagnostopoulos et al. [40]. Thermal efficiencies ranged between 38% to 75% and 55% to 80% for the PVT/air and PVT/water collectors respectively. The higher efficiency values were obtained by using low-cost diffuse reflectors between adjacent rows to increase incidental radiation. It was determined that a PVT/air collector would cost 5% more to manufacture over a conventional photovoltaic module and around 8% more for a PVT/water collector with polycrystalline cells.

An innovative photovoltaic collector incorporated into building cladding known as SOLARWALL was reported by Hollick from Conserval Engineering Incorporated [41]. The collector was made from corrugated metal cladding (either galvanized steel or aluminium) and coated for weather protection and also to match building aesthetics. Using crystalline silicon solar cells and heat recovery, the roofing system was found to
make substantial reductions in thermal energy consumption based from indoor testing results. Energy savings of 500 kWh to 1000 kWh per m² per year were claimed.

So far this survey has only covered roof-mounted collectors but a novel PVT/air collector in the form of a wallboard has been developed and tested by Nagano et al. [42]. This novel collector was developed in response to the issue of snow build-up on collectors in the cold climate of Hokkaido, Japan. A vertical wall board would not accumulate snow and would function throughout the year. Photovoltaic panels orientated at 80 degrees (relative to the ground) were arranged with a rear air channel where air was circulated using fans. Various configurations were investigated including the fabrication of collectors with amorphous silicon PV and polycrystalline cells and with/without glazing. Thermal efficiencies varied between 20.2 and 22.3% for unglazed collectors and 29.2% and 36.9% for glazed ones. Amorphous silicon cells were found to be unsuitable on account of their low conversion efficiency as the area of the south facing wall of a typical Japanese house would be insufficient to provide the electricity needed.

The disadvantages of the PVT/air collector, however, are the low heat transfer rates due to the low heat capacity and thermal conductivity values of air. Tripanagnostopoulos et al. [40] carried out an extensive comparative study on a combination of PVT collector designs including the use of glazing and air and water as the working fluid. Their study showed that thermal output was improved by up to 30% with the introduction of glazing albeit at the cost of photovoltaic yield. Photovoltaic conversion efficiency was reduced by 16% due to reflection loss introduced by glazing and the elevated working temperature of the photovoltaic cells. Based on these results the authors recommended that glazing be used for applications favouring thermal output. However, by installing low cost booster diffuse reflectors, photovoltaic losses were completely recovered compared with the glazed PVT collector.
Furthermore Kalogirou and Tripanagnostopoulos [43] mentioned that air-type PVT collectors are not suited for applications in medium and high latitude countries due to the low ambient temperatures which limit their implementation. Consequently a significant number of studies have been carried out in the development of the PVT/water collector.

2.1.2 The PVT/water collector

The transport properties of water make it better suited for heat exchange applications based on its higher thermal capacity [44]. Furthermore, water is convenient due to its infrared absorption characteristics which could be exploited when coupled with a PV cell of complimentary spectral response [45]. At present the most popular design resembles the traditional solar thermal collector which utilises the fin and tube approach; however, several other approaches have also been investigated.

In one study, a PVT collector was built by simply laminating photovoltaic cells directly onto the aluminium absorber of a conventional solar thermal collector [46]. The objective of this analysis was to compare the total energy yield of a thermo-electric generator (TEG) and a hybrid PVT collector. The PVT collector of 2.1 m² in aperture area was found to operate with a total efficiency of 73.6% at zero reduced temperature. A similar value was reported by Tripanagnostopoulos et al. for a flat plate collector built and tested in Greece [40]. In the study by Tripanagnostopoulos et al., however, the PV panel was mechanically pressed onto the top of the heat exchanger raising the issue of thermal contact resistance with air trapped between the PV panel and absorber. A similar method of coupling the PV panel to the absorber was also reported in another study [47]. A significant improvement in yield was more recently reported by a German group which fabricated a glazed PVT collector by directly laminating single crystalline cells onto an optimised absorber, thus minimising contact resistance [48]. Indoor testing of the collector revealed a combined thermal/photovoltaic conversion efficiency of nearly 88%.
An alternative to the sheet and tube design is to use non-circular fluid channels. Although this may complicate the connection of manifolds, the rectangular cross section channel has potential to increase the fin efficiency value $F$ (discussed in Section 2.3). A flat box absorber assembly consisting of aluminium extrusions (Figure 10) was used to construct a PVT collector operating under thermosyphon flow [49]. Such an absorber was quoted by the authors to have a fin efficiency approaching unity.

Figure 10 Flat box channels assembled to create an absorber for a PVT collector [49].

In the Netherlands, a comparative analysis based on a numerical investigation was performed on seven different PVT collector design concepts [22]. The designs investigated were classified into four groups; a) sheet and tube, b) channel flow, c) free flow, and d) two-absorber type collectors (see Figure 11). The sheet and tube design, as already discussed, is the simplest design based on its extensive use in traditional solar thermal collectors. Here a tube was mechanically attached to the absorber with good thermal contact for fluid circulation. The channel design involves water being circulated in a channel between the PV panel and a glass sheet, with care taken to ensure the spectral absorption of the water compliments the spectral response of the solar cell. A similar design was investigated in Turkey which reported the economic benefits of such a design [50]. However it was found by Zondag’s group [22] that a small overlap did exist between the absorption characteristics resulting in a 4% drop in electrical efficiency from the PV panel. The free flow design eliminates one of the glass covers used in the channel design so that water is free to flow over the surface of the PV panel. A major issue with
this design is the relatively low evaporation temperature of the water, leading to substantial heat losses.

Finally the two-absorber design consists of a fluid being circulated within a channel between a transparent PV panel and a glass sheet. Light transmitted through the PV panel is then absorbed by a secondary black absorber with fluid circulating underneath it. This design, also investigated by MIT in earlier work, was found to offer high thermal performance [51]. The investigation carried out by Zondag et al. [22] supported these results; however, the point was made that the additional materials including two glass sheets increases the weight and fragility of the collector [52]. The sheet and tube with a single cover design was found to operate with only 2% lower efficiency compared to the two-absorber design and is significantly less complex to manufacture. Based on these

Figure 11 PVT configurations investigated by Zondag et al. [22].
results, Zondag et al. made the conclusion that this design is the most promising of the designs investigated.

Further investigation into the sheet and tube design PVT collector was consequently carried out by Zondag et al. [53]. A numerical model was developed in order to identify and quantify the loss mechanisms behind the reduced PV and thermal yield of a PVT collector in comparison to traditional PV and solar thermal collectors respectively. It was found that reductions for both PV and thermal losses could be achieved by the application of anti-reflective coatings and thermal output could be improved by applying a low emissivity coating to the absorber at the expense of electrical efficiency. Their work identified the trade-off that exists between the thermal and photovoltaic efficiencies.

The technology discussed so far is similar to conventional solar thermal and photovoltaic collectors in the sense that they are installed on top of existing building materials (roofs, walls, etc.). A special branch of PVT collectors known as the building integrated PVT or BIPVT collector has recently emerged receiving significant attention. Here traditional building materials are replaced by solar-converting ones.

2.1.3 Building integrated photovoltaic collectors

The energy consumed and the emissions produced by today’s modern buildings are gaining more attention as a result of growing demand for the implementation of renewable energy technologies [54]. However one of the challenges facing the implementation of renewable energy today, particularly solar energy systems, is this issue of cost. The economics of solar energy systems needs be addressed to see the transfer of this technology into the market. Studies have been performed which indicate that the PVT collector is favourable over existing technology based on its improved energy yield [22]. The reduced payback time of a PVT collector in comparison to individual technologies
(i.e. PV only or solar thermal only) has consequently been demonstrated by a study conducted in Italy by Frankly et al. [55]. Similarly a study performed in Greece showed that the payback time of the PVT collector was reduced by 10 and 6 years for mono-crystalline (c-Si) and amorphous crystalline (a-Si) modules respectively against the traditional corresponding photovoltaic systems [56].

Further cost reductions, however, are possible by replacing traditional building materials with solar energy conversion materials and removing installation and material redundancies [57]. A number of methods currently exist to incorporate solar technology into the built environment. The first method is to only integrate the photovoltaic panel onto roofs and facades [58]. This rapidly growing area is known as building integrated photovoltaics or BIPV. The second method is to include the characteristics of a traditional solar thermal collector and manufacture what is called a building integrated thermal or BIT collector. Finally the BIPVT collector includes aspects from both BIPV and BIT technologies. Driven by its cost saving potential and architectural uniformity, where even colour can be varied [10, 22, 59], several studies have been carried out exploring this technology.

Photovoltaic technology can be integrated into sloped roofs, flat roofs, facades, and shading devices [54]. By replacing conventional building envelope materials with BIPV technology, the outer surface serves as a climate screen and also a local source of electrical energy. The improved economics of the BIPV collector over a standalone photovoltaic system was demonstrated in one modelling study carried out in India [60]. Supporting the results of Benemann et al. [61], this study provided the details of an economic analysis comparing these two systems showing the improved economics of the building integrated system. In addition to its technological advantages, the BIPV collector offers an aesthetic improvement by providing greater architectural uniformity.
One major concern of integrating photovoltaics into rather than onto the building envelope, however, is temperature. The negative effect of temperature on photovoltaic yield will be discussed in detail in a later section; however, it is worth noting that there is a linear drop in conversion efficiency for crystalline silicon solar cells with increased temperature. By incorporating PV technology into structures, higher than usual operating temperatures may result due to the reduced cooling. For example, Davis et al. [62] predicted operating temperatures greater than 20 °C above the normal operating temperature of a photovoltaic panel. Taking the mean decay of PV conversion efficiency to be 0.5% per degree Celsius rise [63], this will lead to an approximate drop of 10% in PV output compared to normal operation. Similar to the concept behind the PVT collector, by incorporating ventilation or means to actively recover heat from the BIPV panel, the negative effect of temperature can be reduced. This principle has led to the development of the BIPVT collector.

Identifying the potential BIPVT collector to improve the output of a PV system in sunny and warm climates, Chow et al. [64] carried out a comparative analysis of three designs for a hotel located in Macau. The first design was to have an air gap behind the PV panel with open ends to allow natural and wind-induced ventilation of the panel. The second design included means to recover heat from the panels for hotel use via buoyancy induced flow. Finally the third design was a standard BIPV system with no ventilation or heat recovery. Interestingly no significant variation in PV output was calculated from this numerical study between each of the three designs due to the regulated cool indoor temperature of the hotel which effectively cooled the PV cells. However space heat gain through the solar wall was minimised by the PV system with active heat recovery. Additionally between May and October, approximately 70,000 MJ of warm air was generated, according to the simulation, which could be used for water pre-heating use in the kitchen, etc.
An additional study by Chow et al. [65] experimentally investigated the performance of a BIPVT system mounted on a vertical wall coupled with a thermosyphon-type water cooling system. It was found that the thermal efficiency of the system at zero reduced temperature was 38.9% and the corresponding photovoltaic conversion efficiency was only 8.56%. Similar to the results obtained in the previous study [64], one significant advantage of the building integrated system was the reduced heat gain to the indoor building environment. Consequently space cooling load was reduced by approximately 50%.

2.2 Analysis of PVT collectors

A significant portion of studies in the area of PVT collectors has been largely based on simulation work [24, 66-68]. Models may be used to approximate the output of a collector of various designs operating under different operating conditions making them a valuable tool for economic assessment. Modelling provides a means to investigate areas of interest and avoid the high cost and time consumed in setting up an experiment. This section will discuss the techniques used for the analysis of PVT collectors. The thermal and electrical aspects of the hybrid collector will be individually addressed.

2.2.1 Heat transfer analysis

The thermal analysis of the PVT collector has typically been adapted from the one dimensional analysis of the traditional solar thermal collector, due their operational similarities. However, in order to take into account the effects of the photovoltaic component Florschuetz [69] in the late 1970’s proposed an extension to the original procedure developed by Hottel and Woertz [70], Whillier [71], and Hottel and Whillier [72]. The collector analysed by Florschuetz shown in Figure 12 is a typical single glazed sheet and tube collector with photovoltaic cells adhered to the absorber plate.
Temperature distribution in the direction of $x$ for a traditional solar thermal collector operating under steady state conditions is calculated by solving the following second order ordinary differential equation:

$$\frac{d^2 T}{dx^2} = \frac{1}{k \delta} \left[ U_L (T - T_a) - S \right]$$

(1)

Where $k$ is the thermal conductivity of the absorber, $\delta$ is the absorber thickness, $U_L$ is the overall heat loss coefficient (W/m K), $T$ is the local absorber temperature, and $T_a$ is the ambient temperature. To take into account the electrical efficiency of the solar cell and its linear drop in conversion efficiency with temperature [73], Florschuetz replaced $U_L$ and $S$ shown in Eq. (1) with modified expressions Eq. (2) and Eq. (3) respectively to give Eq. (4).

$$\hat{U}_L = U_L - \frac{S}{\alpha} \eta_{ref} \beta_{ref}$$

(2)

$$\hat{S} = S \left( 1 - \frac{\eta_a}{\alpha} \right)$$

(3)

$$\frac{d^2 T}{dx^2} = \frac{1}{k \delta} \left[ \hat{U}_L (T - T_a) - \hat{S} \right]$$

(4)

Where $\eta_{ref}$ is the photovoltaic conversion efficiency of the cell at reference conditions, $\beta_{ref}$ is the temperature decay coefficient, and $\eta_a$ is the photovoltaic conversion efficiency of the cell at ambient temperature. The one dimensional thermal analysis of solar collectors has been used extensively due to its simplicity and low computational burden in order to investigate a number of design issues.
A one dimensional analysis was conducted by Anderson et al. [74] on a building integrated PVT collector made from coloured steel roofing. Their combined theoretical and experimental study revealed that the attic air space could effectively be used as an insulating barrier and therefore insulating materials at the rear of the collector could be spared, reducing system installation cost. Their analysis makes the assumption that flow within the collector is uniformly distributed [75, 76] yielding a uniform variation in absorber temperature; however, several studies that shall be discussed in section 2.2.2, have demonstrated that fluid flow through a manifold fluid network is not uniform.

2.2.2 Flow distribution within a header riser fluid network

The header/riser fluid network typically used to transport thermal energy away from the absorber in a traditional solar thermal collector is shown in Figure 13. The network shown is comprised of a dividing and combining header and a series of fluid risers. This fluid arrangement is commonly used for applications outside the solar field such as steam generation units and chemical processing plants [77] and has been investigated in several studies.

An early investigation into flow distribution within a manifold system was carried out by Acrivos et al. [78]. The variation in channel flow for a fluid network equivalent to those
shown in Figure 13 and Figure 14 was described by the authors to be a result of a the variation in pressure along the manifold.

A mathematical model was developed in the study by Datta and Majumdar [77] in order to investigate the variation in pressure along the manifolds for a header/riser network operating under both parallel and reverse flow. Their analysis revealed that flow distribution was dependent on three parameters;

a) The ratio of total port areas to header area ($A_R = nd^2/D^2$).
b) The friction parameter ($F = 4fLd/nd^2$).
c) The discharge coefficient ($Cd$) for lateral flows.

Where $n$ is the number of risers or lateral branches, $d$ is the riser diameter, $D$ is the header diameter, $f$ is the friction factor, and $L$ is the header length.

Based on a parametric study of the first two parameters Datta and Majumdar made the following conclusions:

a) The relative variation in lateral flow distribution increases with the ratio of total port areas to header area.
b) Reverse flow in the manifold resulted in the most uniform flow distribution in comparison to parallel flow.
c) In parallel and reverse flow manifolds, maximum branch flow occurs through the last and first ports respectively.
Their work, however, did not recommend an optimal ratio of dividing/combining manifolds pipe diameter and branch pipe diameters.

Several simulation and experimental studies have since been conducted confirming that flow is not uniformly distributed in a practical installation [79] with flow quality dependent on several factors.

Investigating the issue of non-uniform flow within a solar thermal collector, Chiou [80] developed a numerical model to quantify the flow rate through each individual fluid channel of a solar collector operating under 16 theoretical scenarios. Based on the results
obtained from his fluid analysis, he then plotted the absorber temperature in two spatial co-ordinates demonstrating the large variation obtained due to the non-uniform flow. Consequently a degradation of thermal efficiency between 2-20% was calculated from the analysis when compared to the calculations performed when assuming uniform flow. Based on the results of his study, Chiou concluded that the effects of flow distribution should not be ignored in the analysis of solar thermal collectors.

As opposed to the study of Chiou [76] which was based on numerical simulations, Wang and Wu [81] carried out a combined numerical and experimental study. Their study examined the flow and temperature distribution for an array of ten solar thermal collectors each consisting of 16 risers, giving a total of 160 risers. Additionally, the direction of flow travelling within the inlet and discharge manifolds was varied between parallel and reverse flow. The pattern of flow through each of the arrays was found to be different for parallel and reverse flow directions unlike the results of Datta and Majumdar [77] who reported similar variations in flow for both configurations. For the case of parallel flow, central risers received little flow, while outer risers operated under high flow rates. Consequently a temperature disparity of approximately 30 degrees Celsius was obtained between the two regions. For the case of reverse flow however, only risers closest to the inlet/discharge ports registered significant flow with riser flow rates progressively diminishing. Average thermal efficiencies from each of the arrays were found to be 58.5% and 44.5% for the parallel and reverse flow arrays respectively. From these results it was concluded that reverse flow in the manifold should be avoided. Again, these results contradict the results of Datta and Majumdar [77] which reported that flow distribution was improved with reverse flow in the manifolds.
In addition to the direction of flow in the manifolds, Jones and Lior [82] demonstrated that other factors will similarly influence the quality of flow distribution. By means of a numerical model, the following geometrical factors were varied:

(i) Ratio of the manifold pipe to fluid riser diameter,
(ii) Number of fluid risers, and
(iii) The length of fluid risers.

Their results revealed that the ratio of manifold to riser pipe diameter was the most influential on flow uniformity. Furthermore, by reducing the length of the risers and increasing the number of risers, flow quality was found to diminish. Their study indicates that the shape of the array will have an impact on the flow distribution within a solar array.

Acknowledging the multi-dimensional and transient nature of the solar thermal collector, a numerical model based on the finite volume approach was developed in Spain [83]. One of the objectives of their study was to examine the effect of mal-distribution of coolant flow. Figure 15 displays the results of a computational analysis performed for the absorber temperature operating under uniform and non-uniform flow. For the case of uniform flow, riser outlet temperatures for each tube did not differ by more than 0.4 °C while for non-uniform flow a difference of over 20 °C was obtained. Their study highlighted the difference between the simplified modelling approach and what can actually be expected from a solar thermal collector.
Figure 15 Variation in absorber temperature for a collector under uniform flow (left) and non-uniform flow (right) [83].

Unlike the previous studies which were carried out on conventional solar thermal collectors, research in Thailand more recently investigated the effect of flow uniformity within a PVT collector [84]. The investigation was focused on the geometry of the array which was varied by altering the connection scheme of the PVT modules. Supporting the results of Jones and Lior [82], it was found that by minimising the number of risers (achieved by reducing the number of ‘strings’ of modules) flow uniformity was improved. Furthermore it was found that by reducing the mass flow rate flow distribution was improved. The limitation of this study, however, was that the net effect on photovoltaic yield was not quantified. To perform this task a model which captures the non-linear behaviour of a photovoltaic system would need to be developed.
2.2.3 Mathematical modelling of photovoltaic cell

The common approach in evaluating the electrical performance of a photovoltaic system is based upon the ability to describe the current-voltage (I-V) characteristic for the device under study. The current-voltage characteristics are useful in examining the performance of the cell under various operating conditions and characteristics. Several techniques are generally used to achieve this; however, the lumped parameter approach is most commonly employed [85]. The two most popular variants of this approach are the single and double diode models.

The single diode model describes the behaviour of a solar cell using the modified Shockley diode equation which incorporates a diode quality factor (n) to account for the recombination in the space charge region. The double diode model simulates the space charge recombination effect by incorporating a separate current component with its own exponential voltage dependence. It is stated in another study [86] that the double diode model is able to better approximate the behaviour of a solar cell at lower levels of illumination. However the double diode model requires the evaluation of seven parameters which can be difficult to carry out. The single diode model on the other hand requires the evaluation of only five parameters. It has been stated that it offers a good balance between simplicity and accuracy [87], has been shown to adequately fit experimental data at standard test conditions (STC) [88] and has therefore been widely used [89, 90]. The equivalent circuit diagram for this model is shown in Figure 16.

![Figure 16 Equivalent circuit diagram of the single diode lumped parameter model [17].](image)
The single diode, five parameter model is represented by Eq. (5) [91].

\[
I = I_{ph} - \frac{V + IR_s}{R_{sh}} - I_0 \left[ e^{\frac{(V + IR_s)}{nV_{th}}} - 1 \right]
\]  

(5)

Where \( I \) is the current (A), \( V \) is the voltage (V), \( R_s \) and \( R_{sh} \) are the series and shunt resistances respectively (Ω), \( I_{ph} \) is the photogenerated current (A), \( I_0 \) is the diode saturation current (A), \( n \) is the diode ideality factor, and \( V_{th} \) is the thermal voltage calculated by Eq. (2).

\[
V_{th} = \frac{k_B T}{q}
\]  

(6)

Where \( k_B \) is the Boltzmann constant (1.38065 \times 10^{-23} \text{ J/K}), \( T \) is the cell junction temperature (K), and \( q \) is the value of electron charge (1.6022 \times 10^{-19} \text{ C}).

The five parameter model shown by Eq. (5) may be simplified by assuming the shunt resistance \( R_{sh} \) is infinite, eliminating the second term. This is known as the four parameter model. As only four parameters are necessary, it can be a fast and simple method to model a solar cell. This technique has been demonstrated to simulate the behaviour of a solar cell at conditions similar to STC with high accuracy [92]. A comparative study, however, revealed that over the full range of operating conditions, the five parameter model offered superior accuracy over the four parameter model [90]. Several studies have therefore adopted the five parameter approach [93-95].

Modelling accuracy is, however, not only dependent on the type of model used, but also in the accurate calculation of the five modelling parameters required by Eq. (5) [91, 96, 97].
Examination of Eq. (5) shows that current is a nonlinear implicit function of both current and voltage and must therefore be solved numerically for each voltage point along the \( I-V \) curve (i.e. from 0 to open circuit voltage). This can be computationally burdensome especially when analysing large systems operating under high voltages. An alternative to Eq. (5) has therefore been proposed which models the current equation as an explicit function of voltage using the Lambert \( W \)-function [98, 99].

\[
I = -\frac{V}{R_s + R_{sh}} - \frac{LambertW \left( \frac{R_{sh} I_0}{n V_{th} (R_s + R_{sh})} e^{\frac{R_s (n R_{sh} + R_s + V)}{n V_{th} (R_s + R_{sh})}} \right) n V_{th}}{R_s} + \frac{R_{sh} (I_0 + I_{ph})}{R_s + R_{sh}}
\]

(7)

The Lambert \( W \)-function originated from the work of J.H. Lambert [100] and is defined by the solution of the equation \( We(W) = x \). Although it is not often used in the modelling of electronic components, its properties have been well documented [101]. By using the Lambert \( W \)-function, the transcendental nature of Eq. (1) is transformed into explicit equation Eq. (7) which is a more computationally efficient method of calculating current. This is a particularly useful feature when analysing systems operating under mismatching and heterogeneous conditions such as partial shading [102, 103].

The current-voltage behaviour of a solar cell is heavily dependent on the parameter values such as \( R_s \), \( R_{sh} \), and \( n \) found in Eq. (7) [104]. Their effect on the I-V curve and modelling accuracy is discussed in the proceeding section.
2.2.3.1 Effect of $R_s$, $R_{sh}$, and $n$ on solar cell behaviour

The performance characteristics of a typical solar cell will deviate from that of an ideal cell due to a number of factors. Two dominant factors are the series ($R_s$) and shunt resistances ($R_{sh}$). These resistances shown in Figure 16 are the electrical representations of energy losses within the solar cell. Each loss resistance value embodies losses due to several mechanisms.

The value of series resistance is determined by a number of factors including the bulk resistance of the semiconductor material, the metallic contacts and interconnections, carrier transport through the top diffused layer, and contact resistance between the metallic contacts and semiconductor [105]. One study has demonstrated that daily thermal cycling of the modules installed outdoors will also result in a gradual rise in series resistance [106]. This phenomenon is particularly relevant to PVT collectors. By increasing the series resistance a reduction in the cell’s voltage output was obtained reducing both the fill factor and power output. The fill factor is a measure of the ‘square-ness’ of the IV curve (refer to Figure 17), mathematically defined by the quotient $I_{mp}V_{mp}/I_{sc}V_{oc}$. Ideally the fill factor of a solar cell should be equal to one, however in reality this is difficult to obtain. By increasing the series resistance value from 0.05 to 0.5 ohms, the maximum power output ($P_{max}$) was reduced by over 60% highlighting the detrimental impact of series resistance on the photovoltaic output of a silicon solar cell. The effect of increasing the series resistance on the I-V relationship is shown in Figure 17.
Figure 17 The effect of increasing the series resistance ($R_s$) on the current-voltage curve of a PV cell [106].

In addition to the losses introduced by the series resistance the shunt resistance, $R_{sh}$, represents losses that are due to parallel high-conductivity paths across the $p$-$n$ junction or on the cell edges [106]. These are caused by crystal damage and impurities in and near the junction. The presence of a shunt path results in a shunt current which reduces the current flow to the load [106]. By reducing the shunt resistance the current delivered to the load is reduced as a result of an increase in the shunt current. The overall effect is a decrease of both fill factor and maximum power yield [107]. The influence of the shunt resistance on the I-V relationship is shown in Figure 18.
Figure 18 Effect of varying shunt resistance \( (R_{sh}) \) on the current-voltage curve of a PV cell [106].

Figure 17 and Figure 18 demonstrate the strong influence the resistance values have on the current-voltage relationship. Therefore for accurate modelling of photovoltaic systems it is necessary to determine their values for the system under analysis.

A number of methods have been identified to determine the values of series and shunt resistance. A review of approximately twenty methods by Bashahu and Habyarimana [108] classified the methods under the following groups:

i) Experimental conditions.

ii) Number of diodes to model the solar cell (single or double).

iii) Other assumptions (e.g. Constant ideality factor, infinite/infinite shunt resistance).

iv) The simultaneous calculation of other parameters via numerical methods.
Experimental work has been carried out previously while the cell is either illuminated or in the dark. Although simple to carry out, carrying out a test in the dark will not provide realistic values due to the unrealistic operating conditions [108].

More recently Villalva et al. [91] proposed a method to calculate the resistance values by using data provided by the manufacturer. The primary advantage of this method is that no experimental work is needed. Their iterative procedure is based on the premise that a single combination of $R_s$ and $R_{sh}$ exists which will allow the mathematical model output to equal the experimentally obtained data published by the manufacturer. By first setting $R_s$ to zero, an equation was produced for calculating the corresponding value of $R_{sh}$. The paired values for $R_s$ and $R_{sh}$ are then used in an equation to determine the value of $P_{max}$. This value is compared to the data published by the manufacturer. If a mismatch exists, the value for $R_s$ is incremented and the value for $R_{sh}$ re-calculated and the process repeated until this disparity is minimised. An issue with this method, however, is that the diode ideality constant was arbitrarily chosen and no method was provided for its calculation.

Similar to the method of Villalva et al., Carrero et al. [96] also justified the calculation of series and shunt resistance at maximum power point based on the assumption a photovoltaic system will operate while coupled with a maximum power point tracker (MPPT). The method proposed by Carrero is simple to implement and fast to carry out requiring only several iterations. Again however, the authors assumed the diode constant is uniform and equal to unity. The influence of the diode constant on the resistance values was not considered.
In addition to these inherent characteristics of a solar cell, the behaviour of a solar cell is highly dependent on its environment. Temperature will have an effect on the current-voltage curves similar to the parameters just discussed.

2.2.3.2 The effect of temperature on PV output

The electrical conversion efficiency of a typical solar cell lies in the range of 5 - 20% [16]. Theoretically, the remainder of the incidental radiation minus reflection losses is sunk into the cell as heat [15] increasing the operating temperature of the cell. An increase in operating temperature of the cell junction has been demonstrated by a number of studies to result in a reduction of cell performance [109-115]. Several parameters are affected by temperature [116], but the net effects are the changes which occur to the short circuit current (\(I_{sc}\)), and open circuit voltage (\(V_{oc}\)).

The increase in short circuit current is a direct result of the reduction in bandgap, \(E_g\). The bandgap has been shown to be a function of temperature defined by Eq. (8) [116].

\[
E_g(T) = E_g(300K) + \frac{dE_g}{dT}(T - 300K)
\]  

(8)

For the case of silicon the decay of bandgap with temperature has been reported to be \(-2.3 \times 10^{-4}\) eV/K [117].

The reduction in bandgap with rising temperature allows the absorption of additional photons which can penetrate the material, generate charge carriers and subsequently increase the short circuit current. The change, however, is marginal [4], e.g. for Silicon solar cells [105].
\[
\frac{1}{I_{sc}} \frac{dl_{sc}}{dT} \approx +0.0006^\circ C^{-1}
\] (9)

The significant effect of temperature rise is the reduction in open circuit voltage \((V_{oc})\). The additional thermally generated electrons in the conductivity band and holes in the valence band cause an increase in the reverse saturation current thus reducing open circuit voltage. The decay of open circuit voltage is given by Eq. (10) below [116]:

\[
\frac{dV_{oc}}{dT} = -\frac{(E_{g0} / q) - V_{oc}(T_{ref})}{T_{ref}} - \frac{3k_B}{q}
\] (10)

Substituting \(T_{ref} = 300\) K, \(V_{oc}(T_{ref}) = 0.55\) V, and \(E_{g0} = 1.12\) eV values for a typical silicon solar cell, the derivative of open circuit voltage with temperature is calculated to be approximately \(-2.3\) mV/K [116].

The combined effect of a marginal increase in short circuit current and a linear drop in open circuit voltage is an overall drop in power and conversion efficiency. The traditional linear drop in conversion efficiency is given by Eq. (11) [73].

\[
\eta_c = \eta_{ref} \left[1 - \beta_{ref} (T_c - T_{ref}) \right]
\] (11)

Where \(\eta_{ref}\) and \(\beta_{ref}\) are values typically provided by the manufacturer. An extensive review of power and efficiency correlations is provided in other work [118]. Additionally, methods to approximate the operating temperature of the photovoltaic panel have been reviewed by the same author [119].
The negative influence of temperature on the performance of photovoltaic devices has been a principal cause for research into the development of the hybrid photovoltaic collector [4, 14, 15, 21, 22, 40, 120, 121]. However as discussed in section 2.3.2, the distribution of coolant will lead to a non-homogeneous array operating temperature. With each cell operating at different temperatures, losses in photovoltaic output will arise due to the issue of mismatching. This area will be discussed in the next section.

### 2.2.3.3 Photovoltaic mismatch losses

Various studies have revealed that the total yield of an array is less than the summation of each cell’s individual output [122]. This reduction in power output, often referred to as mismatch loss (or relative power loss, RPL [123]) occurs due to differences in the current-voltage characteristics of the constituent cells which form the series/parallel connected PV array [124]. As it is highly improbable that a module/array with cells identical in electrical characteristics will be manufactured; some degree of mismatch loss is to be expected in any practical installation. To minimise mismatch losses, classification and sorting of PV cells used to assemble a module with cells of similar characteristics is generally carried out by PV manufacturers. The importance of this manufacturing step was demonstrated in a study which found that mismatch losses could be reduced from 11.2% to 6.1% through appropriate sorting and matching techniques [125]. Originally sorting was done based on the short circuit current of the cell; however, the work by Saha and Bhattacharya [124] argued that the sorting of the photovoltaic cells should be carried out based on the peak-power current ($I_{mp}$) and fill factor ($FF$). In addition to the variations in electrical characteristics which arise from the manufacture of PV cells, differences will also arise from shading and cell damage [126, 127], and even from cell aging [128].

The issue of shading, where cells of a PV array are not equally illuminated has been researched extensively [129-132]. Despite the current output from a solar cell being
linearly proportional to the amount of incidental radiation, array losses due to partial shading have been shown to increase non-linearly [133, 134]. Several methods have been investigated to decrease the effects of mismatch losses including the integration of bypass diodes, series/paralleling of cells within modules, and adjusting the shunt resistance of the solar cell.

Discrete bypass diodes are often connected across cells or cell substrings to become forward-biased in the event of mismatch to prevent current limiting [135]. By doing so, power losses due to mismatches are reduced and the maximum power lost in any cell is limited to the power generated by the bypassed cells, thus avoiding hot spot formation [136-138]. Ideally a bypass diode should be installed across each cell; however, this is uneconomical and increases the time and complexity of the module fabrication process. Research into an integrated bypass diode within the cell structure has thus been carried out by the University of New South Wales to overcome these limitations [139-141]. By integrating the diodes, costs can potentially be reduced and module fabrication can be simplified. Roche et al. [142] performed an investigation to compare the performance of two arrays with 64 series-connected cells under shading. One array was fitted with integral bypass diodes (IBDs) and the other was not. The study involved varying the shading of a single cell, multiple columns and multiple rows of the array. It was found that IBDs offered the greatest protection in the case of a single cell being shaded. The disadvantage with the bypass diode however is the additional cost and the marginal reduction in power output as a result of the diode integration. Green [139] estimates the additional cost of the IBD to be less than 5% of the total cell cost. The loss of active cell area with the integration of the diodes results in a power loss of less than 3% but this figure could be reduced with larger cell structures [139, 141].
There is potential to reduce the current limiting effects of a low output cell in a series string by connecting cells in parallel, thereby minimising mismatch losses and maintaining array power output. Roche et al. [142] reported that by increasing redundancy within the series/parallel circuit; the array fill factor and short circuit current can also be improved (see Figure 19). It was stated in this study that the energy benefit of series-parallelising is dependent on the degree of mismatch and the expected prevalence of open circuit defects. Implementation of series-parallelising has been shown to compensate the effects of the small variations in cell output which arise from cell manufacturing by improving performance between 1-3% [143]. In the same study it was shown that arrays subject to partial shading reported improvements of greater than 10%, and in some cases greater than 50%.

Figure 19 Current voltage curves for a number of PV cell arrangements, showing the effect of redundancy and how an array I-V curve can be determined from its constituent components [142].

Increasing parallelism in the array has been shown to reduce the effects of open-circuit defects, but has also been shown to increase the severity of short-circuit defects. Both effects must be considered when designing large arrays as the expected rates of both defects are similar in magnitude [144]. A study by Goss [145] showed that optimum
levels of series/paralleling exist that minimise both open and short circuit defects. Generally, however, losses due to open circuit defects are likely to exceed short circuit defect losses given the predominance of series over parallel connections. Another disadvantage of this method is the reduction in operating voltage and the high currents produced by the array as a result of paralleling but power conditioning can be employed to overcome this problem at additional system cost [142].

As previously mentioned the shunt resistance is an inherent characteristic of a solar cell. Traditionally, shunt resistances are maximised by cell manufacturers in order to increase the fill factor and power point. However, current limiting, and hence mismatch loss problems arise as a result of these high shunt resistances when cells are connected in a series string [137, 138, 146]. A cell with a low shunt resistance is able to pass a higher current when in reverse bias in comparison to a cell with a higher shunt resistance. Under certain conditions, this has the effect of reducing power losses. In the study by Roche [142] where 36 cells were connected in series, the maximum power was obtained by the array with high shunt resistance under low shading. For the same array, however, power output rapidly declined with increasing shading levels. A performance gain due to shading, however, was partially counteracted by the reduced cell performance as a consequence of the lower shunt resistance. For a cell with a shunt resistance of $10R_{sh}$, the power loss at zero shading was approximately 5%.

The shunt resistance of a solar cell can be varied during manufacture using a technique known as edge isolation. The outer edge of a doped wafer is a region of high conductivity and forms the shunt path across the p-n junction which must be removed to maximise shunt resistance [147]. By controlling the amount of material used, the value of shunt resistance can be largely varied. Roche [142] suggested that bin sorting of cells based on
their shunt resistance before encapsulation may be a useful way to produce modules with low shunt resistance cells.

Picault et al. [103] investigated the effect of three different topologies on mismatch losses as shown in Figure 20. The traditional series-parallel (SP), total cross tied (TCT), and bridge linked (BL) topologies were all investigated and compared while operating under heterogeneous illumination. The combined numerical and experimental study demonstrated the advantage of connecting the photovoltaic array using the TCT topology. An analysis of the mismatch losses for each of the three configurations revealed that under partial shading the TCT connection scheme suffered half the mismatch loss of the traditional series-parallel (SP) array. These results are also supported by a more recent study [148] which similarly investigated mismatch losses for several topologies.

For the case of building integration the choice of topologies is, however, more limited. Examining Figure 1 of the building integrated collector under investigation in this study, the structural ribs will make it difficult to wire cells according to the TCT and BL topologies shown in Figure 20. The series/parallel (SP) scheme on the other hand is possible but will suffer the greatest mismatch loss.
2.3 Summary

The studies discussed have demonstrated that a photovoltaic cell or a region behaving differently to the remainder of the array will have some effect on the total array yield. This has been thoroughly investigated for the case of partial shading as the current output from a cell is linearly proportional to the incidental radiation. However despite the similar relationship which exists between temperature and voltage, the effect of heterogeneous array operating temperature has received limited attention. For a traditional photovoltaic system it is reasonable to assume a homogeneous operating temperature given the basic assumption that the array is exposed to uniform sunlight and cooling. But for the case of a PVT collector a non-homogenous operating temperature is expected due to the non-uniform distribution of coolant flow discussed earlier. In order to investigate this issue further a mathematical model which approximates the fluid flow, calculates the resultant absorber temperature, and finally determines the electrical yield of the array under the heterogeneous operating temperature would be valuable. Additionally, the method for calculating the values of solar cell modelling parameters could also be improved, since the existing methods have limitations, including the fact that the effect of varying the diode constant has not yet been thoroughly investigated.

Therefore, the objectives of this thesis are to:

- Develop a mathematical method to determine the modelling parameters of a photovoltaic cell with greater accuracy than current methods and experimentally validate it.
- Develop a model of a PVT collector which considers the combined effects of fluid flow, heat transfer, and the electrical characteristics of the photovoltaic system.
• Investigate and quantify the effect of flow distribution on photovoltaic output of a PVT collector using the model developed.

• Identify the parameters which will have greatest influence on the distribution of flow and collector output.
Chapter 3: Statistical analysis of factors affecting the flow characteristics and thermal efficiency of a building integrated thermal (BIT) solar collector

Introduction

The literature reviewed in Chapter 2 revealed that several parameters exist which will influence the quality of flow distribution through a traditional solar thermal collector. As a result of non-uniform flow through the fluid network, these studies have demonstrated that an uneven variation in absorber temperature will arise leading to a degradation in thermal efficiency due to heat losses. Previous studies however, have been limited to the case of conventional solar thermal collectors which are generally manufactured to fixed dimensions. In this study however, the building integrated solar collector is under investigation which is unique in comparison to traditional solar thermal collectors in the sense that it can be manufactured to various sizing in order to meet the individual requirements of the customer. As the dimension of the collector fluid array was identified as a parameter to significantly influence the quality of fluid flow in the previous section, this unique characteristic of the building integrated solar collector poses a potential concern. The consequence of non-uniform temperature across the absorber surface as a result of flow mal-distribution and its effect on photovoltaic performance has not been adequately investigated for this specific collector type. This investigation is the focus of this study.

The aim of this chapter is to explore this issue considering the specific traits of the building integrated PVT collector by identifying the main and interaction effects of several parameters identified in previous research to have an effect of flow distribution in a solar collector, and to rank their influence. To achieve this aim, a method to quantify the flow rates through the fluid network and calculate the resultant absorber temperature has been developed. As a large number of variations are possible with respect to the geometry
and operational characteristics of a BIPVT collector, an experimental approach was not feasible for both economic reasons and time constraints. A computational approach was therefore applied to approximate fluid flow through the array using commercial finite element analysis (FEA) software. This approach permitted the exploration of numerous design variations in a short time frame. A heat transfer analysis was then conducted which utilised the individual riser flow rates obtained from the fluid analysis. The method used to determine the fin efficiency of a BIT collector numerically using the finite difference approach is presented. This was carried out in order to take into account the irregular geometry of the BIT collector (i.e. in comparison to the classic fin). For each of the treatment combinations defined in the experiment design, the thermal efficiency was then found.

The influence of four factors; (i) array geometry, (ii) the ratio of the manifold to fluid riser pipe diameters, (iii) direction of flow in the manifolds (i.e. parallel or reverse flow), and (iv) the mass flow rate on the thermal efficiency of a BIT were examined. A two level full factorial ($2^4$) experiment was designed to identify all main and secondary interactions among the factors.

An examination of the results was carried out by means of an analysis of variance (ANOVA). The results of the analysis demonstrated that the collector geometry does in fact have the greatest impact of the thermal efficiency of a BIT collector. Additionally this work identified two secondary interactions which will also have an impact of thermal efficiency at five per cent significance level. The identification of these secondary interactions has not been previously reported in the literature.
The final goal of this thesis is to examine the effect of flow distribution on the photovoltaic output of a BIPVT collector. The work presented in this chapter is an important step to achieve this by first identifying and ranking the factors identified to influence flow distribution. To determine the photovoltaic output the fluid flow and operating temperature of the PV array must first be approximated. A method has been developed in this chapter to quantify the flow distribution and absorber temperature by means of a computational analysis. Furthermore the fin efficiency of the BIT collector of non-classical geometry was approximated using the finite difference method with greater accuracy over the traditional analytical analysis of a rectangular fin.

This paper is currently under review with the journal of International Journal of Heat and Fluid Flow.
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Abstract

Previous research has identified four factors (array geometry, manifold to riser channel ratio, flow direction in manifold, and the mass flow rate) which will influence the distribution of coolant flow within a solar thermal collector. In this study, a two level full factorial ($2^k$) experiment was designed in order to statistically rank their impact and also to identify any significant interactions between these factors. The thermal efficiency of the array, calculated by means of a fluid and heat transfer analysis was taken to be the experiment response. During the heat transfer analysis we approximated the fin efficiency of a BIT collector using the finite difference method which considered the heat losses through the structural ribs of the collector. A statistical analysis of the results revealed that all four main effects had a statistical influence on thermal efficiency of the array at 5 per cent significance level. The main effects ranked from highest to lowest in impact were found to be; geometry, manifold to riser fluid channel diameter, mass flow rate, and the direction of flow in the manifolds. Additionally, two secondary interactions were found to have a statistical influence on the experiment response; the array geometry and the direction of flow in the manifold followed by the array geometry and the ratio of manifold to fluid channel diameter. As the geometry of the BIT collector will vary from customer to customer due to its custom nature, these results indicate that the design of a BIT system should consider the effects of flow distribution. Finally, our numerical analysis of the fin efficiency revealed an approximate 5% drop due to additional heat losses through the structural ribs.
Conversion of solar energy is an attractive alternative to the use of fossil fuels. By harnessing the essentially inexhaustible supply of energy from the sun, we are able to reduce our dependence on fossil fuels and consequently the production of harmful carbon emissions. In addition to growing environmental concerns, seeking alternatives to oil, the supply of which is forecast to diminish significantly in the near future is also of interest to national security. Countries such as China, India, UK, and the USA are all net importers of energy and are heavily dependent on fuel imports [149]. Consequently, global effort is searching for means to enhance this field from both a technological and economic perspective.

A number of methods currently exist in order to convert solar radiation into useful forms of energy such as heat and electricity. In this work, however, we are only concerned with the conversion of solar energy into thermal energy. Solar thermal technology has an extensive history where it has been primarily used for hot water and space heating applications. As hot water heating represents a significant portion of the typical household’s electricity consumption, the implementation of solar thermal collectors saw double digit annual growth in Australia and New Zealand over the 2008/2009 period [150]. Further adoption of this technology can be expected by reducing the cost of the system.

A low-cost building integrated type solar thermal collector (Figure 1) henceforth referred to as a BIT collector is currently under development at the University of Waikato. Cost reductions with this collector type are achieved by replacing standard building components with solar conversion materials thereby reducing both material and installation redundancies [57]. The unglazed BIT collector is suitable for various low
temperature applications such as pool heating which requires a low cost solution or for pre-heating domestic hot water systems [151]. Although an unglazed collector will suffer high top heat losses, the absence of a cover and therefore its associated reflection losses results in a higher thermal offset efficiency (when $T_{\text{fluid}} = T_{\text{absorber}}$) making it ideal for low temperature purposes.

An unglazed building integrated thermal collector fabricated from galvanised and painted sheet metal was investigated by a group in Slovenia [152]. This combined numerical and experimental study demonstrated that the unglazed building integrated thermal collector has substantial economic benefit over conventional glazed solar thermal collectors for low temperature applications. The numerical analysis carried out however in this work makes the assumption that flow within each of the fluid risers is uniform. Several studies have shown this is not the case for practical installations.

![Figure 21 Drawing of BIT concept collector under development at the University of Waikato.](image)

An early numerical study was carried out to investigate the effect of non-uniform flow within a solar thermal collector [80]. Sixteen artificially assumed models were used to demonstrate the correlation between the deterioration of thermal performance and flow
uniformity. It was found in this study that the thermal efficiency deteriorated between 2 and 20 per cent for the flow scenarios investigated.

Another study also showed that the thermal performance of an array of solar thermal collectors will be influenced by distribution of coolant flow [81]. A combined numerical and experimental study was performed on the array of 10 series connected solar thermal collectors operating under parallel and reverse flow in the manifolds. For the case of parallel flow, fluid channel flow rates were found to be greatest near the inlet and outlet ports with little flow registered by the central risers. Consequently collectors near the inlet and outlet ports were substantially cooler than collectors located about the array centre. The pattern of flow distribution was different for the case of reverse flow in the manifolds. For this scenario, it was found that flow was greatest for fluid risers near the inlet/outlet port with a non-linear drop for the proceeding fluid risers. Such a flow pattern meant that the first few collectors operated substantially cooler than the remaining array. Similar results were obtained by the authors in an earlier study [153]. As the array operating under parallel flow was determined to operate with an average thermal efficiency 15% higher than the array operating under reverse flow, the authors recommended avoiding this fluid scheme.

In addition to the direction of flow in the manifolds examined in the previous study Jones and Lior [82] examined other parameters and their effect on flow distribution. In their numerical study, the ratio of the manifold and fluid riser diameters, the number of risers, and the length of the risers were identified to have a significant influence on the flow distribution. Flow distribution was found to worsen if the ratio of the manifold to riser diameters and the riser length reduced and the number of fluid risers increased.

Research conducted so far into the effect of flow distribution has been largely limited to traditional solar thermal technology. In this study we investigate this issue further by
examining the effects of array geometry, the manifold to riser diameter ratio, direction of flow in the manifold, and the mass flow rate on a BIT collector. A numerical approach is outlined in the proceeding sections where the fluid channels flow rates are quantified by carrying out a fluid analysis in a commercial FEA software package Autodesk Simulation Multi-physics®. In order to rank their severity and also to identify the presence of any interaction between main effects, a statistical analysis was performed on the results.

3.1 Method

An overview of the experimental method is provided in Figure 22. Details of the full factorial experiment design shall first be discussed in detail in section 3.2. For each of the treatment combinations (TC’s) defined in our experiment design, a numerical fluid analysis was performed using a commercial finite element analysis (FEA) software package. This step was performed in order to quantify the flow rate for each fluid channel of the BIT array. With each fluid channel flow rate calculated, the thermal efficiency for each module of the BIT array was determined via the heat transfer analysis outlined in section 2.3. In this section we also provide detailed steps in the numerical approximation of the BIT fin efficiency using the finite difference method which takes into consideration the unique design of BIT collector.
3.2 Experiment design

A two level full factorial ($2^4$) experiment was conducted so that the main and interaction effects of the four factors discussed in Section 1.0 could be identified. This experimental design was chosen in order to characterise all the variables under consideration including higher order interactions [154]. One major limitation of the full factorial experiment is that the size of the experiment is a function of the number of factors being considered. However, as we are interested only in four factors (discussed in the previous section), the total number of experiments is acceptable. Indeed it is stated elsewhere that a $2^4$ experiment is suitable when the number of factors is less than or equal to four [155].

Figure 22 Overview of experiment method.
Designated labels and levels for each of the factors investigated are summarised in Table 1.

Table 1 Experiment factors and their levels.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Labels</th>
<th>Low level</th>
<th>High level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manifold/Riser ratio</td>
<td>A</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Array geometry</td>
<td>B</td>
<td>24</td>
<td>6</td>
</tr>
<tr>
<td>Direction of flow in manifold</td>
<td>C</td>
<td>Reverse</td>
<td>Parallel</td>
</tr>
<tr>
<td>Mass flow rate</td>
<td>D</td>
<td>0.0075 kg s⁻¹ m⁻²</td>
<td>0.015 kg s⁻¹ m⁻²</td>
</tr>
</tbody>
</table>

For Factor A, the manifold/riser ratio was varied between a low and high level of \( \Phi_{\text{manifold}} / \Phi_{\text{riser}} = 1 \) and \( \Phi_{\text{manifold}} / \Phi_{\text{riser}} = 4 \) respectively. A ratio of 1 was considered the lowest level by the authors, while a ratio of four was chosen to strike a practical balance between cost and performance. Characteristics of both low and high levels are given by Figure 23.

![Figure 23 Physical comparison between low and high levels for Factor A.](image)

For Factor B, Array geometry was varied while maintaining a constant absorber area of 3.6 m². The array shape was adjusted by varying the number and length of BIT modules altering the aspect ratio of the BIT array. For the low level term, the array consisted of 24
BIT modules of length \( (L_{ab}) \) equal to 1 m. For the high level term, the array consisted of only six modules of \( L_{ab} = 4 \) m in length. A side-by-side comparison of each of the Arrays is presented in Figure 24.

![Figure 24: Side-by-side comparison of the two array geometries investigated (Factor B). The low level array consists of 24 BIT modules 1m in length while the high level array is made up of 6 modules 4m in length. Both arrays are 3.6 m2 in area.](image)

The direction of flow in relation to the inlet/discharge manifolds as discussed in the previous section will have an effect on the flow distribution within the array. Factor C therefore is varied between reverse and parallel flow for the low and high levels respectively.

Finally the mass flow rate, Factor D is varied at the low level of \( m = 0.0075 \) kg s\(^{-1}\) m\(^2\) and at the high level of \( m = 0.015 \) kg s\(^{-1}\) m\(^2\).

The \( 2^k \) factorial experiment carried out was based on four factors (i.e. \( k = 4 \)), providing a total of 16 treatment combinations. For each treatment combination, the corresponding
factor levels are given in Table 2. The proceeding sections will discuss the method employed to computationally calculate the response of the system ($\eta_{th}$).

Table 2 Coded design matrix of experiment providing details of each of the 16 treatment combinations investigated.

<table>
<thead>
<tr>
<th>TC</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>3</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>5</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>7</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>9</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

3.3 **Fluid Analysis**

A 2D planar analysis was performed using Autodesk Simulation Multi-Physics to calculate the fluid velocities through each of the fluid channels of the BIT array. For our investigation, water was assumed to be the heat exchange fluid being actively circulated...
through the BIT array. As the water is being pumped through the collector, the effects of buoyancy were therefore neglected.

Modelling only the fluid network, the mesh was generated automatically using four node quadrilateral elements operating under the Newtonian viscosity model. Two boundary conditions were specified for our simulation; a surface prescribed velocity at the inlet port of the fluid array which dictated the mass flow rate, and a free surface prescribed at the outlet port face (refer to Error! Reference source not found.). Fluid velocity, $V$ at the inlet port was calculated using Eq. (12).

$$m = \rho AV$$

(12)

Where $m$ is the desired mass flow rate (Factor D), $A$ is the manifold area (m$^2$), and $\rho$ is the density of water (kg/m$^3$).

The location of the outlet port for the array under study (Figure 25) was dependent on whether parallel or reverse flow direction was being analysed as directed by Table 2.

![Diagram](Image)

Figure 25 Diagram depicting the difference in flow connections of a header riser flow network for a parallel flow array (left) and a reverse flow array (right) [153].
Sixteen fluid simulations were conducted according to the treatment combinations listed in Table 2. For each simulation the fluid channel flow rates were taken and used for the heat transfer analysis.

3.4 Heat transfer analysis

Each treatment factor investigated in the previous section will result in a unique variation in absorber temperature due to the corresponding variation in fluid flow. The aim of our heat transfer analysis is to determine the thermal efficiency of each module in the BIT array followed by the calculation of the mean module thermal efficiency for each treatment factor. The absorber temperature distribution is calculated using Eq. (13) [7].

\[
T(x, y) = \frac{(T_b(y) - T_a - S/U_L) \cosh mx}{\cosh m(W - D)/2} + T_a + \frac{S}{U_L}
\]

(13)

Where \( T_b \) is the bond temperature, \( T_a \) is the ambient temperature, \( S \) is absorbed radiation (W/m\(^2\)), \( x \) represents an arbitrary distance perpendicular to fluid flow, \( W \) is the distance between tubes (m), \( D \) is the riser tube diameter (m), and \( U_L \) is the overall heat loss coefficient of the collector (W/m\(^2\) K). The overall heat loss co-efficient for our unglazed collector was taken to be a constant value of 22 W/m\(^2\) K [74] in our study. Variable \( M \) is calculated using Eq. (14).

\[
M = \sqrt{\frac{U_L}{k\delta}}
\]

(14)

Where \( k \) is the thermal conductivity of the absorber material, and \( \delta \) is the absorber plate thickness (m).
In order to solve Eq. (13), we must first calculate the bond temperature, \( T_b \) using Eq. (15) [7].

\[
T_b(y) = \frac{WF'[S - U_L (T_f(y) - T_a)]}{h_f \pi D_i} + T_f(y)
\]  

(15)

Where \( T_f(y) \) is the temperature of fluid circulating through the collector, \( F' \) is the collector efficiency factor, and \( h_f \) is the convective heat transfer coefficient. The fluid temperature will vary in the direction of flow and is therefore a function of \( y \) \((m)\). The collector efficiency factor is calculated by [7].

\[
F' = \frac{1}{U_L \left[ \frac{1}{U_L [D + (W - D) / F]} + \frac{1}{\pi D_i h_f} \right]}
\]  

(16)

Calculation of the collector efficiency factor requires the fin efficiency value \( F \). Traditionally this value is determined by carrying out a classical fin analysis on the solar thermal absorber which is assumed to be a fin of rectangular cross section. Given the simple geometry of the classic fin, \( F \) is calculated by an analytical expression. However due to the structural ribs required to stiffen the building integrated collector as shown by Figure 26, such an analysis may lead to non-negligible error. To quantify this variation, the finite difference method was applied to calculate the temperature distribution and fin efficiency for a simplified version of the BIT collector under study.

### 3.4.1 Numerical calculation of fin efficiency

Geometry of the BIT collector for which the temperature distribution is to be calculated is shown in the bottom of Figure 26. As the collector is made from 2mm thick aluminium, a one dimensional steady state analysis was deemed sufficient for this investigation (as is the common practice in assessing fin performance [156]).
Figure 26 Comparison between the classical fin (top) and the simplified BIT collector designs.

A finite difference control volume analysis was performed for a nodal network structure illustrated in Figure 27. The structure modelled contained significantly more nodes than shown in this figure. As the BIT collector was taken to be symmetrical about a vertical axis through the fluid channel, only half of the geometry was required for the simulation. The red arrows shown in Figure 5 indicate the nodes under radiation flux and the node under convection heat transfer (at the line of symmetry). As incidental radiation is assumed to be normal to the collector, only horizontal surfaces were exposed to radiation in this study. Irradiance, $G$ was taken to be 1000 W/m². All nodes were subject to heat loss, $q_{\text{loss}}$. 
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Figure 27 Nodal network of the BIT collector used to determine the temperature distribution using the finite difference method. Additionally, all nodes were subject to heat loss, qloss.

The analysis consists of four nodal types; I) nodes under radiation flux, II) nodes under no radiation flux, III) node under convection heat transfer (i.e. node at fluid riser), and IV) adiabatic nodes at structural rib ends. A control volume analysis for each node type is presented in the following section.

3.4.2 Control volume analysis

Proceeding sections detail the control volume analysis for the nodes shown in Figure 27 operating under each set of boundary conditions. Both overall energy and finite difference equations are provided.

3.4.2.1 Node under radiation flux

Figure 28 below shows the node \((i)\) and control volume (dotted box) of width \(\Delta x\) exposed to radiation.

![Figure 28 control volume for a node under incidental radiation.](image)

A steady state energy balance yields,

\[
q_{LHS} + q_{RHS} + q_{RAD} - q_{LOSS} = 0 \tag{17}
\]
Where \( q_{LHS} \) and \( q_{RHS} \) represent conduction heat transfer with neighbouring nodes, \( q_{RAD} \) is radiation heat transfer to control volume, and \( q_{LOSS} \) represents heat loss to ambient. Substituting the relevant approximate rate equations (Fourier’s Law) [157],

\[
\frac{kA}{\Delta x} (T_{i-1} - T_i) + \frac{kA}{\Delta x} (T_{i+1} - T_i) + S\Delta x - U_L \Delta x(T_i - T_a) = 0
\]  

Where \( S \) is the absorbed radiation (W/m\(^2\)) and \( U_L \) is the overall heat loss of the collector coefficient (W/m\(^2\) °C). Procedure to calculate the overall heat loss coefficient will be presented in Section 2.2. As the collector panel length was assumed to be unity in the direction of fluid flow, the area \( A \) of the control volume perpendicular to conduction heat flux was taken to be equal to the value of fin thickness (\( \delta \)). \( T_i \) represents the temperature of the node (and therefore the control volume), \( T_a \) is the ambient temperature, while \( T_{i-1} \) and \( T_{i+1} \) represent the temperature of nodes to the left and right respectively.

### 3.4.2.2 Node under no radiation flux

Figure 29 represents a control volume of the BIT collector under no radiation loading interacting with neighbouring nodes via conduction and heat loss to surroundings.

![Figure 29 control volume for a node under no incidental radiation.](image)

A steady state energy balance of the control volume shown by Figure 29 yields,
\[ q_{LHS} + q_{RAD} - q_{LOSS} - q_{FLUID} = 0 \]  \hspace{1cm} (19)

\[ \frac{kA}{\Delta x} (T_{i-1} - T_i) + \frac{kA}{\Delta x} (T_{i+1} - T_i) - U_L \Delta x (T_i - T_a) = 0 \]  \hspace{1cm} (20)

### 3.4.2.3 Node under convection heat transfer

A single node (as indicated on the extreme right in Figure 27) is subject to both radiation and convective cooling due to fluid flow in the riser pipe in addition to conduction interaction with neighbouring nodes. Figure 30 represents the energy flow into this control volume.

![Figure 30 control volume for the node under incidental radiation and convective heat transfer.](image)

An energy balance of the control volume shown by Figure 30 yields,

\[ q_{LHS} + q_{RAD} - q_{LOSS} - q_{FLUID} = 0 \]  \hspace{1cm} (21)

\[ \frac{kA}{\Delta x} (T_{i-1} - T_i) + \frac{\Delta x}{2} S - \frac{\Delta x}{2} U_L (T_i - T_a) - \frac{h_f \pi D}{2} (T_i - T_f) = 0 \]  \hspace{1cm} (22)

Where \( T_f \) is the fluid temperature, \( D \) is the riser pipe diameter (m), and \( h_f \) is the forced convection heat transfer coefficient (W/m² K) calculated by [156].
\[ h_f = \frac{Nu k}{D} \]  

For a circular tube, the Nusselt number \( Nu \) is independent of velocity for laminar flow conditions but is dependent on the thermal boundary condition [156]. The value can be taken as either 4.36 and 3.66 for uniform surface heat flux and constant wall temperature conditions respectively [156]. In this work we assumed a Nusselt number of 4.36. For \( T_f = 20^\circ C \), the thermal conductivity value \( k \) was taken to be 0.6 W/m K [7]. For a pipe 0.01m in diameter, the heat transfer coefficient \( h_f \) was calculated to be 260 W/m² K.

### 3.4.2.4 Nodes at adiabatic boundary conditions

The ends of the roof ribs were assumed to be adiabatic as indicated in Figure 27. For the control volume shown in Figure 31, only two energy flows are presented \( q_{LHS} \) and \( q_{LOSS} \) representing conduction with its neighbouring node and heat loss to ambient respectively. The energy balance and finite difference equations were determined to be,

\[
q_{LHS} - q_{LOSS} = 0
\]  

\[
\frac{kA}{\Delta x} (T_{i-1} - T_i) - \frac{\Delta x}{2} U_i (T_i - T_0) = 0
\]  

Figure 31 control volume for the nodes at rib ends.
3.4.2.5 Calculation of the overall heat loss coefficient

In the analysis of solar thermal systems, it is useful to represent heat losses from the collector to its surroundings using an overall heat loss coefficient $U_L$ in order to simplify the mathematics behind the analysis. The overall heat loss coefficient is the summation of heat losses experienced from the collector’s top, edges, and bottom surfaces [7].

Given the unique design of the collector under study were it is integrated directly into the building envelope without a top cover, the procedure for calculating $U_L$ will vary somewhat from that of a traditional solar thermal collector. Anderson et al. [74] determined the overall heat loss coefficient to be 22 W/m² K for an unglazed building integrated PVT collector very similar to the one considered in this study. This value was obtained considering that the building integrated collector is installed above an air-filled, triangular, enclosed attic in which the trapped air essentially acted as a layer of insulation. The value calculated for $U_L$ obtained Anderson et al. was used for our study.

3.4.3 Calculation of temperature distribution $T(x)$

For $N$ nodes, an $N$ number of finite difference equations were developed based on the control volume analysis discussed in previous sections in order to determine $N$ unknown temperatures. Finite difference equations presented in sections 2.11, 2.12, 2.13, and 2.14 were modified to fit the following matrix equation format [158]:

$$A \bar{X}=b$$  \hspace{1cm} (26)

Where $A$ is a sparse-type matrix consisting of the unknown temperature coefficients, $\bar{X}$ is the vector of unknown temperatures to be found, and $b$ is a vector of the corresponding constant terms for each control volume.
Using Matlab® software, matrix $A$ and vector $b$ were compiled using the finite difference equations previously discussed. The linear system of $N$ equations was solved using Gaussian Elimination to obtain vector $X$ of unknown temperatures. A comparison of the temperature distribution is made in Figure 32 between the BIT collector and a traditional flat plate collector. We can see at $x = 0$, the temperature of the BIT collector is somewhat lower due to additional heat losses through the ribs. Based on these results we can expect a reduction in the fin efficiency value of the BIT collector.

![Figure 32 Temperature distribution for the BIT collector along the fin compared with the temperature distribution of a standard flat plate collector. Both sets of data were calculated numerically using the finite difference method.](image)

### 3.4.4 Calculation of fin efficiency $F$

The fin efficiency for a straight fin with a rectangular profile under uniform radiation is calculated using Eq. (27). This equation is typically used for the analysis of the traditional flat plate solar thermal collector.

$$F = \tanh\left[\frac{m(W - D)}{2}\right]$$

(27)
The calculation of the fin efficiency value depends on the boundary condition at the fin tip and the geometry of the fin. Eq. (27) assumes a straight, rectangular geometry and hence would not yield an accurate value for the BIT collector fin which must, therefore, be calculated numerically. The fin efficiency is defined as the ratio of the heat transfer away from the actual fin to the heat transfer away from an ideal fin [157]).

The energy conducted to the region of the fluid riser can be determined using Fourier’s law. Using Eq. (28) below, the finite difference method is used to calculate conduction heat transfer through the fin above the riser. Where $T_N$ represents the temperature of node $N$ (at fluid riser) and $T_{N-1}$ is the temperature of the adjacent node.

$$\frac{d}{dx} \left[ -k \delta \frac{dT}{dx} \right]_{x = \frac{(W-D)}{2}} = k \delta \frac{T_{N-1} - T_N}{\Delta x}$$

(28)

The value obtained using Eq. (28) was multiplied by two as the value obtained represents conduction from one side of the riser tube only. The heat transfer value for the ideal fin was numerically calculated by setting the thermal conductivity of the fin to infinity.

$$F_{\text{BIT}} = \frac{q_{\text{fin}}}{q_{\text{ideal}}}$$

(29)

Inspecting Figure 32 we can see that the fin edge temperature for the BIT collector is lower compared to the values obtained using Eq. (1) due to conduction losses through the structural ribs. For the BIT collector, we numerically determined the fin efficiencies to be 0.88 while the fin efficiency for a traditional flat plate collector of equivalent characteristics was found to be 0.93, which represents a 5.2% drop in fin efficiency.

### 3.4.5 Module efficiency calculation

Fluid temperature for each riser, $T_f(y)$ needed for Eq. (15) is calculated by Eq. (30) [7].
\[ T_f(y) = (T_{fi} - T_a - S/L_u) e^{\left(\frac{U_{WF,y}}{mc_p}\right)} + T_a + S/L_u \]  

(30)

The process of calculating the absorber temperature, \( T(x, y) \) begins by initially estimating a value for the mean fluid temperature (\( T_{fm} \)) so that fluid properties such as viscosity (\( \mu_f \)), thermal conductivity (\( k \)) and Prandtl number (\( Pr \)) can be interpolated from tabulated data. The mean fluid temperature (\( T_{fm} \)) is calculated by Eq. (31).

\[ T_{fm} = \frac{T_{fo} + T_{fi}}{2} \]  

(31)

Where \( T_{fo} \) and \( T_{fi} \) represent the values of outlet and inlet fluid temperature respectively. In our study, the inlet fluid temperature, \( T_{fi} \) was kept constant at 20 °C. The outlet fluid temperature is found using Eq. (15) with \( y \) set to the length of the absorber.

Using the riser mass flow rates determined in our fluid flow analysis, the Reynolds number (\( Re_D \)) was calculated using Eq. (17) with the assumption that flow was steady and incompressible and within a pipe of uniform cross sectional area [7].

\[ Re_D = \frac{4\dot{m}}{\pi D \mu} \]  

(32)

Where \( D \) is the diameter of riser pipe and \( \mu \) is fluid viscosity. For values of \( Re_D < 2300 \), flow was considered laminar and fully developed. Conservative heat transfer coefficient values was calculated by making the constant wall temperature assumption [7]. Here, the Nusselt number (\( Nu \)) was taken to be 3.66 [159]. The convective heat transfer coefficient (\( h_{ef} \)) of fluid circulating in the riser may then be calculated by re-arranging Eq. (33).

\[ Nu = \frac{h_{ef} D}{K} \]  

(33)
Once the convective heat transfer coefficient, $h_{fi}$ was found, the fin efficiency factor, $F'$ and fluid temperature, $T_f(y)$ were calculated. With the new value of outlet fluid temperature found, the new value for mean fluid temperature, $T_{fm,i}$ was calculated using Eq. (16) and compared to the previous value of $T_{fm,i}$. The process of calculating $F'$ and $T_f$ was repeated until the error in subsequent iterations was within a user specified tolerance.

Final values of $F'$ and $T_f$ were then used to calculate the bond temperature ($T_b$) and absorber temperature ($T_a$) using Eq. (6) and Eq. (4) respectively. This process was repeated in Matlab for each of the 16 treatment combinations.

Finally once $T_{fo}$ was found, the useful energy gain, $Q_u$ was calculated using Eq. (34)

$$Q_u = mC_p(T_{fo} - T_{fi})$$  (34)

Where $m$ is the riser mass flow rate (calculated from our fluid analysis), and $C_p$ is the specific heat of water (kJ/kg K). The thermal efficiency ($\eta_{th}$) can now be calculated using Eq. (35) for each module. All module efficiency values were then averaged to give the final array response.

$$\eta_{th} = \frac{Q_u}{GA_c}$$  (35)

### 3.5 Results and Discussion

The thermal efficiency values for each treatment combination are presented in Table 3 along with the levels for each factor. The objective of our analysis was to determine the ranking of the main effects and identify any significant secondary interactions. To achieve this aim a statistical analysis was carried out on the data presented in Table 3. An analysis of variance (ANOVA) study was carried out using Minitab 16 software.

Table 3 Response values (thermal efficiency of array) for each treatment combination investigated.

<table>
<thead>
<tr>
<th>TC</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>Response</th>
</tr>
</thead>
</table>
Figure 33 illustrates the Pareto plot [154] of main effects and secondary interactions. Higher order interactions were found to be insignificant and systematically removed in our study. The graph shows that all four main effects are significant at the 5 per cent significance level (i.e. $\alpha = 0.05$). Geometry of the array was shown to have greatest effect on the thermal efficiency followed by the manifold to riser ratio, mass flow rate, and the direction of flow in the manifolds. Interestingly we can see that in addition to the main effects, there is a strong interaction between the array geometry (Factor B) and the direction of flow in the manifold (Factor C), and also between the manifold to riser ratio (Factor A) and array geometry (Factor C). These results identify the need in the appropriate selection of the manifold to riser channel ratio and the direction of flow in the manifolds for a BIT collector of specified geometry.
Figure 3.3 Pareto plot of effects at 5 per cent significance level.

The analysis of a $2^k$ factorial design makes the assumption that the observations are normal and independently distributed [155]. This assumption was validated by generating a normal probability plot of residuals shown by Figure 3.4. Inspecting this graph, we observe that the residuals fall approximately along the straight line supporting our assumption that the data has come from a normal distribution. We can also confirm that there are no obvious data points which stray away from the data group thus no outliers exist in our data.

Figure 3.4 Normal probability plot.
A final data integrity check is to verify that the residuals are independent by plotting the Residual vs Order graph. Examining Figure 35, we can see residuals are randomly scattered about the x-axis and there is no pertinent trend. The residuals are therefore independent.

![Figure 35 Residual versus order of the data.](image)

3.6 Conclusion

In our study a two level full factorial experiment was designed to determine what effect four design factors and their interactions will have on the thermal efficiency of a building integrated thermal collector. A computational analysis was performed in order to approximate the fluid flow and corresponding temperature distribution of each of the 16 treatment combinations using a commercial FEA package and Matlab software. Furthermore, a numerical analysis was conducted to quantify the fin efficiency of a BIT collector using the finite difference method which revealed the BIT collector will suffer a 5% drop in fin efficiency due to additional fin tip heat losses through the structural ribs of the collector. From these results the thermal efficiency values were calculated for each module and averaged for each treatment factor. A statistical analysis revealed that the
array geometry will have the strongest influence, followed by the manifold to riser channel ratio, mass flow rate, and lastly the direction of flow in the manifold (i.e. parallel or reverse flow). Two secondary interactions were also found to be statistically significant at 5 per cent significance level. The array geometry and direction of flow in the manifold followed by the array geometry and the manifold to riser channel ratio interactions will both affect the thermal yield of a BIT collector.

The authors believe the research presented is valuable to those responsible in the design of BIT systems.
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Chapter 4: Numerical determination of parasitic resistances of a solar cell using the Lambert $W$-function

4.0 Introduction

Chapter three demonstrated that several parameters which are expected to vary considerably for the case of building integrated solar collector, will have a statistically proven influence over its thermal performance. As this chapter only examined fluid flow and heat transfer, further work is necessary to understand what effect flow mal-distribution will have on the photovoltaic output due to the negative impact of temperature for the building integrated PVT collector. Similar to the methodology applied in the previous chapter, a number of scenarios must be investigated to examine how influential this issue will be on photovoltaic output for a building integrated solar collector. An experimental investigation was therefore not feasible, consequently a mathematical approach must be employed. A mathematical model of the photovoltaic system which captured the effect of temperature was therefore developed and added to the model created in the previous chapter.

Chapter 2 outlined the procedure commonly utilised to simulate the non-linear behaviour of a crystalline silicon solar cell. It was discussed that the accuracy of a photovoltaic model is heavily dependent on parameter selection. For the popular single diode five parameter model which shall implemented in this study, five parameters ($R_s$, $R_{sh}$, $n$, $I_0$, $I_{ph}$) in total must be found. A number of methods currently exist to achieve this task as discussed in Chapter 2 ranging in complexity and accuracy. In this chapter a unique method for calculating two of these parameters is presented.

The method presented here for calculating two parameter values, $R_s$ and $R_{sh}$, is based on matching the mathematical output of the single diode equation with data provided by the manufacturer. This is achieved by using a multi-dimensional version of the Newton-
Raphson method and equations which express the current-voltage characteristics of a solar cell using the Lambert $W$-function.

Validation of the method was carried out by comparing the values obtained with this method against values published in the literature. Additionally two other published methods were used to calculate the resistance values for comparison. Values were found to be calculated with much higher accuracy using this method and unlike other methods, the values for $R_s$ and $R_{sh}$ were found to approach final values in a rapid and convergent manner. Additionally the method can be employed using only data provided by the manufacturer, therefore avoiding the need of expensive electrical equipment used for acquiring the characteristics current-voltage curve of the device under study.

Research carried out in this chapter provided a necessary step into the development of the mathematical model used to quantify the photovoltaic output of a BIPVT collector. This model can then be applied for the analysis of non-uniform flow distribution conditions.
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Abstract

Several methods are currently available to determine the values of series and shunt resistance of a solar cell. A new method is presented here to numerically locate these values using the popular Newton-Raphson technique at maximum power point. Equations based on the Lambert W-function and their partial derivatives are provided so that all calculations may be performed in a Matlab or similar environment. The results of this new method are presented and compared with two published methods and the analytically obtained for a blue and grey type solar cell in earlier work (Charle et al., 1981). Additionally, resistances of various types (single, poly, and amorphous) crystalline) were investigated. Values determined agreed with experimentally verified results and some situations with quadratic convergence is all instances provided initial estimates of the roots were within vicinity of the actual roots.
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1. Introduction

Modeling and simulation of a photovoltaic systems is typically performed in order to optimise the performance of a system prior to installation. Photovoltaic modules manufacture specify the operating characteristics of their modules at standard test conditions (STC) where irradiance and temperature are held constant. Generally speaking, the following characteristics of the cell/module are often published by the manufacturer: open circuit voltage ($V_{oc}$), short circuit current ($I_{sc}$), maximum power point ($P_{max}$), maximum power voltage ($V_{mp}$), and current ($I_{mp}$), and temperature coefficients for both short circuit current and open circuit voltage. In reality however, the photovoltaic system will be subject to highly varying environmental conditions resulting in operation outside these published values. Factors including but not limited to irradiance, ambient temperature, wind speed, etc. will have influence on the output of any photovoltaic system. To quantify the output of a photovoltaic system under such circumstances, the behaviour of a solar energy system can be approximated with an equivalent electric circuit. A number of models exist such as the two diode model (Maccabe et al., 2011) which takes into account the recombination process influencing the behaviour of the current–voltage characteristics. The simpler single diode model such as the one shown in Fig. 1 on the other hand has shown to offer an acceptable compromise between simplicity and accuracy (Carraro et al., 2007). The behaviour of such cell is mathematically defined by,

$$i = I_{ph} - I_{0} \frac{V + R_{s} \cdot i}{R_{sh}} - I_{0} \left( e^{V / kT} - 1 \right)$$  \hspace{1cm} \text{(1)}$$

where $i$ and $V$ represent the current and voltage of the cell, $I_{ph}$ is the photogenerated current, $I_{0}$ the reverse saturation current of the equivalent diode, $R_{s}$ is the shunt resistance and $R_{sh}$ the series resistance of cell or module.
resistances of the cell respectively, and $V_0$ is the thermal voltage of the cell ($kT/q$). Here, $k$ is the Boltzmann constant ($1.3806 	imes 10^{-23} \text{J/K}$), $T$ is the absolute temperature ($K$), and $q$ is the electron charge ($1.6022 	imes 10^{-19} \text{C}$).

Parameters necessary for Eq. (1) which have not been explicitly provided such as $R_s$ and $R_{sh}$ must be extracted from the supplied manufacturer datasheet or determined experimentally. Only the former shall be discussed in this paper.

Evaluation of series and shunt resistance values is by no means a trivial task, consequently a number of methods have been proposed and reviewed by authors (Baskaran and Niyazimama, 1995; Chegner et al., 2004; de Blas et al., 2002; Jia et al., 1998; Pyrch et al., 2007). One technique is to extract parameters including series resistance from a single diode lumped circuit model using current/voltage data experimentally obtained (Buscaldi et al., 2007). In this method, numerical least squares techniques are employed to find the values of 'C factors' to describe voltage explicitly in terms of current. Another author (Xiao et al., 2004) suggested to determine series resistance iteratively knowing the derivative of power with respect to voltage is equal to zero. This method however did not take into account the effect of shunt resistance.

Some authors (Carraro et al., 2010; Villalva et al., 2009) have proposed to find the values of loss resistances at maximum power point (MPP) considering photovoltaic systems are generally implemented with maximum power point tracking (MPPT) hardware. The method of Villalva et al. (2009) is based on deriving the values of $R_s$ and $R_{sh}$ using an iterative process given that a unique pair of values for $R_s$ and $R_{sh}$ will match the value of $P_{max}$ provided by the manufacturer. This approach involves setting the series resistance to zero, differently and calculating the value of $R_{sh}$ using a given relationship. The value for power is calculated and compared with that of the manufacturer. If there is a mismatch within a specified range, the value of $R_s$ is incremented. This process is repeated until the error falls below a threshold value.

The method of Carraro et al. takes a similar approach to the one just discussed. Using several equations, values of parasitic resistance are determined at maximum power point. This method makes the assumption of a high value for shunt resistance initially. Based on this assumption, an expression for $R_s$ is provided which is primarily a function of manufacturer specified data, an initial estimate for $R_s$, and the diode ideality factor. $n$ (assumed to be equal to 1 in their study). As an estimate for $R_s$ is required at the beginning, the process is repeated several times until the value for $R_s$ has converged. This method is simple and can be performed without aid of a computer. Both the methods of Villalva et al. and Carraro et al. have the benefit that they only require data specified by the manufacturer.

This paper describes the methodology to determine the values of $R_s$ and $R_{sh}$ at maximum power point using a multivariable version of the Newton-Raphson method. The Newton-Raphson method offers the advantage of rapid convergence but this method can only be implemented if the first order derivative can be derived. The transcendental nature of Eq. (1) where current is an implicit function of both current and voltage makes this task difficult. An alternative to Eq. (1) has been proposed which describes the behaviour of the PV system using the Lambert $W$-function (Jain and Kasper, 2004).

$$W \left( \frac{PV}{R_s + R_{sh}} \right) = \frac{PV}{R_{sh}}$$

Eq. (2) is now an explicit function of voltage only, and can therefore be determined analytically, avoiding the numerical approximations necessary to solve Eq. (1). The approach of modelling with the Lambert $W$-function is attractive based on the simplification which provides a numerical analysis of large photovoltaic systems, particularly for systems under the effects of mismatch losses such as shading and temperature (Petrouse et al., 2007; Picone et al., 2010). An additional advantage of modelling with the Lambert $W$-function is its easy differentiability (Berry et al., 1995; Cedoss et al., 1996) permitting the use of open methods to locate the roots of these non-linear equations numerically. This paper will provide the methodology and the necessary equations to find values of $R_s$ and $R_{sh}$ at maximum power point using the Newton-Raphson method. Results obtained from this method are compared with published values for a blue and grey type solar cell (Churley et al., 1981) and for three modules of different type (Iglesias et al., 2001). Values obtained using the methods published by Villalva et al. and Carraro et al. were also determined for comparison.

1. Theory

Similar to methods discussed in the previous section, the values of $R_s$ and $R_{sh}$ are to be determined at the maximum power point (MPP). Fig. 2 plots the power-voltage characteristics of a typical solar cell for various values of series resistance ($R_s$ constant) using Eq. (2). Increasing series resistance has the overall effect of reducing the maximum power output ($P_{max}$). At this point, values for current and voltage are typically specified by the
manufacturer ($I_{mp}$ and $V_{mp}$ respectively). The proposed method begins by first examining the current–voltage relationship of a solar cell. By substituting values $I_{mp}$ and $V_{mp}$ obtained from the manufacturers datasheets for $i$ and $V$ respectively into Eq. (3) and re-arranging to equal to zero, we derive expression $z$ at maximum power point.

$$z = \frac{R_{sh}(I_{mp} + \frac{V_{mp}}{R_{sc}})}{R_{sh} + R_{sc}} - \frac{V_{mp}}{R_{sc}} - \frac{V_{mp}}{R_{sc}} \frac{nV_{mp}}{I_{mp}} \frac{\text{LambertW}(\theta_1)}{R_{sc}} - I_{mp} = 0$$

where $\theta_1$ is given by:

$$\theta_1 = \frac{V_{mp}}{I_{mp}} \frac{\text{LambertW}(\theta_1)}{R_{sc}}$$

Squaring Eq. (3), we can see that all values with the exceptions of $R_{sc}$ and $n$ can be obtained either from datasheets provided by the manufacturer, or approximated by expressions published in earlier work. If the ideality factor, $n$ is known we have two unknowns ($R_{sc}$ and $\theta_1$) which must be found. A second expression is therefore needed to solve for $R_{sc}$ and $\theta_1$.

$$\frac{\partial z}{\partial R_{sc}} = \frac{R_{sh} V_{mp} - (R_{sh} - R_{sc}) \frac{\text{LambertW}(\theta_1)}{R_{sc}}}{(R_{sh} - R_{sc})^2} - \frac{nV_{mp}}{I_{mp}} \frac{\text{LambertW}(\theta_1)}{R_{sc}}$$

$$\frac{\partial z}{\partial \theta_1} = \frac{-V_{mp}}{I_{mp}} \frac{\text{LambertW}(\theta_1)}{R_{sc}}$$

Beginning with initial estimates $R_{sc}$ and $\theta_1$, new values $R_{sc}'$, and $\theta_1'$, converging towards the root are found by applying equations Eqs. (6) and (7). The partial derivatives necessary to perform these calculations are given below.

$$\frac{\partial z}{\partial R_{sc}} = \frac{V_{mp} - (R_{sh} - R_{sc}) \frac{\text{LambertW}(\theta_1)}{R_{sc}}}{(R_{sh} - R_{sc})^2} - \frac{nV_{mp}}{I_{mp}} \frac{\text{LambertW}(\theta_1)}{R_{sc}}$$

$$\frac{\partial z}{\partial \theta_1} = \frac{-V_{mp}}{I_{mp}} \frac{\text{LambertW}(\theta_1)}{R_{sc}}$$

Examining the power–voltage data set of Fig. 2, it is evident that a global maximum exists at MPP. Thus the partial derivative of power $(\partial P/\partial I)$ with respect to voltage (and current) is equal to zero.

$$\frac{\partial P}{\partial I} = 0 \quad \frac{\partial P}{\partial V} = 0 \quad \frac{\partial P}{\partial n} = n$$

Equations for the partial derivative of power with respect to $i$ and $V$ have been published in earlier work (Kato and Kapoor, 2004). Similar to Eq. (3) we use the partial derivatives of $P$ with respect to current to define expression $\omega$ at MPP by substituting values for $i$ and $V$ with $I_{mp}$ and $V_{mp}$ respectively giving us a second expression.

$$\omega = \frac{R_{sh} I_{mp} + R_{sc} I_{mp} - 2 n V_{mp} R_{sc} - n V_{mp} \text{LambertW}(\theta_2)}{\theta_2} - \frac{I_{mp} R_{sc}}{[1 + \text{LambertW}(\theta_2)] \theta_1} = 0$$

where $\theta_2$ is given by:

$$\theta_2 = \frac{n V_{mp}}{I_{mp}} e^{-\frac{n V_{mp}}{I_{mp}}}$$

If the ideality factor $n$ is arbitrarily selected (typically a value between 1 and 2) (Forouzand and Buckingham, 1980), $R_{sc}$ and $\theta_1$ can be numerically located by solving non-linear expressions $z$ and $\omega$. A multidimensional version of the Newton–Raphson method shown below was used to iteratively solve for $R_{sc}$ and $\theta_1$ (Chapra and Canale, 2002; Press et al., 2002).

$$R_{sc} = R_{sc} - \frac{\text{LambertW}(\theta_1) V_{mp} R_{sc}}{n V_{mp} R_{mp} \text{LambertW}(\theta_1)}$$

$$\theta_1 = \theta_1 - \frac{\text{LambertW}(\theta_1)}{R_{sc}}$$

Starting with initial estimates $R_{sc}$ and $\theta_1$, new values $R_{sc}'$ and $\theta_1'$, converging towards the root are found by applying equations Eqs. (6) and (7). The partial derivatives necessary to perform these calculations are given below.

$$\frac{\partial z}{\partial R_{sc}} = \frac{V_{mp} - (R_{sh} - R_{sc}) \frac{\text{LambertW}(\theta_1)}{R_{sc}}}{(R_{sh} - R_{sc})^2} - \frac{nV_{mp}}{I_{mp}} \frac{\text{LambertW}(\theta_1)}{R_{sc}}$$

$$\frac{\partial z}{\partial \theta_1} = \frac{-V_{mp}}{I_{mp}} \frac{\text{LambertW}(\theta_1)}{R_{sc}}$$

Examining the power–voltage data set of Fig. 2, it is evident that a global maximum exists at MPP. Thus the partial derivative of power $(\partial P/\partial I)$ with respect to voltage (and current) is equal to zero.

$$\frac{\partial P}{\partial I} = 0 \quad \frac{\partial P}{\partial V} = 0 \quad \frac{\partial P}{\partial n} = n$$

Equations for the partial derivative of power with respect to $i$ and $V$ have been published in earlier work (Kato and Kapoor, 2004). Similar to Eq. (3) we use the partial derivat
\[ \frac{\partial \Theta}{\partial R_a} \frac{R_a}{(V_a - n V_a R_a)^2} + \frac{R_a}{(V_a - n V_a R_a)^2} \times \left( \frac{R_a}{V_a} \right) \frac{R_a}{V_a} \frac{R_a}{n V_a R_a} - \frac{R_f R_a}{n V_a (R_a + R_f)} \]

\[ \frac{\partial \Theta}{\partial R_a} \frac{R_a}{(V_a - n V_a R_a)^2} + \frac{R_a}{(V_a - n V_a R_a)^2} \times \left( \frac{R_a}{V_a} \right) \frac{R_a}{V_a} \frac{R_a}{n V_a R_a} - \frac{R_f R_a}{n V_a (R_a + R_f)} \]

\[ \frac{\partial \omega}{\partial R_a} = -2 \omega \mu \]

\[ \frac{\partial \omega}{\partial R_a} = \frac{1}{R_a} (1 - \omega^2 - 2 \mu \omega) \]

\[ \frac{\partial \omega}{\partial R_a} = \frac{1}{R_a} (1 - \omega^2) \]

\[ \frac{\partial \omega}{\partial R_a} = \frac{1}{R_a} \left( \frac{1}{1 + \lambda} \right) \]

\[ \frac{\partial \omega}{\partial R_a} = \frac{1}{R_a} \left( \frac{1}{1 + \lambda} \right) \]

\[ \frac{\partial \omega}{\partial R_a} = \frac{1}{R_a} \left( \frac{1}{1 + \lambda} \right) \]

The popular Newton-Raphson method is known to offer an elegant method of locating the roots of non-linear equations with quadratic convergence provided the initial estimate \( R_a \) and \( R_{a0} \) are located within the vicinity of the actual roots (Prene et al., 2002). Equally well known in its failure to converge should the initial estimate be far from the actual root and/or the presence of a local maximum or minimum lying between an initial estimate and the root. To avoid this scenario, a contour plot of expressions z and \( w \) (with \( R_a \) and \( R_{a0} \) the independent variables) based on the properties of the cell under study can be created. Such plots can be readily generated in Mathlab using the standard `meshgrid` and `contour` functions. Generation of the contour map will confirm the existence of the root (intersection of zero contours) and also reveal its approximate location which can be used to start the analysis. The contour plots of the blue and grey cells (for properties see Table 1) used to evaluate the proposed method are shown in Figs. 3 and 4 respectively.

The contour plots of Figs. 3 and 4 can be interpreted in the following manner: (1) locate intersection of zero contours (or functions z and \( w \)); (2) \( \omega \)-axis co-ordinate of intersection is the approximate value for \( \omega \) series resistance, and (3) \( \omega \)-axis co-ordinate of intersection is the approximate value for \( \omega \) shunt resistance. Using values in the vicinity of this area will result in rapid convergence. This step however may be avoided if an approximate value for series and shunt resistance is known.

![Contour plot of functions z & w](image_url)
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Table 1

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Blue solar cell</th>
<th>Grey solar cell</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>1.34 ± 0.02</td>
<td>1.27 ± 0.01</td>
</tr>
<tr>
<td>( V_{mp} ) (V)</td>
<td>0.57</td>
<td>0.55</td>
</tr>
<tr>
<td>( I_{mp} ) (A)</td>
<td>0.044</td>
<td>0.048</td>
</tr>
<tr>
<td>( P_{max} ) (W)</td>
<td>0.438</td>
<td>0.418</td>
</tr>
<tr>
<td>T (K)</td>
<td>300</td>
<td>307</td>
</tr>
</tbody>
</table>

![Contour plot of functions z & w](image_url)
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3. Calculations

The proposed method shall be used to determine the values for series and shunt resistance at maximum power point for two cells (a blue and a grey type) and three modules (i.e, Si, p-Si, and a-Si types). For the analysis of the blue and grey cells, the results published in earlier work (Charlosca et al., 1981) which were confirmed to be within 0.1% of experimental values, will be used as the analysis benchmark. The second part of our study will involve the analysis of three modules with the results obtained compared against published work (Ikegami et al., 2001). For comparison, the methods of Villaluca et al. and Carriero et al. shall also be used to determine series of loss resistances for the blue and grey cells.

Additional to the values obtained from the manufacturer's dataset, we must calculate the photocurrent current \( I_{ph} \) and the diode saturation current \( I_0 \). The photocurrent current of the solar cell \( I_{ph} \) is assumed to be equal to short circuit current \( I_{sc} \) (Cennici et al., 2007). The diode saturation current can be determined by (De Soto et al., 2006),

\[
I_0 = I_{s0} (T_s/T)^3 \exp\left(\frac{qE_g}{kT}\right)
\]  \hspace{1cm} (17)

where \( T_s \) and \( T_c \) are the actual and nominal cell temperature respectively in Kelvin, \( E_g \) is the bandgap energy of the semiconductor \( (1.12 \text{ eV for Si at } 25 \text{ C}) \) and \( I_{s0} \) is the saturation current at nominal condition given by (De Soto et al., 2006),

\[
I_{s0} = \frac{I_{ph}}{e^{qE_g/kT_s} - 1}
\]  \hspace{1cm} (18)

The algorithm of the method proposed to determine the values of \( R_s \) and \( R_sh \) is summarized by Fig. 5.

Figs. (3), (4) and (6) (4b) were coded into Matlab to determine values of \( z \) and \( w \) and their partial derivatives. Matlab is able to determine values of the Lambert function using the \( lambertw(x) \) function. A while loop structure was used to stop iterations once the error was below an arbitrarily selected value. The aim is to determine the values of \( R_s \) and \( R_sh \) which make expressions \( z \) and \( w \) zero, error is defined as the maximum absolute value obtained from these two expressions. That is,

\[
\varepsilon = \max[|z|, |w|]
\]  \hspace{1cm} (19)

For our investigation we will initially set \( z \times 1 \times 10^{-11} \). The influence of this value on the analysis will be discussed in Section 4. The proceeding sections will detail the parameters of the devices studied.

3.1. Blue and grey cell analysis parameters

The properties of the blue and grey type cells whose loss resistances are to be calculated are given in Table 1.

![Fig. 5. Algorithm of proposed method to determine values of series and shunt resistance values at maximum power point.](image-url)

Contour plots shown (Figs. 3 and 4) confirm for both cells that a unique solution exists for \( R_s \) and \( R_sh \) which permit the model output of the cell to equal the experimentally obtained maximum power point. We know this as there exists only one intersection of zero contours for each cell. Additionally the contour plots reveal the approximate location of the roots and therefore the initial pair set \( (R_s, R_sh) \) to be \((0,365, 950)\) and \((0,06, 25)\) for the blue cell and grey cell respectively. These values will be used to initiate the analysis.

3.1. Single, poly, and amorphous modules analysis parameters

In addition to the analysis of the blue and grey cells, the loss resistances of three modules (single, poly, and amorphous) are also evaluated. The characteristics of these modules whose loss resistances are to be found (Ikegami et al., 2001).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Single-crystalline</th>
<th>Poly-crystalline</th>
<th>Amorphous</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \eta )</td>
<td>0.03</td>
<td>0.06</td>
<td>0.05</td>
</tr>
<tr>
<td>( V_{oc} )</td>
<td>14.4</td>
<td>14.6</td>
<td>14.5</td>
</tr>
<tr>
<td>( I_{sc} )</td>
<td>3.15</td>
<td>2.88</td>
<td>1.33</td>
</tr>
<tr>
<td>FF (%)</td>
<td>56.6</td>
<td>70.4</td>
<td>57.3</td>
</tr>
<tr>
<td>T (K)</td>
<td>321.3</td>
<td>323.1</td>
<td>309.3</td>
</tr>
</tbody>
</table>

Table 2: Characteristics of three modules whose loss resistances are to be found.
amorphous) with operating characteristics given in Table 2 shall be found.

4. Results and discussion

An approach to determine the parasitic resistance values $R_s$ and $R_{sh}$ using a multidimensional version of the Newton–Raphson method has been made for devices varying type using the method outlined in the previous section. Predominantly using data available from the manufacturer ($L_x$ and $P_{max}$) values for $R_s$ and $R_{sh}$ were found which permit the model output to equal the experimentally obtained value of maximum power ($P_{max}$). Results and discussion for the blue and grey cells will first be presented followed by the analysis of the single-crystalline, poly-crystalline, and amorphous modules.

4.1. Analysis of blue and grey cells

The calculated results of Charles et al. were used as the analysis benchmark as these results have been experimentally verified and found to be on average within 1% accuracy. Tables 3 and 4 summarise results obtained for the analysis of a blue and grey type solar cell respectively using the proposed, Vilaiva et al., and Carrero et al. methods.

From the results presented in Tables 3 and 4, we can see that all values obtained using the proposed method matched within specified tolerance the results of Charles et al. The results of the alternative methods however varied significantly. Examining each method individually, the outcome of the Vilaiva et al. method was that all values were well outside tolerance in all cases. For the grey cell, the method of Carrero et al. was effective to determine the value of series resistance but marginally outside tolerance for the value of shunt resistance. Despite the large variation in characteristics of the blue and grey cells, the proposed Newton–Raphson method consistently produced accurate results. Additional to its accuracy, the proposed method demonstrated its ability to find values in a stable and convergent manner. This is made clear from Figs. 6 and 7 which plot values for $R_s$ and $R_{sh}$ with each iteration respectively for the blue cell as an example.

All methods studied here are based on finding values of $R_s$ and $R_{sh}$ which permit the model output at $P_{max}$ to equal the experimentally acquired value of maximum power.

| Table 3 | Comparison between analytical results of Charles et al. and the proposed method for the blue cell. |
| Parameter | Benchmark | Method 1 | Method 2 | Method 3 |
| $R_s$ (Ω) | 0.037 | 0.037 | 0.037 | 0.037 |
| $R_{sh}$ (Ω) | 1.02 | 1.02 | 1.02 | 1.02 |

| Table 4 | Comparison between analytical results of Charles et al. and the proposed method for the grey cell. |
| Parameter | Benchmark | Method 1 | Method 2 | Method 3 |
| $X$ | 0.08 | 0.08 | 0.08 | 0.08 |
| $R_s$ | 20.1 | 20.1 | 20.1 | 20.1 |

Fig. 6. Values for $R_s$ for each iteration for the blue cell using the proposed Newton–Raphson method.

Fig. 7. Values for $R_{sh}$ for each iteration for the blue cell using the proposed Newton–Raphson method.

Using Eq. (2), current was calculated based on the loss resistances determined from each of the four methods for the blue and grey cells. The power output of the cell was then found simply by

\[ P = IV \]  

For the method of Charles et al., values for $R_s = 0.07$ Ω and $R_{sh} = 1000$ Ω for the blue cell and $R_s = 0.08$ Ω and $R_{sh} = 26$ Ω for the grey cell were used. To understand the significance of the large variation in values obtained for $R_s$ and $R_{sh}$ from each of the methods studied, Eq. (20) was used to determine the maximum power output for varying levels of shunt resistance ($G$). This was carried out as the value of loss resistance has been shown to have an effect on the module...
<table>
<thead>
<tr>
<th>$G$ (W/m²)</th>
<th>Benchmark (Charlie et al., 1981)</th>
<th>Method 1 proposed</th>
<th>Method 2 (Villalba et al., 2006)</th>
<th>Method 3 (Carreño et al., 2010)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P_{max}$ (W)</td>
<td>$P_{max}$ (W)</td>
<td>Error (%)</td>
<td>$P_{max}$ (W)</td>
</tr>
<tr>
<td>1000</td>
<td>0.9864</td>
<td>1.0000</td>
<td>0.00</td>
<td>0.9629</td>
</tr>
<tr>
<td>1000</td>
<td>0.9813</td>
<td>1.0000</td>
<td>0.00</td>
<td>0.9713</td>
</tr>
<tr>
<td>1000</td>
<td>0.9832</td>
<td>1.0000</td>
<td>0.00</td>
<td>0.9829</td>
</tr>
<tr>
<td>1000</td>
<td>0.9810</td>
<td>1.0000</td>
<td>0.00</td>
<td>0.9713</td>
</tr>
<tr>
<td>1000</td>
<td>0.9809</td>
<td>1.0000</td>
<td>0.00</td>
<td>0.9629</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$G$ (W/m²)</th>
<th>Benchmark (Charlie et al., 1981)</th>
<th>Method 1 proposed</th>
<th>Method 2 (Villalba et al., 2006)</th>
<th>Method 3 (Carreño et al., 2010)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P_{max}$ (W)</td>
<td>$P_{max}$ (W)</td>
<td>Error (%)</td>
<td>$P_{max}$ (W)</td>
</tr>
<tr>
<td>1000</td>
<td>0.1877</td>
<td>0.1877</td>
<td>0.00</td>
<td>0.1877</td>
</tr>
<tr>
<td>1000</td>
<td>0.1813</td>
<td>0.1813</td>
<td>0.00</td>
<td>0.1813</td>
</tr>
<tr>
<td>1000</td>
<td>0.1015</td>
<td>0.1015</td>
<td>0.00</td>
<td>0.1015</td>
</tr>
<tr>
<td>1000</td>
<td>0.0055</td>
<td>0.0055</td>
<td>0.00</td>
<td>0.0055</td>
</tr>
<tr>
<td>1000</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.00</td>
<td>0.0002</td>
</tr>
</tbody>
</table>

**Fig. 8.** Error plot for varying levels of irradiance for the blue cell modelled with values obtained from the methods of Villalba et al. and Carreño et al.

**Fig. 9.** Error plot for varying levels of irradiance for the grey cell modelled with values obtained from the methods of Villalba et al. and Carreño et al. The method of Carreño et al. in this case produced values similar to those of Charlie et al. and therefore resulted in higher accuracy.

**Table 7.** The effect of changing the error threshold on the final values of $R_e$ and $R_p$ and number of iterations necessary for the blue cell obtained using the proposed Newton-Raphson method.

<table>
<thead>
<tr>
<th>Error threshold $\varepsilon$</th>
<th>$R_e$ (Ω)</th>
<th>$R_p$ (Ω)</th>
<th>Number of iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.60E-05</td>
<td>0.6651</td>
<td>977.662</td>
<td>48</td>
</tr>
<tr>
<td>1.00E-04</td>
<td>0.6652</td>
<td>977.343</td>
<td>31</td>
</tr>
<tr>
<td>1.00E-05</td>
<td>0.6655</td>
<td>981.664</td>
<td>13</td>
</tr>
<tr>
<td>1.00E-04</td>
<td>0.6651</td>
<td>938.405</td>
<td>3</td>
</tr>
<tr>
<td>1.00E-05</td>
<td>0.6615</td>
<td>953.399</td>
<td>2</td>
</tr>
</tbody>
</table>

**Table 8.** The effect of changing the error threshold on the final values of $R_e$ and $R_p$ and number of iterations necessary for the grey cell obtained using the proposed Newton-Raphson method.

<table>
<thead>
<tr>
<th>Error threshold $\varepsilon$</th>
<th>$R_e$ (Ω)</th>
<th>$R_p$ (Ω)</th>
<th>Number of iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.60E-07</td>
<td>0.2784</td>
<td>29.689</td>
<td>19</td>
</tr>
<tr>
<td>1.00E-05</td>
<td>0.2784</td>
<td>29.689</td>
<td>15</td>
</tr>
<tr>
<td>1.00E-07</td>
<td>0.2784</td>
<td>29.689</td>
<td>10</td>
</tr>
<tr>
<td>0.00E-05</td>
<td>0.2785</td>
<td>26.127</td>
<td>3</td>
</tr>
<tr>
<td>1.00E-07</td>
<td>0.2791</td>
<td>26.122</td>
<td>2</td>
</tr>
</tbody>
</table>

output (Swaleh and Green, 1982). Results for the blue and grey cells are shown in Tables 7 and 8 respectively.

Interestingly, values of maximum power output for all methods at conditions similar to STC ($G = 1000$ W/m²) were within 1% of the values of Charles et al. despite the large variation in loss resistance values. However, as irradiance varied the consequence of modeling with different loss resistance becomes clear. As values obtained from the proposed Newton-Raphson technique were within tolerance of the values obtained by Charles et al., all values for maximum power at all irradiations were approximately equal to the values of Charles et al.
Table 9

Summary of test resistance values for three modules. Values obtained using the proposed Newton–Raphson method are compared with the values obtained by Carrero et al. and those published by Ilagani et al.

<table>
<thead>
<tr>
<th>Module Type</th>
<th>Method 1 (Proposed) Newton–Raphson</th>
<th>Method 2 (Carrero et al., 2009)</th>
<th>Method 3 (Ilagani et al., 2008)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R_e$ (Ω)</td>
<td>$R_a$ (Ω)</td>
<td>$R_e$ (Ω)</td>
</tr>
<tr>
<td>Single-crystalline</td>
<td>0.219</td>
<td>129.24</td>
<td>0.250</td>
</tr>
<tr>
<td>Poly-crystalline</td>
<td>0.214</td>
<td>184.66</td>
<td>0.250</td>
</tr>
<tr>
<td>Amorphous</td>
<td>0.328</td>
<td>164.99</td>
<td>0.550</td>
</tr>
</tbody>
</table>

Table 10

Values of maximum power output determined using the Lambert–Weber model and values for loss resistances determined by each method.

<table>
<thead>
<tr>
<th>Module Type</th>
<th>Exp. results (Ilagani et al., 2004)</th>
<th>Method 1 proposed Newton–Raphson</th>
<th>Method 2 (Carrero et al., 2009)</th>
<th>Method 3 (Ilagani et al., 2008)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P_{max}$ (W)</td>
<td>$P_{max}$ (%)</td>
<td>$P_{max}$ (%)</td>
<td>$P_{max}$ (%)</td>
</tr>
<tr>
<td>Single-crystalline</td>
<td>46.75</td>
<td>46.75</td>
<td>0.00</td>
<td>46.75</td>
</tr>
<tr>
<td>Poly-crystalline</td>
<td>42.62</td>
<td>42.62</td>
<td>0.00</td>
<td>42.38</td>
</tr>
<tr>
<td>Amorphous</td>
<td>23.10</td>
<td>23.10</td>
<td>0.00</td>
<td>22.66</td>
</tr>
</tbody>
</table>

et al. However, because the large variation in loss resis-
tances found by the alternative methods, errors in model
output increased with a variation in irradiance. Looking at Table 6, the method of Villalva et al., for example, under-
estimated the value of power by over 11% at $G = 200$ W/
$m^2$. As a photovoltaic array will be subject to a large varia-
tion in irradiance over its useful life, we can infer that mod-
elling with inaccurate values of loss resistances will
simply result in a variation in model accuracy. Figs. 8 and 9 show the trend in error versus irradiance when mod-
celling with loss resistances values obtained from the meth-
ods of Villalva et al. and Carrero et al. for the blue and grey
cells respectively.

4.1.1. Selection of error threshold value, $\varepsilon$

For the proposed method, an error threshold value must be specified to end the Newton–Raphson iterative process.
For the study carried out in the previous section, a signif-
ificantly small value of $\varepsilon = 1 \times 10^{-12}$ was arbitrarily chosen. Varying this value will have the effect of changing final val-
es for $R_e$ and $R_a$, and also the number of iterations needed for the analysis. Tables 7 and 8 summarise the effect of changing $\varepsilon$ on these values for the blue and grey cells
respectively. From these results, it is recommended that a value of at least $\varepsilon = 1 \times 10^{-8}$ be used to ensure a sufficient number of iterations are carried out to converge values have con-
verged to their final values.

4.2. Analysis of single, poly, and amorphous silicon modules

Having looked at one cell in the previous section, we now look to determine values of loss resistance for three modules of different type in order to assess the scalability of the proposed method. Characteristics of each of the modules studied is given in Table 2. Values of $R_e$ and $R_a$
obtained for the three modules using the proposed method,
the method of Carrero et al. and the values published by Ilagani et al. are presented in Table 9.

Examining Table 9 we can see that all values obtained from the three methods varied, however generally speaking the values obtained using the method of Carrero et al. were closer matched to those obtained by the proposed Newton–Raphson method. Similar to the procedure carried out in the previous section, the maximum power output of the model using Eqs. 2 and 26 were found based on the module characteristics given in Table 2 and the loss resistances values of Table 9. Diode saturation currents were again found using Eqs. (17) and (18). Model calculations for $P_{max}$ were compared to the experimentally obtained values for $P_{exp}$ and $P_{exp}$ which was used to calculate $P_{max}$ published by Ilagani et al. Results of this analysis is pre-
sented in Table 10.

Values obtained from the proposed method equaled the experimentally obtained values published by Ilagani et al. for all modules. When modified with values obtained from methods 2 and 3, error in output varied from module to module. Poly-crystalline modules suffered the least loss in accuracy followed by the single-crystalline and amorphous modules. No such variation in accuracy was found with the proposed method.

5. Conclusion

This paper presents a new method to determine series and shunt resistance at maximum power point modelling with Lambert–Weber equations using a multi-variable version of the Newton–Raphson formula. Values obtained using this method were found to be in better agreement with the results of Charles et al. compared to the methods
of Villalva et al. and Carrero et al. Although both
alternative methods proved to match experimental values of $P_{max}$ at conditions similar to STC, our study of the blue and gray cells revealed that severe would arise when subject to varying levels in irradiance. Additionally, values for series and shunt resistance were determined with fast convergence stabilising towards their final values. The second part of our study which looked at three modules, demonstrated that the proposed Newton-Raphson method is more capable to determine loss resistance values for modules of different types. Limitations with this method however include the initial software coding of the partial derivative equation and the computational burden associated with the evaluation of the Lambert function. This method is therefore limited to use on a personal computer.
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Chapter 5: Numerical calculation of series and shunt resistance of a photovoltaic cell using the Lambert W-function: Experimental evaluation

5.0 Introduction

The method presented in Chapter 4 to determine the values of series and shunt resistances was validated by comparing the calculated values of two cells against data published in previous studies. These values are mandatory inputs for modelling the electrical behaviour of a solar cell. This chapter describes the experimental investigation performed to further validate the numerical method. Current-voltage curves for a single multicrystalline cell were obtained while under varying levels of outdoor illumination in Hamilton, New Zealand. From these current-voltage curves, data typically provided by the manufacturer of a solar cell/module were extracted; (i) the short circuit current \( I_{sc} \), (ii) the open circuit voltage \( V_{oc} \), (iii) current at MPP \( I_{mp} \), and (iv) voltage at MPP \( V_{mp} \). This data was obtained by using a precise National Instrument source measuring unit which is (model NI-SMU-4130) able to measure the current response from the cell under varying loads.

Using the experimentally acquired data, the method described in Chapter 4 along with two other published methods was used to determine the values of series and shunt resistances. These values were then applied to the explicit current-voltage equation to obtain simulated current-voltage curves and compared to the original experimental curves.

A root mean square error analysis was conducted to compare the accuracy of each of the three methods investigated. The analysis revealed that the method described in Chapter 4 provided the closest match with the experimental \( P_{max} \) value and also that error between simulated and experimental data over the entire current-voltage curves was minimised over two existing methods.
Based on the results obtained from this research work, the method developed to calculate the values of series and shunt resistances could be confidently applied to further work investigating the effect of flow distribution and its effect on photovoltaic performance within a BIPVT collector.
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Abstract

The values of series and shunt resistances play an important role in the modelling behaviour of a photovoltaic cell. The authors proposed in earlier work a new method to determine these values numerically at maximum power point using the Newton-Raphson method and equations based on the Lambert $W$-function. Here, an experimental investigation has been carried out to further validate this new method and observe its behaviour over the entire current-voltage curve. Current-voltage curves from a single multi-crystalline cell were obtained under sunshine testing in Hamilton, New Zealand under three levels of illumination (900, 9000, and 10000 W/m²). In addition to the method of Ghani and Duke (2011), two other methods were also used to calculate series and shunt resistances used on the parameters extracted from the experimental data. A comparative study of each method's output current vector using a root mean square error analysis revealed that greatest accuracy was achieved with the proposed approach.

© 2012 Elsevier Ltd. All rights reserved.
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1. Introduction

It is typical to utilise the five lumped parameter model in order to simulate the behaviour of a photovoltaic system. It has been shown (de Blas et al., 2002; De Soete et al., 2006) to yield results consistent with experimental values while avoiding excessive complexity. However, the accuracy of a model is not only dependent on the structure and functionality used to represent the physical system, but also by the parameters employed which govern the characteristics of the specific system under study (Carvano et al., 2010). Values such as the series ($R_s$) and shunt resistances ($R_m$) for example are generally supplied by solar cell manufacturers and must be obtained independently.

The series resistance is a lumped parameter value which represents the summation of several loss mechanisms in a solar cell. For example, losses due to resistances introduced in cell solder bonds, emitter and base regions, cell metallisation, and cell-interconnect busbars all contribute to the value of $R_s$ (Green, 1998). Similarly, the shunt resistance value represents any parallel high-conductivity paths across the solar cell p-n junction. An increase in series resistance results in a drop in output power while a decrease in shunt resistance will reduce current output (van Dyk and Meyer, 2004). Work by van Dyk and Meyer demonstrated that by increasing $R_s$ from 0.36 to 1.84 ohms, both the maximum power ($P_{max}$) and fill factor (FF) were replaced by 25% making it clear that model yield is strongly influenced by the loss resistance values.

By neglecting or failing to determine the correct resistance values of a cell system under study, the modelling results obtained may be misleading. For instance, when modelling over a wide range of conditions as typically...
experienced by a photovoltaic system, the predicted output of a maximum power point tracked system may be off from 5% to 8% by neglecting this series resistance term (Cheen et al., 2007). The influence of shunt resistance on modelling accuracy has a similar effect. An investigation on a 120 Wp mono-crystalline photovoltaic module which was carried out in another study (Cilk and Ackengo, 2007) in order to compare the modelling accuracy of the four and five parameter models against experimental data. Results from the four parameter model (which neglects the effects of shunt resistance) was found to produce an error of maximum error reported to be near 11% for the calculation of maximum energy output. This is over double the maximum error obtained by the five parameter model (4.4%) which inclines the effect of shunt resistance. The more complex two diode model is also encountered in the literature (Hilage et al., 2011) which is composed of seven parameters. The additional complexity introduced by the testing new modelling parameters however favours the implementation of the single diode five parameter model which is well known to yield accurate results (Villalba et al., 2009).

Given the importance of determining these parasitic values, a number of methods currently exist to determine the series and shunt resistances of a photovoltaic cell/module. Methods include analytical, experimental, and numerical types. An analytical five point model was proposed to determine the values of photogenerated current (Iₚ), ideality factor (n) saturation current (Iₛ), and Rs and Rsh (Chen and Phang, 1987; Chen et al., 1986). This method however requires the experimentally obtained values of open circuit voltage (V₀), short circuit current (Iₛ) at maximum power point (Vₚ), current at maximum power point, and slopes Rₛ and Rsh of the V-I curve at short circuit and open circuit respectively. An analytical approach was adopted more recently in another study (Hicks et al., 2007). The analytical approach has the advantage that it is fast to calculate by avoiding the iterative process required by a numerical approach. However, the approach used in these studies required the values of Rs and Rsh which must be found experimentally by examining the slopes at open circuit and short circuit points respectively as these values are generally unbrished by the manufacturer. Other methods such as particle swarm optimisation (PSO) which employs an algorithm to extract parameters including Rs and Rsh, similarly requires experimentally acquired I-V curves (Manabe et al., 2011). Two methods (Carrero et al., 2010; Villalba et al., 2009) currently exist which looks to obtain the values of these resistance values numerically at maximum power point. As photovoltaic systems are generally coupled with maximum power point trackers (MPPTs), this approach is justified, and has the advantage that it can be carried out using data provided by the manufacturer.

A method proposed previously by the authors (Ghiani and Duke, 2011) numerically determines the values of series and shunt resistance at maximum power point (MPP) based primarily on values obtained by the data sheets supplied by the manufacturer (i.e., Iₚ, V₀, Iₛ, and Vₚ). This way, experimentation is not required unlike the methods discussed previously. This numerical method solves a system of non-linear equations derived by examining the V-I and P-V characteristic equations using a multi-variable version of the Newton-Raphson algorithm. Equations modeled with the Lambert-W function were used to model the current equation explicitly in terms of voltage and permit calculation of the necessary partial derivatives for the Jacobian matrix. Although mathematically rigorous, the method published by the authors was shown to determine the values of Rs and Rsh with quadratic convergence. This work however was only supported by comparing previously published data and at maximum power point only. Here we present experimental work carried out to validate this method in comparison to the methods of Villalba et al. (2009) and Carrero et al. (2010) for the experimentally acquired V-I curve of a single multi-crystalline cell exposed to varying levels outdoor illumination. The aim is to compare the modelling accuracy of a photovoltaic cell for each of the three approaches.

2. Research methods

2.1. Overview

The current-voltage curves of a single multi-crystalline silicon (mc-Si) cell with the basic electrical characteristics provided in Table 1 was obtained experimentally under various levels of outdoor illumination in Hamilton, New Zealand from which the values of Iₚ, Vₚ, Iₛ, and V₀ were extracted.

Extracting the values for Iₚ, Vₚ, Iₛ, and V₀ from these experimental curves, the values for Rs and Rsh were calculated using the method of Ghiani and Duke (2011) for each level of illumination. Additionally, two other methods (Carrero et al., 2010; Villalba et al., 2009) were used to determine the resistance values for comparative purposes. Throughout this study the diode constant (n) was assumed to be constant with the value of one.

These values were then used in Eq. (1) (Jain and Kapoor, 2004) to obtain the current vector based on the equivalent voltage vector used to sweep the solar cell and obtain the experimental V-I curve. Curves obtained from the mathematical model were then compared to the original experimental V-I curve and statistically compared using a root mean square error analysis. Details for each step are provided in the proceeding sections.

\[
\begin{align*}
I &= \frac{V}{R_s + R_{sh}} \\
&= \frac{R_s I_s + R_{sh}}{nV_s (R_s + R_{sh})} \left( \frac{R_s (R_s + R_{sh})}{\ln(nV_s/(R_s + R_{sh}))} \right) \frac{1}{nV_s} \\
&= \frac{R_s I_s + R_{sh}}{R_s + R_{sh}}
\end{align*}
\]

(1)
2.2. Experimental acquisition of I-V curves

The wiring diagram of the equipment used to collect the current–voltage data of the mc-Si cell is shown in Fig. 1. The current voltage curve of the photovoltaic cell (for properties see Table 1) manufactured by Silicon Solar was obtained using a high speed programmable source measurement unit (SMU) manufactured by National Instruments (model PXI-4130). The SMU was connected to the cell using a four wire or remote sensing scheme to eliminate measurement error introduced by the lead resistance as used in other work (Chan et al., 1986). With the four wire approach, a voltage is sourced across the cell using one pair of leads (Force HI and Force LO, Fig. 1), and the voltage drop across the cell using another pair of leads (Sense HI and Sense LO, Fig. 1). This way any lead resistance could be compensated during measurement. The current-voltage characterization was performed on a cell illuminated outdoors in Hamilton, New Zealand (17°57'S, 175°19'W). We chose to perform an indoor forward bias test over a dark reverse bias test as it has been acknowledged to yield more accurate values given the realistic operating conditions (Bashshur and Habyarimana, 1995). Radiation was measured using a Middleton Solar EQ-08 pyranometer and logged during measurement. Current-voltage measurements were taken at 800, 900 and 1000 W/m² of irradiance.

In total, the DC voltage sweep consisted of 76 points from 0 V to Vc (approximately 0.6 V at STC—see Table 1). For the current range measured, the NI-PXI 130 SMU is stated by the manufacturer to have a current measurement resolution of 100 nA. The cell under test was mounted with good thermal contact using a thin layer (less than 1 mm thick) of thermal adhesive to a high efficiency aluminium heat sink which was mechanically coupled to two 12VDC fans. Convection cooling of the heat sink fans was implemented in order to reduce the rise in operating temperature of the cell during the measurement period which was <5 K. A K-type thermocouple was thermally adhered to the rear side of the cell using a curing heat transfer compound to provide an approximate value of the cell operating temperature (T<sub>cell</sub>). It was found that temperature rise of the cell was <1°C for the I-V measurement period at 1000 W/m². The entire measurement process was controlled using National Instruments LabView software and the National Instruments PXI-1033 hardware platform. This included all hardware control, parameter extraction, and data logging.

2.1. Numerical calculation of R<sub>s</sub> and R<sub>a</sub> using the Lambert W-function

Theory behind the method of numerically calculating the series and shunt resistance using the Lambert W-function is provided elsewhere (Ghazii and Duke, 2011); however, the essential equations are reproduced here for completeness. A multi-variable version of the Newton-Raphson method (Chiappa and Canale, 2002) was used to solve a system of non-linear equations for R<sub>s</sub> and R<sub>a</sub> at maximum power point. Values for R<sub>s</sub> and R<sub>a</sub> were calculated iteratively using Eqs. (2) and (3) starting with initial values R<sub>s0</sub> and R<sub>a0</sub>:

\[ R_{s1} = R_{s0} - \frac{V_{oc} - V_R}{I_{sc}} \]  \hspace{1cm} (2)

\[ R_{a1} = R_{a0} - \frac{V_{oc} - V_R}{I_{sc}} \]  \hspace{1cm} (3)

where expression \( z \) was derived by substituting the values of \( I_{sc} \) and \( V_{oc} \) for \( I \) and \( V \) respectively into Eq. (1) yielding Eq. (4):

\[ z = \frac{R_s (I_{sc} - I_R) - \frac{V_{oc}}{R_s} \ln \left( \frac{V_{oc}}{I_R R_s} \right)}{(R_s - R_{a})} - I_{sc} \]

\[ \text{Lambert W}(z) = I_{sc} \]  \hspace{1cm} (4)

Fig. 1. Wire connections diagram for I-V measurement of cell with SMU.
where \( \theta_i \) is given by,

\[
\theta_i = \frac{R_i I_{sc,i}}{n V_{oc,i}} e^{-\frac{R_i (I_{sc,i} - R_{in} + V_{oc,i})}{n V_{oc,i} (R_i + R_{in})}}
\]

(5)

Similarly expression \( w \) was obtained by examining the \( P-V \) curve and knowing that a global maximum exists at maximum power point. Therefore,

\[
\frac{\partial P}{\partial V} = \frac{\partial w}{\partial V} \quad \text{at} \quad V = V_{mp}
\]

(6)

Equations for the partial derivatives of power with respect to \( I \) and \( V \) have been published previously (Lain and Kapoor, 2004). Similar to Eq. (4) we use the partial derivative of \( P \) with respect to current to define expression \( w \) at MPP by substituting values for \( I \) and \( V \) with \( I_{mp} \) and \( V_{mp} \) respectively.

\[
w = R_i I_{mp} \left[ R_{in} I_{mp} - 2 I_{mp} R_{in} - 2 I_{mp} R_{in} - n V_{oc} \text{Lambert} W(\theta_2) - \frac{I_{mp} + R_i}{n \frac{V_{oc} R_i}{i + R_i}} \right] = 0
\]

(7)

where \( \theta_2 \) is given by,

\[
\theta_2 = \frac{I_{mp} R_{in}}{n V_{oc} e^{-\frac{R_i - R_{in} - I_{mp}}{n V_{oc} i}}}
\]

(8)

where the partial derivatives needed for Eqs. (2) and (3) are provided in Appendix A.

Giani and Duke (2013) demonstrated that the proposed numerical method to determine the values of \( R_i \) and \( R_{in} \) was fast and also accurate in comparison to two recently published methods (Carrero et al., 2010; Villalva et al., 2009) at maximum power point. The current vector was then generated using parameters calculated from each of the three methods using Eq. (1) and compared against the experimental data.

3. Results and discussion

A single \( 78 \times 24 \) mm multi-crystalline cell (see Table 1) was tested outdoors at 800, 900, and 1000 W/m² of illumination. From the data collected, values for \( I_{sc}, V_{oc}, J_{sc}, \) and \( P_{mp} \) were obtained and used to approximate the lumped parameter values of \( R_i \) and \( R_{in} \) using three methods:

(a) by the method of Giani and Duke (2013),
(b) by the method of Carrero et al. (2010),
(c) by the method of Villalva et al. (2009).

The values obtained for \( R_i \) and \( R_{in} \) by each method at each level of illumination is presented in Table 2.

Examining Table 2, we make the following general observations:

The values for \( R_i \) are similar between the authors' method and the method of Carrero et al. (2010). However, the values for \( R_{in} \) are approximately 15-20% higher.

1. Comparing the authors' method to the method of Villalva et al. (2009), both \( R_i \) and \( R_{in} \) values differ significantly, with values obtained with the latter method always less for both resistances.

3. The values obtained by Giani and Duke (2011) for \( R_i \), decrease with irradiance supporting the results of another study (Kenda and Machack, 2010).

It was assumed for our modelling study that the photocurrent density \( (I_{ph}) \) was equal to the short circuit current \( (I_{sc}) \) (Chenni et al., 2007). The diode saturation current \( (I_{ps}) \) was determined by Eqs. (9) and (10) (De Sco et al., 2006).

\[
I_{ps} = I_{ph} \frac{V_{oc}}{T} e^{-\frac{q V_{oc}}{T k}}
\]

(9)

where,

\[
I_{ph} = \frac{I_{n} k T}{e^{q V_{oc} / k T} - 1}
\]

(10)

\( T \) and \( T_c \) represent the actual and nominal cell temperatures respectively in Kelvin, \( k_B \) is the Boltzmann constant \((1.38 \times 10^{-23}) \text{ J/K} \), and \( q \) is the value of electron charge \((1.6 \times 10^{-19}) \text{ C})\).

Substituting the values listed in Table 2 into Eq. (1), the current vector for each method and illumination was calculated. Tables 3–5 summarise the six parameters \( (I_{n}, I_{ph}, V_{oc}, P_{mp}, FF, \text{ and FC}) \) extracted from the current–voltage array calculated by each method for each illumination level along with the corresponding experimental values.

Comparing the data presented in Tables 3–5 we can see that the proposed method for calculating \( R_i \) and \( R_{in} \) results in the most accurate model output for \( P_{mp} \), with negligible variation from the experimental value. The method of Carrero et al. (2010) however marginally yields the closest correct value of fill factor \( FF \).

### Table 2

<table>
<thead>
<tr>
<th>Values of ( R_i ) and ( R_{in} ) obtained from each of the methods investigated.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>800 W/m²</strong></td>
</tr>
<tr>
<td>( R_i ) (Ω)</td>
</tr>
<tr>
<td>( R_{in} )</td>
</tr>
<tr>
<td>( R_{in} )</td>
</tr>
<tr>
<td>( R_{in} )</td>
</tr>
</tbody>
</table>

| **Giani and Duke (2011)** | **Carrero et al. (2010)** | **Villalva et al. (2009)** |
|---|
| \( R_i \) | 0.2171 | 0.2500 | 0.4727 |
| \( R_{in} \) | 0.2958 | 0.2896 | 0.1545 |
| \( R_{in} \) | 0.2745 | 0.2924 | 0.1714 |
| \( R_{in} \) | 0.2745 | 0.2924 | 0.1714 |
Table 3
Experimental and model parameters extracted from the J-V curves at 800 W/m².

<table>
<thead>
<tr>
<th>Source</th>
<th>I_L (A)</th>
<th>V_L (V)</th>
<th>I_mp (A)</th>
<th>V_mp (V)</th>
<th>P_mp (W)</th>
<th>FF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental data</td>
<td>0.5752</td>
<td>0.5755</td>
<td>3.7115</td>
<td>0.4409</td>
<td>0.4517</td>
<td>0.194</td>
</tr>
<tr>
<td>Ghani and Dule (2011)</td>
<td>0.5026</td>
<td>0.5846</td>
<td>4.4745</td>
<td>0.4532</td>
<td>0.189</td>
<td>0.639</td>
</tr>
<tr>
<td>Carraro et al. (2010) method</td>
<td>0.3051</td>
<td>0.3046</td>
<td>1.4476</td>
<td>0.4532</td>
<td>0.187</td>
<td>0.344</td>
</tr>
<tr>
<td>Villalu et al. (2009) method</td>
<td>0.5014</td>
<td>0.5046</td>
<td>3.4447</td>
<td>0.4089</td>
<td>0.182</td>
<td>0.630</td>
</tr>
</tbody>
</table>

Table 4
Experimental and model parameters extracted from the J-V curve at 900 W/m².

<table>
<thead>
<tr>
<th>Source</th>
<th>I_L (A)</th>
<th>V_L (V)</th>
<th>I_mp (A)</th>
<th>V_mp (V)</th>
<th>P_mp (W)</th>
<th>FF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental data</td>
<td>0.5708</td>
<td>0.5055</td>
<td>3.7115</td>
<td>0.4409</td>
<td>0.4517</td>
<td>0.194</td>
</tr>
<tr>
<td>Ghani and Dule (2011)</td>
<td>0.5026</td>
<td>0.5846</td>
<td>4.4745</td>
<td>0.4532</td>
<td>0.189</td>
<td>0.639</td>
</tr>
<tr>
<td>Carraro et al. (2010) method</td>
<td>0.3051</td>
<td>0.3046</td>
<td>1.4476</td>
<td>0.4532</td>
<td>0.187</td>
<td>0.344</td>
</tr>
<tr>
<td>Villalu et al. (2009) method</td>
<td>0.5014</td>
<td>0.5046</td>
<td>3.4447</td>
<td>0.4089</td>
<td>0.182</td>
<td>0.630</td>
</tr>
</tbody>
</table>

Table 5
Experimental and model parameters extracted from the J-V curve at 1000 W/m².

<table>
<thead>
<tr>
<th>Source</th>
<th>I_L (A)</th>
<th>V_L (V)</th>
<th>I_mp (A)</th>
<th>V_mp (V)</th>
<th>P_mp (W)</th>
<th>FF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental data</td>
<td>0.5708</td>
<td>0.5055</td>
<td>3.7115</td>
<td>0.4409</td>
<td>0.4517</td>
<td>0.194</td>
</tr>
<tr>
<td>Ghani and Dule (2011)</td>
<td>0.5026</td>
<td>0.5846</td>
<td>4.4745</td>
<td>0.4532</td>
<td>0.189</td>
<td>0.639</td>
</tr>
<tr>
<td>Carraro et al. (2010) method</td>
<td>0.3051</td>
<td>0.3046</td>
<td>1.4476</td>
<td>0.4532</td>
<td>0.187</td>
<td>0.344</td>
</tr>
<tr>
<td>Villalu et al. (2009) method</td>
<td>0.5014</td>
<td>0.5046</td>
<td>3.4447</td>
<td>0.4089</td>
<td>0.182</td>
<td>0.630</td>
</tr>
</tbody>
</table>

Table 6
Mean square and root mean square error analysis for each method and illumination.

<table>
<thead>
<tr>
<th>$800$ W/m²</th>
<th>$900$ W/m²</th>
<th>$1000$ W/m²</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{MSE}$</td>
<td>$0.0004$</td>
<td>$0.0003$</td>
</tr>
<tr>
<td>$\text{RMSE}$</td>
<td>$0.0045$</td>
<td>$0.0040$</td>
</tr>
</tbody>
</table>

Table 7
Relative efficiency values determined using Eq. (13) for each level of illumination.

<table>
<thead>
<tr>
<th>Source</th>
<th>$800$ W/m²</th>
<th>$900$ W/m²</th>
<th>$1000$ W/m²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative efficiency</td>
<td>$0.8276$</td>
<td>$0.4223$</td>
<td>$0.7058$</td>
</tr>
</tbody>
</table>

To compare the accuracy of each model over the entire $J-V$ curve, the mean square error (MSE) and root mean square error (RMSE) values were calculated for the current vectors as calculated by Eqs. (11) and (12) respectively. Results are listed in Table 6.

\[
\text{MSE} = \frac{1}{N} \sum_{i=1}^{N} (I_{\text{exp}} - I_{\text{model}})^2, \tag{11}
\]

where $N$ is the number of samples, $I_{\text{exp}}$ and $I_{\text{model}}$ are the experimental and model vectors for current respectively. The root mean square error is found by taking the square root of the MSE.

\[
\text{RMSE} = \sqrt{\text{MSE}}, \tag{12}
\]

From Table 6 the root mean square error (RMSE) value of the model current vector is minimums, by obtaining values of $R_s$ and $R_a$ using the proposed method in all cases. The relative efficiency calculation defined by Eq. (13) (Montgomery et al., 2011) further demonstrates the improved model efficiency of the proposed method to the alternative methods reached. Relative efficiency values are given in Table 7.

\[
\text{Relative efficiency} = \frac{\text{MSE}(I_{\text{exp}})}{\text{MSE}(I_{\text{alternative}})} \tag{13}
\]
Relative efficiency values in all cases were found to be less than unity indicating superiority of the proposed method with respect to a mean square error analysis. The influence of varying the values of $R_s$ and $R_{sh}$ on the power-voltage curves is demonstrated by Figs. 2-4 which examines the $P-V$ curve near MPP at 500, 900, and 1000 W/m² of illumination respectively. From each figure we make the general comment that the model output when characterised with values obtained from the proposed method is most accurate at MPP. The method of Villalva et al. (2009) overestimates this value, while the method of Carrero et al. (2016) slightly underestimates it.

Inspecting Figs. 2-4 we can see that the model output matches the experimental data at MPP only. Away from this point, the model output deviates from the experimental data. The authors found that by adjusting the diode quality factor $n$, this disparity is minimised. Consequently research in this area is currently being undertaken by the authors.

4. Conclusions

The proposed method to calculate the lumped parameter values of series and shunt resistance using the Newton-Raphson method and equations based on the Lambert $W$-function has been experimentally shown to accurately describe the behaviour of a multi-crystalline solar cell. Based on a RMSE analysis of the entire current/voltage curve, this method has demonstrated improved accuracy over two existing methods at various levels of illumination. The proposed method like the alternatives studied in this paper requires only values typically provided by the manufacturer and the diode quality factor. The obvious
Appendix A. Partial differential equations


\[
\frac{\partial I_p}{\partial R_s} = \frac{V_{mp}}{(R_s + R_{sh})} \left( \frac{I_{mp} (R_s + R_{sh})}{R_s + R_{sh}} \right) \frac{\partial W(p)}{\partial \phi} \left( \frac{I_{mp} (R_s + R_{sh})}{R_s + R_{sh}} \right) \frac{\partial \phi}{\partial R_s}
\]  

(A.1)

\[
\frac{\partial I_p}{\partial R_a} = \frac{R_s (I_{mp} + I_p)}{(R_s + R_{sh})} \left( \frac{I_{mp} (R_s + R_{sh})}{R_s + R_{sh}} \right) \frac{\partial W(p)}{\partial \phi} \left( \frac{I_{mp} (R_s + R_{sh})}{R_s + R_{sh}} \right) \frac{\partial \phi}{\partial R_a}
\]  

(A.2)

\[
\frac{\partial I_p}{\partial \theta} = \frac{I_{mp} (R_s + R_{sh})}{R_s + R_{sh}} \left( \frac{I_{mp} (R_s + R_{sh})}{R_s + R_{sh}} \right) \frac{\partial W(p)}{\partial \phi} \left( \frac{I_{mp} (R_s + R_{sh})}{R_s + R_{sh}} \right) \frac{\partial \phi}{\partial \theta}
\]  

(A.3)

\[
\frac{\partial I_p}{\partial \phi} = \frac{R_s (I_{mp} + I_p)}{(R_s + R_{sh})} \left( \frac{I_{mp} (R_s + R_{sh})}{R_s + R_{sh}} \right) \frac{\partial W(p)}{\partial \phi} \left( \frac{I_{mp} (R_s + R_{sh})}{R_s + R_{sh}} \right) \frac{\partial \phi}{\partial \phi}
\]  

(A.4)
Chapter 6: Numerical calculation of series and shunt resistances and diode quality factor of a photovoltaic cell using the Lambert W-function

6.0 Introduction

Previous research work has been focused on the development of a novel method to determine the series and shunt resistance values of a crystalline silicon cell. These two parameter values are necessary to accurately model the electrical behaviour of a photovoltaic cell and are therefore needed for the final goal of creating a model of a building integrated solar collector which examines the effect of flow mal-distribution on photovoltaic performance. The novel method outlined in Chapter 4 however was initially validated by calculating resistance values for two cells (blue and grey types) and comparing calculated values with published values. It was shown that the method produced values matching those published, additionally it was demonstrated that it offered greater accuracy over two other recently published methods. Chapter 5 discussed the work carried out to further validate this method by experimental means. Complete current-voltage data for a crystalline silicon cell (the predominant cell type today) were measured while exposed to varying levels of irradiance in Hamilton, New Zealand. Extracting the data that is typically provided by the manufacturer from this data (i.e. $I_{mp}$, $V_{mp}$, $I_{sc}$, and $V_{oc}$), the values for $R_s$ and $R_{sh}$ were calculated and used to generate current-voltage data using the single diode, five parameter equation. The simulated current-voltage data was then compared to the original experimental data.

Examination of the combined experimental and simulated data revealed that a growing disparity between the method described in Chapter 4 and experimental data would occur moving away from the maximum power point. By means of a sensitivity analysis, it was found that by adjusting the diode constant value $n$, this disparity could be reduced thereby improving modelling accuracy. A modification to the original algorithm presented in
Chapter 5 was therefore made so that the diode constant could also be evaluated from data provided by the manufacturer.

Initially the algorithm assumes the diode constant is equal to one. Based on this value, the values for $R_s$ and $R_{sh}$ are then calculated using the method described in Chapter 4. The current-voltage curve is then generated for a voltage vector between 0 V and $V_{oc}$ from which the fill factor (FF) is calculated. The modelled FF is compared to the fill factor provided by the manufacturer. If an error is present, the diode constant value is incremented and the process is repeated until the error falls below a specified threshold.

To validate this new method, the experimental procedure outlined in Chapter 5 was again applied to compare the simulated data against experimental data. For comparative purpose, the proposed algorithm was again compared against the method described in Chapter 4 and another published method. It was found that the modified algorithm was able to substantially improve modelling accuracy calculated based on a root mean square error analysis.

This method permits the calculation of three parameters: $R_s$, $R_{sh}$, and $n$, all of which are needed for the final mathematical model used to calculate the total yield of a PV system operating under heterogeneous operating temperature which shall be discussed. The improved performance obtained in the calculation of the third parameter ($n$) will consequently improve the performance of the final model which is to be developed in this study.
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**Abstract**

A number of methods currently exist to determine the modeling parameters of a solar cell. The authors present in earlier a work a method to numerically determine the values of series and shunt resistance using the Lambert \( W \)-function at maximum power point primarily using data provided by the manufacturer. This method however assumes the diode constant value is known. An experimental investigation revealed that by setting the diode constant to unity as suggested in other work, a growing disparity between model output and experimental values would arise away from the maximum power point. To address this issue, a modification is proposed to the method of Ghani and Duke (2012) which permits the calculation of the diode constant and the corresponding values of series and shunt resistance. The method was experimentally validated by collecting the current-voltage characteristics of a multi-crystalline cell exposed to 800, 900, and 1000 W/m\(^2\) of outdoor illumination in Hamilton, New Zealand. A comparative analysis of the model generated data using parameters found by the proposed method and two additional methods against experimental data revealed significant reduction in the root mean square error over the entire current vector was obtained using the proposed method. The method is simple to apply and can be carried out using data provided by the manufacturer.
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1. **Introduction**

The single diode, five parameter model represented by Eq. (1) is typically utilized to mathematically model the behaviour of a photovoltaic cell or device (Villalva et al., 2009).

\[
I = I_{ph} - V \frac{R_s}{R_{sh}} - I_0 \left( e^{\frac{V}{nV_T}} - 1 \right)
\]

where \( I \) is the current, \( V \) is the voltage, \( R_s \) and \( R_{sh} \) are the series and shunt resistances respectively, \( I_{ph} \) is the photogenerated current, \( n \) is the diode quality factor, and \( V_T \) is the thermal voltage calculated by,

\[
V_T = \frac{kT}{q}
\]

And the diode saturation current \( I_0 \) was determined by Eqs. (3) and (4) (De Soto et al., 2006).

\[
I_s = I_{ph} \left( \frac{R_s}{R_{sh}} \right) \left[ \frac{1}{e^{\frac{V}{nV_T}}} - 1 \right]
\]

(3)

where,

\[
I_s = \frac{I_{ph}}{e^{\frac{V}{nV_T}}} - 1
\]

(4)

and the diode saturation current \( I_0 \) was determined by Eqs. (3) and (4) (De Soto et al., 2006).

\[
I_s = I_{ph} \left( \frac{R_s}{R_{sh}} \right) \left[ \frac{1}{e^{\frac{V}{nV_T}}} - 1 \right]
\]

where,

\[
I_s = \frac{I_{ph}}{e^{\frac{V}{nV_T}}} - 1
\]

And the diode saturation current \( I_0 \) was determined by Eqs. (3) and (4) (De Soto et al., 2006).

\[
I_s = I_{ph} \left( \frac{R_s}{R_{sh}} \right) \left[ \frac{1}{e^{\frac{V}{nV_T}}} - 1 \right]
\]

where,

\[
I_s = \frac{I_{ph}}{e^{\frac{V}{nV_T}}} - 1
\]

\[
T \text{ and } T_o \text{ represent the actual and nominal cell temperatures respectively in Kelvin, } E_o \text{ is the band gap energy of the semi-conductor in eV, } k_B \text{ is the Boltzmann constant (1.38065 x } 10^{-23} \text{ J/K), and } q \text{ is the value of electron charge (1.6022 x } 10^{-19} \text{ C).}
\]
The five parameter model has been shown to offer improved accuracy over the more basic four parameter model (Chuan and Loo, 2007) while avoiding the additional complexity of the diode model (Chuan and Phung, 1987).

The implicit nature of Eq. (1) and its computationally burdensome evaluation has however resulted in the growing use of an alternative expression based on the Lambert W-function (Jain and Kayzoor, 2004; Jain et al., 2006; Petrillo et al., 2007; Pasculli et al., 2010). By using the Lambert W-function the current can be expressed as an explicit function of voltage as shown by Eq. (5). The result is a more convenient and computationally efficient calculation of current.

\[
i = \frac{V}{R_s + R_{sh}} \left( \frac{R_{sh}}{R_s} \right) e^{\frac{\frac{R_{sh}}{R_s}}{e} \left( 1 - \frac{R_{sh}}{R_s} \right)} V_a
\]

(5)

To obtain the current-voltage characteristics of a cell using Eq. (5) however, a number of parameters such as the series (Rs) and shunt (Rsh) resistances and the diode quality factor (n) must be found for the particular device under study. The series resistance is a lumped parameter which includes the effects of contact resistance, series resistors, and loss mechanisms in a solar cell. For example, losses due to resistance introduced in cell solder bonds, emitter and base regions, cell metalisation and cell interconnect bussbars all contribute to the value of Rs (Green, 1998). Similarly the shunt resistance value represents any parallel high-conductivity paths across the cell and shunt resistances using the Norton-Ramaswamy algorithm based on the Lambert W-function. The purpose of this method was to calculate the values of Rs and Rsh so that the maximum power output (Pmax) of the model would equal the value provided by the manufacturer. Equations based on the Lambert W-function were utilised so that the current could be expressed explicitly in terms of voltage and also for its relatively straightforward differentiation. The primary advantages of this method were its high level of accuracy and need for only input values often provided by the manufacturer such as the short circuit current (Is), open circuit voltage (Vo), and the values of current and voltage at maximum power point (Iop and Vop respectively). The value of the diode quality factor was assumed to be known or otherwise set to one as suggested elsewhere (Carrara et al., 2010) for this method. It was found, however, that making the latter assumption resulted in significant error when examining the model performance over the entire I-V curve in comparison to experimental data as shown by Fig. 1. By adjusting the value of n and re-calculating the values of Rs and Rsh, the authors observed a reduction in this disparity between model output and experimental values yielding an improved fit overall.

A sensitivity analysis was carried out by the authors to examine the effect of changing the diode constant (n) on the series and shunt resistance values. Fig. 2 plots the variation obtained in resistance values as the diode constant is incremented in steps of 0.05 starting from a value of one.

From Fig. 2 we can see that by increasing the diode constant, a drop in Rs and a rise in Rsh are obtained. The ideal combination of Rs, Rsh, and n will minimise some error criterion. In this study, the root mean square error (RMSE) analysis was performed in order to compare results of the simulated current vector against experimental values (see Sections 3 and 4 for detailed method). The simulated current vector was calculated using Eq. (5) utilising values for Rs and Rsh found by applying the method of Ghani and Duke (2011) for each value of n considered in the sensitivity analysis. This simulated current vector was then compared to experimental values. Fig. 3 plots the RMSE value against the diode constant value. From Fig. 3 we can see that RMSE is gradually reduced as we increment the diode constant from one however a local minimum exists at approximately n = 1.55. From this point on, RMSE begins to rise.

The results of this sensitivity analysis have demonstrated that the simulated results of a photovoltaic system analysis can be improved with the appropriate selection of values Rs, Rsh, and n. Consequently we propose here a modified
Fig. 2. Values for $R_s$ and $R_{sh}$ for different values of $\alpha$ using the method of Ghani and Duke (2011).

2. Theory of method

An overview of the proposed method is shown by Fig. 4. The proposed method is a modification to the method of Ghani and Duke (2011) however the part of the method devoted to calculating the values of $R_s$ and $R_{sh}$ is unchanged. In this work, the values of $R_s$ and $R_{sh}$ are numerically calculated at maximum power point (MPP) using data provided by the manufacturer (i.e., $I_{mp}$, $V_{mp}$, $I_{sc}$, and $V_{oc}$) and a value for the diode quality factor. Here we provide a modification to the original algorithm so that $\alpha$, the diode constant may also be calculated with coupled values $R_s$ and $R_{sh}$ without introducing further experimentation.

The values of $R_s$ and $R_{sh}$ are calculated by solving a system of non-linear equations which describe the behaviour of a solar cell at maximum power point. This system is solved for $R_s$ and $R_{sh}$ by using a multi-variable version of the Newton-Raphson equation. By starting with two initial estimates for series ($R_s$) and shunt resistance ($R_{sh}$), the updated values ($R_s^{(k+1)}$ and $R_{sh}^{(k+1)}$ respectively) are found using Eqs. (5) and (6) (Chua and Camacho, 2002). Convergence is rapidly achieved provided initial estimates for $R_s$ and $R_{sh}$ are chosen within vicinity of the actual roots. If these values are not local, an error may result. To avoid this situation, the approximate location of the roots can be obtained by generating contour plots as recommended by Ghani and Duke (2011) for a diode constant value of one.

$$R_{s}^{(k+1)} = R_s^{(k)} - \frac{\frac{\partial F}{\partial R_s}}{\frac{\partial^2 F}{\partial R_s^2}}$$

$$R_{sh}^{(k+1)} = R_{sh}^{(k)} - \frac{\frac{\partial F}{\partial R_{sh}}}{\frac{\partial^2 F}{\partial R_{sh}^2}}$$

where $\theta_i$ is given by

$$\theta_i = \frac{R_s R_{sh}}{n^2 F(R_s, R_{sh}, \theta_i)}$$

Similarly expression $\omega$ was obtained by examining the $P-I$ curve and knowledge that a global maximum exists at MPP. Therefore,
Fig. 4. Algorithm of proposed method to determine the values of \( R_s \), \( R_m \), and \( n \).

\[ \frac{dP}{dI} = \frac{V_{oc indicated}}{I_{oc indicated}} \]  

Equations for the partial derivative of power with respect to \( I \) and \( V \) have been published previously (Jain and Kapoor, 2004). Similar to Eq. (7) we use the partial derivative of \( P \) with respect to current to define expression \( v \) at MPP by substituting values for \( I \) with \( I_{mp} \) appropriately.

\[
e = R_{sh} I_{mp} + R_{s} I_{mp} - M_{pp} R_{s} - M_{pp} R_{sh}
- n^2 \epsilon \frac{LambertW(0)}{I_{mp}}
\]

\[
I_{mp} R_{s} \left\{ \frac{LambertW(0)}{1 - LambertW(0)} \right\} = 0
\]

where \( \theta_1 \) is given by,

\[
\theta_1 = \frac{1}{n} \frac{R_{sh}}{R_{s} + R_{sh}}
\]

The partial derivatives needed for Eqs. (6) and (7) are provided in Appendix A.

It was assumed for our modelling study that the photogenerated current \( I_{pp} \) was equal to the short circuit current \( I_{sc} \) (Chentzi et al., 2007).

The method of Ghanil and Duke (2011) assumes that the value of the diode constant, \( n \), is known. However, by introducing an iterative modification to this method, the value of \( n \) can be found to better match the values provided by the manufacturer. If we initially assume a value of unity for the diode constant as recommended elsewhere (Carreno et al., 2010), the corresponding values for \( R_s \) and \( R_sh \) can be found using the method of Ghanil and Duke (2011). Applying these calculated values for \( R_s \) and \( R_sh \), and the value for \( n \) into Eq. (5) we can then obtain the current-voltage as well as the power-voltage array \( (P = \frac{I^2}{R_s}) \) from which the values of short circuit current \( I_{sc} \), open circuit voltage \( V_{oc} \), current at MPP \( I_{mp} \), and voltage at MPP \( V_{mp} \) can be extracted from the model. These values can be applied to find the value of the model output fill factor \( (FF_{model}) \) using Eq. (13) (Goven, 1998).

\[
FF_{model} = \frac{I_{mp} \cdot V_{mp}}{I_{oc} \cdot V_{oc}}
\]

The experimental values provided by the manufacturer's data sheets can similarly be used to determine the actual fill factor \( (FF_{actual}) \) by substituting the corresponding published values into Eq. (13). Using these two values we introduce the fill factor error term defined by Eq. (14).

\[
\theta_{FF} = |FF_{actual} - FF_{model}|
\]

The work by Ghanil and Duke (2011) demonstrated that high model accuracy at maximum power point was obtained. By introducing an error criterion based on the fill factor, the values of short circuit current and open circuit voltage provided by the manufacturer are now also taken into consideration by the model. By increasing the value of \( n \) by a value which we term \( n_{step} \) and calculating the new coupled values of \( R_s \) and \( R_sh \), \( \theta_{FF} \) can be incrementally reduced resulting in an improved fit of model data to experimental values. The iterations are stopped once a criterion is satisfied. For our study we selected values of \( 0.0012 \) and \( 0.0002 \) for \( n_{step} \) and \( n_{step} \), respectively. These values were chosen to balance an accurate fit with computational burden and simulation time.

The proposed method was evaluated experimentally using a multi-crystalline cell rated at 50 mW exposed to
outdoor illumination at 800, 900, and 1000 W/m² in Hamilton, New Zealand.

3. Experimental method

The experimental apparatus is shown in Fig. 3. The current-voltage characteristics of a 506 mA, multi-crystalline photovoltaic cell manufactured by Silicon Solar was obtained using a high speed programmable source measuring unit (SMU) manufactured by National Instruments (model NI-STM-4100). The source measuring unit was used over a traditional power supply because of its precision with respect to both sensitivity and accuracy. For the current range measured in this work, the NI-STM-4100 SMU is stated by the manufacturer to have a current measurement resolution of 10 µA and a measurement accuracy of ±0.12%.

The SMU was connected to the cell using a four wire or remote sensing scheme to eliminate measurement error introduced by the lead resistance as used in other work (Chua et al., 1998). With the four wire approach, a voltage is sourced across the cell using one pair of leads (Force HI and Sense LO, Fig. 5), and the voltage drop across the cell using another pair of leads (Sense HI and Sense LO, Fig. 5). This way any lead resistance could be compensated during measurement. The current-voltage characterization was performed on a cell illuminated outdoors in Hamilton, New Zealand (37°47'S, 175°19'E). An outdoor forward bias test was performed in preference over a dark reverse bias test as it has been acknowledged to yield more accurate values given the realistic operating conditions (Bashhuh and Habiburrahman, 1995). Radiation was measured using a Middletons Solar EQ-08 pyranometer and logged during measurement. Current voltage measurements were taken at 800, 900, and 1000 W/m².

In total, the DC voltage sweep consisted of 75 points from 0 V to 0.90 V. For each measurement point, 100 samples were taken from which the average value was taken to reduce noise and measurement uncertainty. The cell under test was mounted with good thermal contact using a thin layer (less than 1 mm thick) of thermal adhesive to a high efficiency aluminium heat sink which was mechanically coupled to two 12 V DC fans. Convection cooling of the heat sink fins was implemented in order to reduce the rise in operating temperature of the cell during the measurement period which was <5 s.

A B type thermocouple was thermally adhered to the rear side of the cell using a curing heat transfer compound to provide an approximate value of the cell operating temperature (Tcell). It was found that temperature rise of the cell was <1 °C for the I-V measurement period at 1000 W/m². The entire measurement process was controlled using National Instruments LabVIEW software and the National Instruments PXI-1033 hardware platform. This included all hardware control, parameter extraction, and data logging.

Values for Isc, Voc, Iopt, and Popt were extracted directly from the measured current-voltage data in LabVIEW. These values were then used for the method outlined in the previous section and also by the method of Carrero et al. (2011) to determine the values of Rsh, Rmp, and α.

4. Results and discussion

A single multi-crystalline photovoltaic cell of dimensions 78 x 24 mm was exposed to three levels (800, 900, and 1000 W/m²) of outdoor illumination in Hamilton, New Zealand. From these current-voltage measurements, the values provided by the manufacturer (Isc, Voc, Iopt, and Popt) were obtained and used by three methods to determine certain model characteristics of the cell. These methods were:

(a) The proposed method.
(c) The method of Carrero et al. (2011).

Results provided in this section indicate that the proposed model offered an improved fit to experimental data over the alternative methods investigated. Values for Rs, Rmp, and α obtained by each of the three methods and levels...
of illumination calculated using Matlab are summarised in Table 1.

The high values for \( R_a \) calculated by the proposed method resulted in significantly higher values of \( R_a \) and reduced values for \( R_t \) in comparison to the values obtained by Ghani and Duke (2011) and Carreno et al. (2010). A value of \( n = 1.5675 \) is obtained when illuminated at 1000 W/m².

Parameter values summarised in Table 1 were then used as inputs into Eq. (8) to determine the model current-voltage characteristics. Values of \( L_v \), \( V_{oc} \), \( P_{max} \), \( I_{max} \), and \( FF \) summarised in Tables 2-4 were extracted from the simulated data and compared to the experimental data for each level of illumination studied.

Examining the data in Tables 2-4 we make the following observations:

(a) Values for \( L_v \), \( V_{oc} \), and \( P_{max} \) using the proposed method and the method of Ghani and Duke (2011) remain essentially unchanged and match their corresponding experimental values with negligible error.

(b) Values obtained using the proposed method for \( L_v \) in a better match to experimental values over the method of Ghani and Duke (2011) resulting in a more accurate value of the fill factor.

In order to assess the accuracy of each method over the entire \( I-V \) curve, a mean square error (MSE) and root mean square error (RMSE) analysis was carried out. The mean square error and root mean square error values were calculated using Eqs. (15) and (16) respectively.

\[
\text{MSE}(l_{\text{model}} - l_{\text{actual}}) = \frac{1}{N} \sum_{i=1}^{N} (l_i - l_{\text{model}})^2
\]

\[
\text{RMSE} = \sqrt{\text{MSE}}
\]

Table 2: Experimental and model parameters extracted from the I-V curves at 500 W/m².

<table>
<thead>
<tr>
<th>Method</th>
<th>( L_v )</th>
<th>( V_{oc} )</th>
<th>( I_{max} )</th>
<th>( P_{max} )</th>
<th>( FF )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental</td>
<td>0.4754</td>
<td>0.6899</td>
<td>0.4232</td>
<td>0.1714</td>
<td>0.6409</td>
</tr>
<tr>
<td>Proposed method</td>
<td>0.4591</td>
<td>0.6904</td>
<td>0.4216</td>
<td>0.1714</td>
<td>0.6478</td>
</tr>
<tr>
<td>Ghani and Duke</td>
<td>0.4585</td>
<td>0.6906</td>
<td>0.4216</td>
<td>0.1714</td>
<td>0.6514</td>
</tr>
<tr>
<td>Carreno et al.</td>
<td>0.4529</td>
<td>0.6904</td>
<td>0.4216</td>
<td>0.1704</td>
<td>0.6499</td>
</tr>
</tbody>
</table>

Table 3: Experimental and model parameters extracted from the I-V curves at 1000 W/m².

<table>
<thead>
<tr>
<th>Method</th>
<th>( L_v )</th>
<th>( V_{oc} )</th>
<th>( I_{max} )</th>
<th>( P_{max} )</th>
<th>( FF )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental</td>
<td>0.4722</td>
<td>0.6865</td>
<td>0.4215</td>
<td>0.1714</td>
<td>0.6409</td>
</tr>
<tr>
<td>Proposed method</td>
<td>0.4583</td>
<td>0.6899</td>
<td>0.4216</td>
<td>0.1714</td>
<td>0.6478</td>
</tr>
<tr>
<td>Ghani and Duke</td>
<td>0.4556</td>
<td>0.6896</td>
<td>0.4216</td>
<td>0.1714</td>
<td>0.6514</td>
</tr>
<tr>
<td>Carreno et al.</td>
<td>0.4496</td>
<td>0.6898</td>
<td>0.4216</td>
<td>0.1704</td>
<td>0.6499</td>
</tr>
</tbody>
</table>

Table 4: Experimental and model parameters extracted from the I-V curves at 2000 W/m².

<table>
<thead>
<tr>
<th>Method</th>
<th>( L_v )</th>
<th>( V_{oc} )</th>
<th>( I_{max} )</th>
<th>( P_{max} )</th>
<th>( FF )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental</td>
<td>0.4717</td>
<td>0.6860</td>
<td>0.4215</td>
<td>0.1714</td>
<td>0.6409</td>
</tr>
<tr>
<td>Proposed method</td>
<td>0.4569</td>
<td>0.6899</td>
<td>0.4216</td>
<td>0.1714</td>
<td>0.6478</td>
</tr>
<tr>
<td>Ghani and Duke</td>
<td>0.4556</td>
<td>0.6896</td>
<td>0.4216</td>
<td>0.1714</td>
<td>0.6514</td>
</tr>
<tr>
<td>Carreno et al.</td>
<td>0.4496</td>
<td>0.6898</td>
<td>0.4216</td>
<td>0.1704</td>
<td>0.6499</td>
</tr>
</tbody>
</table>

where \( N \) is the number of samples, \( l_{\text{actual}} \) and \( l_{\text{model}} \) are the experimental and model values for current respectively. Table 5 summarises the results of our statistical analysis.

The results presented in Table 5, demonstrate greater accuracy is observed in all cases using the proposed method. For instance, looking at the data for 1000 W/m², the proposed method yields over 60% and 70% improvement over the methods of Ghani and Duke (2011) and Carreno et al. (2010) respectively based on a root mean square error analysis. The relative efficiency calculation defined by Eq. (17) (Montgomery et al., 2011) further validates the improved model efficiency of the proposed method to the alternate methods studied. Relative efficiency values are given in Table 6.

\[
\text{Relative Efficiency} = \frac{\text{MSE}(\text{proposed})}{\text{MSE}(\text{Carreno et al.})}
\]

Values of relative efficiencies presented in Table 6 are less than one in all cases indicating a better model match with experimental data than the proposed method.

Current-voltage curves for each level of illumination using the proposed method and the method of Ghani and Duke (2011) are plotted against experimental data in Fig. 6. An accurate fit is obtained by both models at
Table 5
Mean square and root mean square error analysis for each method and illumination.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1000 W/m²</td>
<td>0.000006</td>
<td>0.00011</td>
<td>0.00003</td>
<td>0.00002</td>
<td>0.00001</td>
<td>0.00013</td>
<td>0.00018</td>
<td>0.00009</td>
<td>0.00010</td>
</tr>
<tr>
<td>900 W/m²</td>
<td>0.000018</td>
<td>0.00012</td>
<td>0.00005</td>
<td>0.00002</td>
<td>0.00001</td>
<td>0.00014</td>
<td>0.00021</td>
<td>0.00012</td>
<td>0.00013</td>
</tr>
<tr>
<td>800 W/m²</td>
<td>0.000024</td>
<td>0.00013</td>
<td>0.00006</td>
<td>0.00003</td>
<td>0.00002</td>
<td>0.00016</td>
<td>0.00024</td>
<td>0.00014</td>
<td>0.00016</td>
</tr>
</tbody>
</table>

Table 6
Relative efficiency values determined using Eq. (17) for each level of illumination.

<table>
<thead>
<tr>
<th>Illumination Level (W/m²)</th>
<th>Relative Efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000 W/m²</td>
<td>0.57%</td>
</tr>
<tr>
<td>900 W/m²</td>
<td>0.16%</td>
</tr>
<tr>
<td>800 W/m²</td>
<td>0.13%</td>
</tr>
</tbody>
</table>

Table 7
RMSE: root mean square error of experimental data at various levels of illumination. Values for $R_s$, $R_m$, and $n$ were determined at 1000 W/m² only using the method of Ghani and Duke (2011) and the proposed method.

<table>
<thead>
<tr>
<th>Method</th>
<th>RMSE (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ghani and Duke (2011)</td>
<td>0.0003</td>
</tr>
<tr>
<td>Carrero et al. (2010)</td>
<td>0.0003</td>
</tr>
<tr>
<td>Proposed method</td>
<td>0.0003</td>
</tr>
</tbody>
</table>

MPP but the proposed method demonstrates an improved fit over the entire voltage array.

Fig. 7 plots the experimental power-voltage data along with data generated by each of the methods investigated in this study in the vicinity of maximum power point at 1000 W/m² of illumination. The methods of Ghani and Duke (2011) and Carrero et al. (2010) with a diode constant of one both deviate from experimental data particularly away from MPP. The proposed method however closely matches experimental data over a greater range of voltage values.

The accuracy of the proposed method is dependent on the criteria values $R_{	ext{sun}}$ and $R_m$. By choosing selecting small values for both however, the simulation time is increased. A compromise must therefore be made to balance accuracy and computational burden.

Inspecting Table 1, we can see that the criteria values are a function of the irradiance intensity. Simulation results presented so far have been carried out using parameter values $R_s$, $R_m$, and $n$ that have been calculated at each level of irradiance. The question arises, which values should be used for simulating photovoltaic systems? A dynamic model would be ideal, where parameters values $R_s$, $R_m$, and $n$ are calculated for a given irradiance value. Such a model will reduce error however this would require extensive experimental work for the specific device under analysis as well as significant computational effort in parameter evaluation. The advantage of the method proposed in this work is that it can be performed using data provided by the manufacturer. The manufacturer of a photovoltaic device typically publishes the values for $R_s$, $R_m$, $I_{	ext{sc}}$, and $V_{	ext{mp}}$ at standard test conditions (1000 W/m², 25°C). Using these published values, the proposed method can be used to determine $R_s$, $R_m$, and $n$ and implemented to simulate the behavior of the device operating under vary-
Table III: Experimental and simulated data for each method investigated at $G = 1000 \text{ Wm}^{-2}$.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>I (A)</td>
<td>P (W)</td>
<td>I (A)</td>
<td>P (W)</td>
<td>I (A)</td>
</tr>
<tr>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
</tr>
<tr>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
</tr>
<tr>
<td>0.0004</td>
<td>0.0004</td>
<td>0.0004</td>
<td>0.0004</td>
<td>0.0004</td>
</tr>
<tr>
<td>0.0005</td>
<td>0.0005</td>
<td>0.0005</td>
<td>0.0005</td>
<td>0.0005</td>
</tr>
<tr>
<td>0.0006</td>
<td>0.0006</td>
<td>0.0006</td>
<td>0.0006</td>
<td>0.0006</td>
</tr>
<tr>
<td>0.0007</td>
<td>0.0007</td>
<td>0.0007</td>
<td>0.0007</td>
<td>0.0007</td>
</tr>
<tr>
<td>0.0008</td>
<td>0.0008</td>
<td>0.0008</td>
<td>0.0008</td>
<td>0.0008</td>
</tr>
<tr>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0010</td>
<td>0.0010</td>
<td>0.0010</td>
<td>0.0010</td>
</tr>
<tr>
<td>0.0011</td>
<td>0.0011</td>
<td>0.0011</td>
<td>0.0011</td>
<td>0.0011</td>
</tr>
<tr>
<td>0.0012</td>
<td>0.0012</td>
<td>0.0012</td>
<td>0.0012</td>
<td>0.0012</td>
</tr>
<tr>
<td>0.0013</td>
<td>0.0013</td>
<td>0.0013</td>
<td>0.0013</td>
<td>0.0013</td>
</tr>
<tr>
<td>0.0014</td>
<td>0.0014</td>
<td>0.0014</td>
<td>0.0014</td>
<td>0.0014</td>
</tr>
<tr>
<td>0.0015</td>
<td>0.0015</td>
<td>0.0015</td>
<td>0.0015</td>
<td>0.0015</td>
</tr>
<tr>
<td>0.0016</td>
<td>0.0016</td>
<td>0.0016</td>
<td>0.0016</td>
<td>0.0016</td>
</tr>
</tbody>
</table>

R_{PM} \text{ and } n \text{ at STC using data provided by the manufacturer. These values can then be applied for simulating PV output at varying levels of irradiance with improved accuracy over alternative methods which assume a diode constant of unity.}

5. Conclusion

A new method has been proposed to determine the values of series and shunt resistances and diode constant.
of a solar cell by modifying the method of Ghani and Duke (2011). An experimental assessment has revealed that the proposed method offers an improvement in modeling accuracy over two alternative methods. By altering the value of the diode constant, the coupled values of \( R_s \) and \( R_m \) are shown to change significantly. The principal advantage of this method is that it only requires data often provided by the manufacturer. A disadvantage however is the computational burden and time needed to carry out the additional calculations over the original method of Ghani and Duke (2011) and the need to evaluate the Lambert W-function. It was found that although parameter values vary with irradiance, values calculated with the proposed method at 1000 W/m² yield more accurate results over parameter values found assuming a diode constant of unity.

Appendix A. Partial differential equations

Partial differential equations required for Eqs. (6) and (7) (Ghani and Duke, 2011):

\[
\frac{\partial V_{oc}}{\partial R_s} = \frac{R_s (R_m + R_d f_a)}{(R_s + R_m)^2} \left( \frac{R_s (R_m + R_d f_a)}{(R_s + R_m)} \right) \left( \frac{R_s (R_m + R_d f_a)}{(R_s + R_m)} \right)
\]

\[
\frac{\partial V_{oc}}{\partial R_d} = \frac{R_s (R_m + R_d f_a)}{(R_s + R_m)^2} \left( \frac{R_s (R_m + R_d f_a)}{(R_s + R_m)} \right) \left( \frac{R_s (R_m + R_d f_a)}{(R_s + R_m)} \right)
\]

\[
\frac{\partial I_p}{\partial R_s} = \frac{R_s (R_m + R_d f_a)}{(R_s + R_m)^2} \left( \frac{R_s (R_m + R_d f_a)}{(R_s + R_m)} \right) \left( \frac{R_s (R_m + R_d f_a)}{(R_s + R_m)} \right)
\]

\[
\frac{\partial I_p}{\partial R_d} = \frac{R_s (R_m + R_d f_a)}{(R_s + R_m)^2} \left( \frac{R_s (R_m + R_d f_a)}{(R_s + R_m)} \right) \left( \frac{R_s (R_m + R_d f_a)}{(R_s + R_m)} \right)
\]

\[
\frac{\partial I_p}{\partial \alpha} = 0
\]

\[
\frac{\partial I_p}{\partial \theta} = 0
\]

\[
\frac{\partial I_p}{\partial \phi} = 0
\]

\[
\frac{\partial I_p}{\partial L} = 0
\]

\[
\frac{\partial I_p}{\partial \beta} = 0
\]

\[
\frac{\partial I_p}{\partial M} = 0
\]

\[
\frac{\partial I_p}{\partial V} = 0
\]

\[
\frac{\partial I_p}{\partial J} = 0
\]

\[
\frac{\partial I_p}{\partial K} = 0
\]

\[
\frac{\partial I_p}{\partial H} = 0
\]

\[
\frac{\partial I_p}{\partial G} = 0
\]

\[
\frac{\partial I_p}{\partial F} = 0
\]

\[
\frac{\partial I_p}{\partial E} = 0
\]

\[
\frac{\partial I_p}{\partial D} = 0
\]

\[
\frac{\partial I_p}{\partial C} = 0
\]

\[
\frac{\partial I_p}{\partial B} = 0
\]

\[
\frac{\partial I_p}{\partial A} = 0
\]

Appendix B. Experimental data

Table B1 provides experimental and simulated data for each of the three methods investigated at \( V = 1000 \) W/m². Data is provided up to approximately \( V_{oc} \).
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Chapter 7: Effect of flow distribution on the photovoltaic performance of a building integrated photovoltaic/thermal (BIPVT) collector

7.0 Introduction

Combining the results from Chapters 3 to 6, a numerical investigation was performed to analyse the effect of flow distribution on the photovoltaic yield of a BIPVT collector. The four factors examined in Chapter 3 were again varied as the results indicated that influences of all four factors were statistically significant to flow distribution. A three-step analysis consisting of a fluid analysis, a heat transfer analysis, and a photovoltaic system analysis was executed. The finite element method was again used to quantify the flow rates through each riser; however for this investigation, nine array geometries were investigated (as opposed to only two) given its significant impact on flow distribution.

The significant addition to this investigation in comparison to the study presented in Chapter 3 is the photovoltaic system model. The model generated incorporates the research conducted into the photovoltaic system parameter calculation discussed in Chapters 4 through to 6. By applying Kirchhoff’s current and voltage laws, the system of non-linear equations was solved using numerical methods such that the individual operating temperature of each cell in the array was taken into consideration. All programming was performed using Matlab software.

Results indicated that flow distribution will have a strong influence on the photovoltaic output of a BIPVT collector. For the case where flow distribution was poorest, photovoltaic output was improved by only 2% over a traditional photovoltaic system with no cooling. However for the case where flow distribution was optimal, photovoltaic output was improved by over 9%. If the issue of flow distribution is not appropriately addressed, the theoretical improvement in electric output from the photovoltaic system as
a result of cooling may be minimal. Such a scenario would not justify the additional costs and complexity associated with the implementation of the active heat recovery system.
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Abstract

The phenomenon of non-uniform flow distribution and its influence on thermal performance within a traditional solar thermal collector is well known. Its effect on the photovoltaic conversion of a hybrid photovoltaic/thermal (PVT) collector however has received little attention. In this study an investigation has been carried out to determine what effect flow distribution will have on the photovoltaic yield of a BIPVT collector of various size. A three-step numerical analysis was conducted to model flow distribution, temperature variation, and photovoltaic yield for a PVT collector of various design (manifold sizes, geometric shape (aspect ratio), and operating characteristics) and flow rates to determine in order to vary flow uniformity within the collector. The results revealed that flow distribution within the collector will have a significant influence on the photovoltaic performance of a hybrid PVT collector. For the scenario where flow distribution was most uniform, photovoltaic performance was improved by over 8% in comparison to a traditional photovoltaic (PV) collector operating under the same conditions. For poor flow however, performance was only improved by approximately 2%. Parameters found to influence flow distribution include the manifold to riser pipe ratio where a ratio of 4:1 was found to be ideal, and that increasing to a 6:1 ratio offered negligible improvement. Additionally it was found that array geometry characterized by its aspect ratio in this study plays an important role on both flow distribution and photovoltaic yield. This study has identified that the optimal flow rate is dependent on the size or aspect ratio of the array.

© 2012 Elsevier Ltd. All rights reserved.
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1. Introduction

A photovoltaic/thermal hybrid collector (henceforth referred to as a PVT collector) is a device capable of the simultaneous conversion of radiant solar energy into both electric and thermal energy. These collectors consist of a photovoltaic (PV) panel responsible for the conversion of solar energy into electricity due to the Beer–Guier/photovoltaic effect, and thermal energy via an absorption process (Sintbergen and van Zelingen, 2006). Depending on the type, a common PV module will convert 5–20% of incoming radiation into electricity (Sintbergen et al., 2010). The remaining portion (~value >50% after deducting the reflected portion) is absorbed and converted to heat (Cowie, 2010). Consequently the operating temperature of the cell will increase with temperatures >80 °C above ambient, obtainable under certain conditions.

The performance decay of photovoltaic systems due to temperature is well documented and reviewed elsewhere (Skupka and Pajtler, 2009). In summary, it has a negative effect on the open circuit voltage and the fill factor of the cell while marginally increasing the short circuit current due to a reduction in bandgap energy. For detail regarding parameters of a solar cell sensitive to temperature, the reader is referred to the following literature (Bludau...
et al., 1974; Emery et al., 1996; Radziemiska and Klugmann, 1999, 2002; Wysocki and Rapaport, 1959).

The overall effect however is an approximate drop of 4%/°C conversion efficiency for silicon-based cells (Greer, 1998).

To reduce the impact of temperature on the performance of a solar system, cooling of cells may be performed by either passive ventilation or active heat recovery. The latter method however has the prospect of increasing the total energy yield of the collector. For example, an experimental study showed that the combined efficiency of a photovoltaic-thermal collector can reach as high as 70% (Atkinson et al., 2005).

Additional advantages of PVT collectors include:

1. Improved energy payback. Calculations performed in another study showed that a PVT type collector would have an energy payback period of 2 years under an Italian climate whereas individual solar thermal and photovoltaic collectors would be 4.4 and 3.4 years respectively (van Helden et al., 2004).

2. Building integrated PVT collectors provide architectural uniformity and therefore an aesthetic advantage over conventional photovoltaic and solar thermal technology (Zondag et al., 2002).

3. Payback period. By increasing energy yield per square metre of collector, and reducing material redundancy and installation costs, an economic payback period of less than 2 years has been reported (Endl et al., 2006).

The potential of such a collector is clear considering that by mid-2001 in Australia for example, the residential building sector comprised of 38% electricity, 27% water heating, and 4% cooling 95% of energy was fossil fuel. This fossil fuel is primarily used for the purpose of heating and cooling, and it is estimated that energy used in this manner could be replaced by a PVT system.

Active heat recovery collectors to date have predominantly used either air or water as medium for thermal transport. An earlier study looked into the performance of several design variations of a PVT collector (Zondag et al., 2002). The investigation examined the sheet-and-tube, channel PVT, free flow PVT, and two absorber designs. Their results showed that the channel flow design to offer the highest efficiency. Despite this result, sheet-and-tube design commonly used in conventional solar thermal collectors was recommended as a good alternative based on its simplicity and comparable performance. In Greece, a number of PVT collector designs were investigated with collectors varying in working fluid (air and water) cell type (x-x, x-0), insulations characteristics (glazed and unglazed), and the use of diffuse reflectors to improve radiation distribution (Triaptsinos et al., 2002). Their results showed that heat extraction by water circulation through a sheet and tube type absorber to be more efficient than air circulation. As such, a building integrated type PVT collector is currently under development at the University of Wollongong based on the sheet-and-tube design with water circulation. The collector under development is to be manufactured to meet the customer specific roof requirements. The size and dimensions of the collector will therefore vary case by case. An additional advantage of PVT collectors is the potential for the integration of water heating/cooling functions.

The issue of flow distribution and its affect on photovoltaic performance of a BIPVT collector has been identified as one potential area and is the topic of this paper. Flow through the PVT collector will influence the operating temperature of each photovoltaic cell. Flow uniformity will therefore dictate the variation of temperature over the entire array. It is assumed when calculating an optimum design of the collector. Analysis of different flow arrangements is to be carried out in future work.

In one study (Chiu, 1982), 16 mathematical models were used to examine the effects of artificially assumed flow distribution on a header/riser type solar thermal array. It was found that flow non-uniformity results in a 20% deterioration of collector efficiency. The authors recommended in a concluding remark that the effects of flow non-uniformity be considered in the analysis and design of solar (thermal) collectors.

A combined numerical and experimental analysis of a 6 collector array connected in series was investigated in a later study (Wang and Wu, 1990). Their study examined flow distribution and temperature variation over the absorber surface for both prototype and commercial collectors. For the case of parallel flow in the manifold, central riser was consistently maintained while the risers closest to the inlet and outlet ports of the manifold each received approximately half the total flow. Flow distribution for the case of reverse flow was described on the other hand as a bypass flow pattern were flow rate was highest at the risers closest to the inlet port with their flow rate quickly diminishing. Both flow distribution scenarios resulted in large temperature variation over the absorber. Thermal efficiency values reported from their study were 58.5% and 44.5% for the parallel and reverse flow arrays respectively while the theoretical (H W B model) efficiency was determined to be 73.2%.

Another numerical study (Jones and Lior, 1994) identified three parameters which have a major influence on flow distribution, ratio of risers to manifolds, the number of manifolds, and the length of the risers, and the number of risers, and the length of the risers. It was found that by changing the ratio d1/d2 from 0.25 to 0.75, a change in peak riser flow excess above the average flow to increase by 100 fold. The second most influential factor identified in
this study was that the number of risers with real-distribution was proportional to $n^2$ where $n$ is the number of risers. Studies regarding flow distribution so far have been limited solely to solar thermal applications. In more recent work (Nousnerontsur et al., 2011), an investigation was performed to examine the influence of array geometry and mass flow rate on flow characteristics of various PV/T arrays. Their study consisted of both finite element analysis and experimental work demonstrating that flow distribution was influenced by both factors with lower mass flow rates and fewer risers improving flow distribution. This investigation however did not examine the effect of flow distribution on the temperature and performance of the photovoltaic system which is the focus of this paper.

2. Methods

2.1. Overview of method

An overview of the investigation methodology carried out is given in Fig. 1. Each step shall be discussed individually in the proceeding sections.

2.2. Fluid flow analysis

Water will be actively circulated through an aluminium extruded collector, coiling the cells and collecting thermal energy via a single fluid riser with a circular cross section. The effects of buoyancy were therefore considered negligible in our study. The internal diameter of the fluid riser ($D_{in}$) was set at 10 mm for all simulations performed. The headers/riser fluid network consists of an inlet header supplying water to each riser and an outlet header collecting water discharged at the riser outlet. Both inlet and outlet header manifold are assumed circular in cross section.

To reduce computational burden and time, a 2D planar study flow analysis is performed in other studies (Chou, 1982; Wang and Wu, 1990) was assumed adequate for our study. All simulations were conducted using Autodesk Simulation Multiphysics 2012 software. Modelling only the fluid network, the mesh was generated automatically using four node quadrilateral elements operating under the Newtonian viscosity model. Two boundary conditions were specified for our simulation: a surface prescribed velocity at the inlet port of the fluid array dictating the mass flow rate, and a surface prescribed inlet/outlet port at the outlet port face. The former boundary condition dictated the mass flow rate of the fluid circulating through the collector, calculated by Eq. (1) below,

$$m = \rho AV$$

where $\rho$ is the density of fluid (kg m$^{-3}$), $A$ is the cross sectional area of the port face (m$^2$) and $V$ is the mean fluid velocity (m s$^{-1}$).

To determine the appropriate size of the elements and balance accuracy and computational effort, a simple convergence analysis was performed. Here we examined the riser mass flow rates of the sixteen riser array (array 4, Table 1) with the element size varying from 0.004 m to 0.0145 m. The inlet mass flow rate was set to 3.555 kg/min. Fig. 2 plots the total riser mass flow rate for each element size.

Based on the results provided by Fig. 2, we can see that values for total riser mass flow rate begin to converge at the desired value of 3.555 kg/min from an element size of 0.012 m. Based on its improved accuracy however, we used an element size of 0.0015 m for all simulations in our study.

In total, three sets of fluid analysis were conducted in order to investigate the influence of flow distribution on photovoltaic performance. Factors identified to influence flow distribution, discussed in the previous section were varied such that its impact on PV output may be understood. These factors are listed below:

1. Array geometry.
2. Area ratio of manifold to riser pipes (Analysis 1).

Table 1

<table>
<thead>
<tr>
<th>Array</th>
<th>$N_1$</th>
<th>$N_2$</th>
<th>Aspect ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>56</td>
<td>0.11</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>24</td>
<td>0.25</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>16</td>
<td>0.50</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>10</td>
<td>1.00</td>
</tr>
<tr>
<td>5</td>
<td>12</td>
<td>12</td>
<td>1.00</td>
</tr>
<tr>
<td>6</td>
<td>16</td>
<td>9</td>
<td>1.70</td>
</tr>
<tr>
<td>7</td>
<td>18</td>
<td>8</td>
<td>2.25</td>
</tr>
<tr>
<td>8</td>
<td>24</td>
<td>6</td>
<td>4.00</td>
</tr>
<tr>
<td>9</td>
<td>36</td>
<td>4</td>
<td>9.00</td>
</tr>
</tbody>
</table>
3. Direction of flow in manifold (Analysis 2).
4. Circulation mass flow rate (Analysis 3).

Array geometry in our study specifically refers to the number and length of risers which make the PVT array. Nine array designs were studied with variation in the number of cells connected in series (N_s) and in parallel (N_p). The total number of interconnected cells for each array was kept at 144 keeping the maximum power point equal for all arrays. Each of the configurations investigated are listed in Table 1 below.

The absorber area for each array was equal to 3.95 m² in our study. The shape of the array is indicated by the aspect ratio (AR) value given in the right-hand column of Table 1. An array with an aspect ratio of 1 represents a square shaped array, values of AR < 1 describes an array which is wide (many risers) and short in the direction of flow, and a value greater than one represents a narrow and long array. The value for AR is determined by Eq. (2) below.

\[ AR = \frac{N_s}{N_p} \]  

(2)

The length of the PVT absorber is a function of the total number of cells connected in series (N_s) as given by Eq. (3).

\[ L_{abs} = (N_s \times 0.165) + 0.05 \]  

(3)

The number of fluid risers is equal to the number of cells connected in parallel strings. That is,

\[ N_{risers} = N_p \]

(4)

Therefore, referring to Table 1 we can see that Array 1 consists of an array of 36 parallel strings and risers whereas Array 9 is made up of only four strings and risers. Additional to geometry, flow distribution is heavily influenced by the ratio of manifold and near pipe area (A_{manifold}/A_{riser}) as discussed in Section 1. Our study therefore examined three manifold to riser ratios (A_{manifold}/A_{riser}): 1, 4, and 6. These values were used in our study to cover the worst case (ratio = 1) to an upper limit (ratio = 6). Only three manifold sizes were studied due to

the computational burden of the CFD analysis, however the authors feel this range was adequate. This investigation was performed under Analysis 1 of our study with each of the nine arrays listed in Table 1 simulated with each manifold size, giving a total of 27 simulations. All simulations were conducted with parallel flow in the manifold and a total fluid flow rate of 0.015 kg s⁻¹ m⁻².

For the second part of our study, the effect of flow direction within the manifold was investigated. Two directions, parallel and reverse flow were investigated (also referred to as reverse return and direct return respectively). Fig. 3 below shows the layout of the inlet and outlet ports and direction of flow in manifolds for each configuration.

Each of the nine arrays (Table 1) with an A_{manifold}/A_{riser} = 4 were investigated with both flow directions giving a total of 18 simulations. The mass flow rate (m) of water circulating through the collector was held constant at 0.015 kg s⁻¹ m⁻² for both Analyses 1 and 2. It was mentioned earlier in Section 1 that the mass flow rate will influence flow distribution. Its influence on flow distribution will therefore be investigated in Analysis 3.

Eight mass flow rates were investigated in total for Analysis 3: m = 0.005, 0.01, 0.015, 0.02, 0.025, 0.03, 0.035, and 0.04 kg s⁻¹ m⁻². Here again each of the nine arrays with an A_{manifold}/A_{riser} ratio of four and parallel flow in the manifold was examined. In total, 63 flow simulations were conducted.

3.3 Heat transfer analysis

Variation of fluid flow rate in each riser of a PVT collector will lead to a temperature variation over the absorber surface. Here we discuss the method used to estimate the temperature of each cell of the array using a modified approach to the classical fin approach (Wuiller, 1953; 1977). The overall method is summarised by the flow chart in Fig. 4.

The aim of our analysis is to determine the absorber temperature by solving Eq. (5) (Duffie and Beckman, 2006).

\[ \frac{d(T)}{dx} = \frac{T(T_s - T_{a})}{\cos \theta} \]

(5)

where \( T_s \) is the solar temperature, \( T \) is the ambient temperature, \( S \) is absorbed radiation (W/m²), \( \theta \) represents an arbitrary distance perpendicular to fluid flow, \( D \) is the distance between tube (m), \( D_p \) is the riser tube diameter (m), and \( U_p \) is the overall heat loss coefficient of the collector (W/m² K). The overall heat loss coefficient for our tubular collector was taken to be a constant value of 0.2 W/m² K (Anderson et al., 2009) in our study. Absorbed solar radiation (S) contributing to thermal yield was calculated using Eq. (6) which takes into account the photovoltaic electrical efficiency (Zondag et al., 2002).

\[ \eta_{act} = \eta_s - \eta_{act} \]

(5)
Fig. 3. Diagram depicting the difference in flow connection of a header rise flow network for a parallel flow array (left) and a reverse flow array (right).

Fig. 4. Algorithm used to determine the values of photovoltaic cell temperature of a PV/T collector.
where $t_{v,eq}$ is the effective transmissivity-absorption factor, $t_0$ is the transmissivity of glass, and $n_0$ is the electrical efficiency of the photovoltaic cell.

In order to solve Eq. (5), we must first calculate the bond temperature, $T_b$, using Eq. (7) (Duffie and Beckman, 2006).

$$ T_b(y) = \frac{W}{h_D} \left( T_{in}(y) - T_{in} \right) + T_{in} $$

(7)

where $T_{in}(y)$ is the temperature of fluid circulating through the collector, $P$ is the collector efficiency factor, and $h_D$ is the convective heat transfer coefficient. The fluid temperature will vary in the direction of flow and is therefore a function of $y$ (m). The collector efficiency factor is calculated by (Duffie and Beckman, 2006).

$$ F = \frac{1}{U_s + \frac{T_b(y) - T(y)}{\ln (\frac{T_{in}}{T_b(y)})}} $$

(8)

where $F$ is the standard heat efficiency factor as determined by Eq. (9).

$$ F = \frac{1}{m(W - D)/2} $$

(9)

The coefficient $m$ of Eq. (9) is a term which takes into account both the thermal conductivity of the absorber and the PV cell calculated by (Zosudag et al., 2002).

$$ m = \sqrt{\frac{U_s}{k_a n_{sh} + k_p n_{sh}}} $$

(10)

Temperature distribution in the direction of flow for each riser, $T_r(y)$, needed for Eq. (7) is calculated by Eq. (11) (Duffie and Beckman, 2006).

$$ T_r(y) = \frac{T_{in} - T_s - S}{U_s} \left( \frac{T_{in}}{U_s} \right) - \frac{T_s + S}{U_s} $$

(11)

The process of calculating the absorber temperature, $T_r(y)$, begins by initially estimating a value for the mean fluid temperature, $T_{mean}$, which can be interpolated from tabulated data. The mean fluid temperature ($T_{mean}$) is then calculated by Eq. (12).

$$ T_{mean} = \frac{T_{in} + T_s}{2} $$

(12)

where $T_{mean}$ and $T_s$ represent the values of outlet and inlet fluid temperature respectively. In our study, the inlet fluid temperature, $T_s$, was kept constant at $20 \, ^\circ C$. The outlet fluid temperature is found using Eq. (13) with $y = 0$ set to the length of the absorber.

Using the riser mass flow rates determined in our fluid flow analysis, the Reynolds number ($Re_0$) was calculated using Eq. (13) below with the assumption that flow was steady and incompressible and with a pipe of uniform cross sectional area (Duffie and Beckman, 2006).

$$ Re_0 = \frac{2U_0}{n_{sh}} $$

(13)

where $D$ is the pipe diameter of riser pipe and $\mu$ is fluid viscosity. For values of $Re_0 < 2300$, flow was considered laminar and fully developed. Convective heat transfer coefficient values were calculated by making the constant wall temperature assumption (Duffie and Beckman, 2006). Here, the Nusselt number ($Nu$) was taken to be $1.66$ (Kays and Crawford, 1993). For the case where flow was not laminar, but developed turbulent flow i.e., $Re_0 > 3000$, the Nusselt number was calculated with Eq. (14) (Gielczynski, 1976) below.

$$ Nu = \frac{1}{1 + 1.2T_s/\left(290 \sqrt{Pr} \right)} $$

(14)

where $Pr$ is the Prandtl number (Incropera et al., 2005) for smooth pipes is given by Eq. (15).

$$ Pr = \frac{\nu}{\kappa} $$

(15)

Finally, the convective heat transfer coefficient ($h_a$) of fluid circulating in the riser was then calculated by re-arranging Eq. (16).

$$ h_a = \frac{Nu h}{D} $$

(16)

Referring to Fig. 4, once the convective heat transfer coefficient, $h_a$ has been found, the efficiency factor, $F$ and fluid temperature, $T_f(y)$ may be calculated. With the new value of outlet fluid temperature found, the new value for mean fluid temperature, $T_{mean}$, is calculated using Eq. (12) and compared to the previous value of $T_{mean}$. The process of calculating $F$ and $T_r$ is repeated until the error in subsequent iterations is within the tolerance ($\epsilon$). As shown by Table 2, the value for error threshold, $\epsilon$ has small effect on the number of iterations performed due to the fast convergence. In our study, a threshold value of $0.01 \, ^\circ C$ was used.

Table 3

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>No. of Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>3</td>
</tr>
<tr>
<td>0.01</td>
<td>3</td>
</tr>
<tr>
<td>0.001</td>
<td>4</td>
</tr>
<tr>
<td>0.0001</td>
<td>4</td>
</tr>
</tbody>
</table>

2.4. Photovoltaic system modelling

Similar to previous studies (Petrovic et al., 2007; Picault et al., 2019) where modelling of photovoltaic systems was performed using equations based on the Lambert function, we approximated the yield of a PV array operating under heterogeneous temperature. Current is an explicit function
of voltage modelled with the Lambert function is given by Eq. (17) (Jain and Kapoor, 2004).

\[
i = \frac{V}{R_s + R_a} + \frac{R_a (I_a + I_{sh})}{E + R_a} (17)
\]

where \(i\) and \(V\) are the terminal current and voltage in amperes and volts respectively, \(n\) is the diode ideality factor, \(I_{sh}\) is the photogenerated current (\(\lambda\)), \(I_a\) is the diode saturation current (\(\lambda\)), \(R_s\) and \(R_a\) are the series and shunt resistances of the cell respectively (\(\Omega\)), and \(V_{oc}\) is the thermal voltage given by Eq. (18).

\[
V_{oc} = \frac{k_B T}{q}
\]

where \(k_B\) is the Boltzmann constant (1.38 × 10⁻²³ J/K), \(T\) is temperature of the PV cell (K), and \(q\) is the charge of an electron (1.602 × 10⁻¹⁹ C).

The photogenerated current (\(I_{ph}\)) and diode saturation current (\(I_s\)) are calculated by Eqs. (19) and (20) respectively (Chenni et al., 2007).

\[
I_{ph} = 
\frac{\phi}{q} (I_{oc,ref} - P_{mp}(T, T_{oc,ref}) \quad (19)
\]

\[
I_{s} = I_s ref \left( \frac{T}{T_{oc,ref}} \right) ^ \beta e^{- \left( \frac{\phi}{q} \right) \left( \frac{T_{oc,ref}}{T} - 1 \right)} \quad (20)
\]

With \(G\) and \(G_{oc}\) the values of irradiance at actual and reference conditions (W/m²), \(T\) and \(T_{oc,ref}\) values of temperature at actual and reference states (K), \(P_{mp}\) is the temperature decay coefficient of short circuit current supplied by the manufacturer (\(\lambda\)), and \(\phi\) is the bandgap energy of the semiconductor (eV). For our analysis consisting of polycrystalline Si cells, the value for bandgap at 25 °C was taken to be 1.12 eV (De Sote et al., 2006). Like \(I_{ph}\) and \(I_s\), the bandgap is also a function of temperature decreasing in an approximately linear fashion as shown by Eq. (21) (Rudenber and Hagner, 2002).

\[
i_{oc} = I_0 (006°C) + \frac{d\phi}{dT} (T – 306°C)
\]

where for the case of silicon, \(d\phi/dT\) = -2.3 × 10⁻⁴ eV/K (Whiller, 1953).

\[\]

A number of parameters must be evaluated in order to solve the equations mentioned so far. In the next section we will examine the evaluation procedure carried out.

### 2.4.1 Parameter estimation

The unique parameters which dictate the behaviour of a solar cell were estimated based on data provided by the manufacturer as performed in earlier studies (Villalba et al., 2009). Typically, a cell manufacturer will publish experimentally obtained values of open circuit voltage \(V_{oc,ref}\), short circuit current \(I_{sc,ref}\) and fill factor and values for current and voltage at maximum power point \(I_{mp,ref}\) and \(V_{mp,ref}\) respectively at standard test conditions (STC). To solve Eqs. (19) and (20), we need to find values for \(I_{mp,ref}\) and \(V_{mp,ref}\). In our study, we assumed that the value for \(I_{sh,ref}\) was approximately equal to \(I_{oc,ref}\) (Chenni et al., 2007). That is,

\[
I_{sh,ref} \approx I_{oc,ref}
\]

The diode saturation current at reference conditions, \(I_{s,ref}\) was approximated by Eq. (23) (Chenni et al., 2007).

\[
I_{s,ref} = \frac{I_{oc,ref}}{e^{\frac{\phi}{q} \left( \frac{T_{oc,ref}}{T} - 1 \right)}}
\]

Both Eqs. (22) and (23) may be solved by entering values from manufacturer data sheets with the exception of the diode ideality factor, \(n\). The value of \(n\) will affect the slope of the 'curve' in vicinity of the maximum power point on the current voltage curve. Similar to an earlier study (Carrero et al., 2010), we assumed a value of unity for \(n\).

Finally, two parameters remain unknown: series (\(R_s\)) and shunt (\(R_a\)) resistances. Considering most photovoltaic systems are coupled with maximum power point tracking (MPPT) and will therefore generally operate at this point, resistance values have been specifically calculated at this point in other studies (Carrero et al., 2010; Villalba et al., 2009). A method proposed by the authors in earlier work (Chenni and Delke, 2011) seeks values of \(R_s\) and \(R_a\) numerically at maximum power point using the Newton–Raphson method based on values supplied by the manufacturer. This method was used to determine the value of a 156 × 156 mm polycrystalline silicon cell (Solar Fun model SF156P221-B1). Properties of the cell provided by the manufacturer and values calculated for \(R_s\) and \(R_a\) are given in Table 3.

Once all the parameters of the cell under investigation were calculated, we determined the total yield of the array, accounting for each cell's performance variation due to temperature variation over the collector.

#### 2.4.2 Calculation of total array output

The series-parallel-connected topology shown in Fig. 5 represents the PV system whose output must be found. Kühnloch's laws were applied to provide an algebraic systems of non-linear equations relating all current and voltages in the network similar to earlier work (Quakshning and Hannisch, 1996).

It is assumed the terminal voltage of the array, \(V\) is known. Using numerical methods, our aim is to calculate

### Table 1

<table>
<thead>
<tr>
<th>(I_{oc,ref}) (A)</th>
<th>(V_{oc,ref}) (V)</th>
<th>(I_{mp,ref}) (A)</th>
<th>(V_{mp,ref}) (V)</th>
<th>(R_s) ((\Omega))</th>
<th>(R_a) ((\Omega))</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.43</td>
<td>0.645</td>
<td>7.92</td>
<td>0.495</td>
<td>0.0054</td>
<td>12.73</td>
</tr>
</tbody>
</table>
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Fig. 5. The general connection scheme of a series-parallel connected PV array. The number of cells connected in series and parallel is denoted \( y \) and \( x \) respectively.

the unknown voltage values of each cell and the total current \( I \) of the PV/T array based on this value. As there are \( y \) number of cells connected in series, and \( x \) number of strings (see Fig. 5) we must find \( xy \) sub-voltages and the total current value making a total of \((xy+1)\) unknowns. The vector of unknowns in transposed form, \( \mathbf{u}^T \) is therefore:

\[
\mathbf{u}^T = (V_{11}, \ldots, V_{xy}, I)
\]  

Using Kirchhoff’s current and voltage laws, we begin formulating vector \( \mathbf{r} \) of non-linear equations in the proceeding steps.

Step 1: The sum of sub-voltages in any string of the array must be equal to the terminal voltage, \( V \), i.e.,

\[
r(x) = \sum_{j=1}^{y} V_{xj} = V = 0\]  

Step 2: Apply Kirchhoff’s second law (Kwatin and Hanitsch, 1996) for each mesh, \( M \) of the array which states that the sum of voltages in a mesh must equal zero

\[
r_u(x) = \sum_{j=1}^{y} V_{xj} - \sum_{j=1}^{y} V_{xj} = 0\]  

For \( j = 2, \ldots, x \).

Step 3: The total current \( I \) yields the equation:

\[
r_{\text{rav}}(y) = \sum_{j=1}^{y} I_{xj} = I = 0\]  

Step 4: Apply Kirchhoff’s first law (Kwatin and Hanitsch, 1996) For the case of a series-parallel connected array, the current flowing through two consecutive modules in the same string is identical, that is

\[
r_{\text{rav}}(y) = f(V_{xj})\begin{pmatrix} f(V_{x(j+1)}) & 0 \\ 0 & f(V_{x(j+1)}) \end{pmatrix}
\]

For \( i = 1, \ldots, y-1 \) and \( j = 1, \ldots, x \)

For the \((xy+1)\) unknowns represented by vector \( \mathbf{u} \), we have an equal number of independent equations represented by vector \( \mathbf{r}(\mathbf{u}) \). Our objective is to calculate the values of vector \( \mathbf{u} \) which satisfy \( \mathbf{r}(\mathbf{u}) = 0 \). To do this we used the numerical Newton-Raphson root finding method given by Eq. (29) (Kwatin and Hanitsch, 1996).

\[
u_{i+1} = \left(r(v_i) / \mathbf{J}(v_i)^{-1}\right)
\]

where \( \mathbf{J}(v_i) \) is the inverse Jacobian matrix which must be calculated for each iteration. To create the Jacobian matrix, we need to differentiate Eq. (16) with respect to \( V \). The Lambert function may be easily differentiated using Eq. (30) (Corless et al., 1996):

\[
\frac{d}{dV} \text{LambertW}(V) = \frac{1}{V + \text{LambertW}(V) e^{\text{LambertW}(V)}}
\]

Applying Eq. (30) to derive the first order derivative of Eq. (16) with respect to voltage gives,

\[
\frac{d}{dV} P = \frac{1}{(R_a + R_e) (R_a + R_e) \text{LambertW}(0)}
\]

where

\[
\theta = \frac{R_a}{R_a + R_e} \left( \frac{\text{LambertW}(V) - 1}{\text{LambertW}(V)} \right)
\]

The Newton-Raphson process was initiated by designating each cell voltage to be equal to \( V \). Starting with a vector \( \mathbf{u}_0 \), Eq. (28) was repeated until a criterion such as Eq. (32) was satisfied.

\[
u_{i+1} - \mathbf{u}_i < \epsilon
\]

The final vector \( \mathbf{u}_x \) which satisfies Eq. (32) represents the solution vector.

The total characteristic curve of the array may be generated by incrementing the terminal voltage \( V \) and calculating the associated current value, \( I \). Once the current-voltage \((I-V)\) characteristic curve was determined, the power-voltage \((P-V)\) curve was then created \((P = IV)\) in order to obtain the value of the maximum power point.

3. Results and discussion

Approximately 100 simulations were completed using the method outlined in the previous section to determine the photovoltaic yield of arrays of various geometry (aspect ratios), design (manifold sizes), and operating conditions (man flow rates). For each analysis, the flow rate of each riser was approximated in step 1 of our study to establish the flow distribution characteristics. Given the large number of simulations that were conducted, a statistical summary of the flow analysis is only provided to give an overview of the results. Specific flow distribution data will be provided in a follow up paper containing experimental
data. Section 3.2 will briefly provide the results of photovoltaic cell temperature scatter to demonstrate the variation in temperature found due to variation of flow. Finally, photovoltaic yield for each analysis will be presented in section 3.3.

3.1. Flow distribution

Figs. 6-8 each present the results of a statistical analysis for Analyzes 1, 2, and 3 respectively with respect to flow distribution. The standard deviation of rise flow rates is calculated to indicate flow uniformity for each array. High values of standard deviation is representative of poor flow distribution. From these graphs we can make the general observation that flow homogeneity in riser flow rate is improved as we increase the aspect ratio of the array from Array 1 (AR = 0.11) to Array 9 (AR = 9) as this is the trend for each of the three analyses carried out.

Referring to Fig. 6, we can see that an array with a manifold to riser ratio of 1:1 will yield high values of riser flow rate standard deviation and poor flow distribution. A large reduction in riser flow rate variation is found by increasing manifold size to 40 mm followed by only a small improvement by further increasing the manifold size to 60 mm. Based on these results, a manifold diameter of 40 mm or a manifold to riser ratio of 41 is recommended as the additional cost of a 60 mm manifold results in negligible improvement in flow uniformity. Section 3.3 will later show this will lead to a negligible improvement in photovoltaic yield.

From Fig. 7, improved flow uniformity is achieved when parallel flow in the manifold is employed over reverse flow for all array geometries. However the values converge as the array geometry is varied from Array 1 to Array 9. From these results parallel flow within the fluid array is generally recommended as proposed elsewhere (Wang and Wu, 2000).

Reducing the circulation flow rate will reduce variation in riser flow rate values as shown by Fig. 8. These results are supported by the combined experiment and numerical analysis reported in an earlier study (Niewegrode et al., 2011) who reported improved flow uniformity with lower mass flow rates. From this graph we can see that values for standard deviation in riser flow rate converge with an increase in array aspect ratio. A high flow rate therefore may be employed for an array of large aspect ratio (i.e., AR > 9) without suffering severe flow maldistribution.

As a consequence of riser flow imbalance shown so far, each scenario investigated will result in a unique variation in PV cell temperature. The proceeding section will present temperature plots of selected arrays/scenarios.

3.2. Temperature distribution

As fluid flows from the inlet to discharge manifold, we can expect a linear rise in fluid (and therefore cell) temperature. This rise in temperature however will vary from string to string due to variation in riser flow rates. Using the method outlined in Section 2.2, the temperature of the PV/T absorber was approximated based on the results of the fluid analysis. Due to the large number of simulations carried out in this study, each temperature plot cannot be presented here. Extensive plots of temperature variation will be provided in a follow-up paper with experimental results.

Fig. 9 demonstrates the effect of poor flow uniformity on the operating temperature of the PV/T absorber surface. This plot is for a 16 riser array (Array 4) operating with each of the three manifold sizes (10, 40, and 60 mm) with parallel flow in the manifolds. We can see a sharp increase in absorber temperature located in the middle strings for an array with a 10 mm manifold as a direct result of poor flow cooling these strings. Cells being cooled by end risers however operate at lower temperatures due to the comparably higher flow rate values. A similar temperature variation was reported by Wang and Wu in their experimental study consisting of 10 series connected modules.

![Fig. 6. Standard deviation of riser flow rates when simulated with three manifold sizes (10, 40, and 60 mm) with a riser diameter of 10 mm.](image-url)
(160 mm). By increasing the manifold size to 40 mm, we see a substantial improvement in temperature distribution as a result of the flow distribution with the middle strings almost 10 °C cooler than the 10 mm manifold array. Due to the minor improvement in flow distribution with the 60 mm manifold, we similarly see a minor improvement in temperature distribution.

As discussed earlier, the performance of silicon type photovoltaic cell is a strong function of temperature. The overall array output will therefore be influenced by temperature variation. The next section will present the results of photovoltaic system modelling based on this temperature variation.

3.3 Photovoltaic yield

Photovoltaic yield of each array simulated under Analyzers 1, 2, and 3 are presented in Figs. 9–12, respectively. Here, we make the assumption that the photovoltaic cells operate at the same temperature as the PV/T absorber surface discussed in the previous section. We make this assumption as we intend to directly vacuum laminate the cells onto the PV/T absorber and therefore introduce little thermal resistance between the absorber and cell. In previous experimental study, researchers who bonded photovoltaic cells to a Aluminum absorber using a silicone based adhesive measured only a 1 °C disparity between absorber and cell temperatures (Lalovic, 1986) supporting our assumption.

The influence of manifold sizing on photovoltaic output is shown by Fig. 10. An array with a 10 mm manifold resulted in reduced yield particularly for arrays one through to five due to poor flow distribution within the array resulting in a large variation in cell operating temperatures. However as the aspect ratio of the array increases from array one to five, the improved flow distribution leads to an improvement in PV yield. Values converge from array six (i.e. an aspect ratio, AR > 1.78) onwards for an array with a 10 mm manifold.

A 40 mm manifold was able to significantly improve photovoltaic output over a 10 mm manifold array although poor flow distribution for Arrays 1 and 2 did affect the total array yield. Photovoltaic yield was found to converge from array three (i.e. AR > 0.44) onwards.
Fig. 9. Mm PV/T absorber temperature along fluid path for array 4 for manifold sizes = 10, 30, and 60 mm.

Fig. 10. Results of Analysis 1. Values of photovoltaic yield for each array when simulated with varying manifold sizes (10, 40, 60 mm) with riser diameter 10 mm.

Fig. 11. Results of Analysis 2. Photovoltaic yield of array one to nine with a 40mm manifold and operated with both parallel and reverse flow in the manifold.
As flow distribution was only marginally improved with a 40 mm manifold, it resulted in minor improvement in photovoltaic yield for Arrays 1 and 2 only. From Array 3 onwards (i.e. AR > 0.4), no improvement was obtained over the 40 mm manifold with values of both data sets converging to the same value.

Referring to Fig. 11, the photovoltaic output for Arrays 1-9 operating under both parallel and reverse flow is presented. Arrays 1-4 operating under parallel flow demonstrated improved performance over reverse manifold flow. Values for both arrays however begin to converge from Array 5 (i.e. AR > 1) onwards.

Results of Analysis 3 are presented in Fig. 12. Eight mass flow rates in total were simulated in order to determine the optimum value for each of the nine arrays. Unlike Figs. 10 and 11 which plots the photovoltaic yield at the dependent variable, Fig. 12 plots the net yield ($P_{net}$) of the array to include power consumed by the pump. Pump power ($P_{pump}$) was calculated using Eq. (33).

$$ P_{pump} = \frac{\rho \gamma \nu h}{3.6 \times 10^5} $$

where $\gamma$ is the flow capacity ($\text{m}^3\text{ h}^{-1}$), $\rho$ is the density ($\text{kg m}^{-3}$), $\nu$ is the head (m), and $h$ is the head height was assumed to be 10 m. The net yield was then calculated by Eq. (35).

$$ P_{net} = P_{in} - P_{pump} $$

Examining Fig. 12, the ideal mass flow rate was found to be dependent on the geometry of the array. For Arrays 1-5 (i.e. 0.1 < AR < 1), the ideal mass flow rate was identified to be 0.015 $\text{kg m}^{-2} \text{s}^{-1}$. Although a lower value of mass flow rate will improve flow distribution, low mass flow rates for arrays with an AR < 2.25 will result in higher temperature gradients in the direction of flow, reducing PV yield. However, as the aspect ratio increases and flow distances is improved, higher mass flow rates can be employed to improve heat transfer and therefore photovoltaic conversion efficiency. The sharp rise in net yield values for $m = 0.225$, 0.03, 0.003, and 0.004 $\text{kg m}^{-2} \text{s}^{-1}$ datasets is attributed to the change from laminar to turbulent flow. By switching to turbulent flow, the Nusselt number for each tier is increased consequently increasing the heat transfer coefficient. These higher flow rates, however, produce lower power yield values in a result of poor flow distribution and higher pump power consumption for arrays of AR < 1.

From the results of analysis three (Fig. 12), the net electric yield ($P_{net}$) from a PV/T array was calculated to be 580.4 $\text{W}$. In the best case scenario (Array 9, $a = 0.03 \text{ kg m}^{-1} \text{s}^{-1}$, manifold to riser ratio = 4). Comparatively, the yield of a traditional photovoltaic collector operating under the same test conditions was 802.9 $\text{W}$ due to the higher operating temperature. This value was obtained using the outlined procedure with riser flow rates set to zero. By actively cooling the cells, the net electric yield of the PV/T system was increased by approximately 9.4%.

If the issue of flow distribution was disregarded in the design of a PV/T collector, negligible improvement in PV yield may be obtained. For example, if a 144 cell PV/T array was installed with 16 strings (i.e. Array 1 configuration), a manifold to riser ratio of 1.1 with a fluid flow rate of 0.005 $\text{kg m}^{-2} \text{s}^{-1}$, the net yield ($P_{net}$) of the array would be 508.4 $\text{W}$ due to the poor flow uniformity within the array. This is only a 1.1% improvement over a traditional PV module.

4. Conclusions

Our investigation has revealed that flow distribution within the header/riser network of a PV/T collector will influence the photovoltaic performance of a series/parallel connected array. Approximately 100 simulations were completed to estimate the effect of flow distribution on photovoltaic yield. Based on the results of this study we have shown that parameters including the manifold to riser pipe ratio, array geometry, manifold flow direction, and mass flow rate have an influence on flow distribution and therefore photovoltaic conversion. A number of design recommendations are listed below.
1. A manifold to riser pipe ratio of 4:1 is recommended to improve flow distribution. A higher ratio of 6:1 was not found to improve flow distribution and optimise PV generation.

2. The aspect ratio of the array should be greater than 0.44 to improve flow distribution and optimise PV generation.

3. Parallel flow in manifold is generally recommended however reverse flow may be employed for arrays with an aspect ratio greater than one. Refer to Fig. 11.

4. Generally speaking a mass flow rate of 0.015 kg/s m² is recommended except for arrays with an aspect ratio greater than 1.78. For values greater than 1.78, higher mass flow rates will increase the net electric yield of the array. Refer to Fig. 2.

5. Work is currently underway to experimentally validate these numerical results at the University of Waikato.
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Chapter 8: Estimation of photovoltaic conversion efficiency of a building integrated photovoltaic/thermal (BIPVT) collector array using an artificial neural network

8.0 Introduction

The research goal of this thesis was to develop a model of a BIPVT collector which could be utilised to assess the effect of flow distribution on photovoltaic yield. This objective was met in the Chapter 7; however it could not be used by non-technical personnel. Research presented here has shown that a simpler method can be implemented to ensure the effect of flow distribution can be practically considered by the manufacturer of building integrated solar technology.

The feed forward multi-layer perceptron neural network was trained in this work using the back propagation learning algorithm in Matlab. Training data was obtained using the method presented in Chapter 7. It was found in this work that a neural network can be adequately trained to learn the relationship between the specified inputs and desired outputs. Once trained the neural network is fast and simple to use and has the ability to interpolate values within the original training set. This permits the effects of flow distribution to be factored into the calculation of photovoltaic output for a BIPVT installation with minimal complexity.
8.1 Journal paper: Estimation of photovoltaic conversion efficiency of a building integrated photovoltaic/thermal (BIPVT) collector array using an artificial neural network
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Abstract

Earlier studies have shown that the thermal efficiency of a solar thermal collector is influenced by the quality of coolant flow distribution within the array. The quality of flow distribution within a header/feeder type fluid network is influenced by a number of parameters including the coolant mass flow rate, the direction of flow in the manifolds, and most importantly the geometry of the array. As a building integrated photovoltaic thermal (BIPVT) collector will be a made to measure product, ensuring its dimensions will be dictated by the specific roofing and energy requirements of the customer, the issue of flow distribution and its effect on both thermal and photovoltaic performance raises some concern. In order to quantify the detrimental effect flow distribution may have on the photovoltaic output of a BIPVT array, a numerical approach was presented by authors in earlier work where factors known to influence flow distribution were varied. The authors demonstrated that photovoltaic output may be severely hindered if the issue of flow distribution is not adequately addressed. In this new study we use this numerical method to additionally show that photovoltaic output is not always improved by reducing the flow width WP (by increasing the number of risers for each module) despite the theoretical rise in efficiency E as a consequence of flow distribution. Under certain scenarios it was shown that a single riser will in fact improve PV output and also reduce system installation cost and complexity. The combination of these new finding and results previously obtained by the authors highlights the need in selecting the optimal design parameters to meet the specific requirements of each installation. The numerical approach carried out to calculate PV output however was time consuming and computationally intensive and therefore not feasible to perform for each and every customer. To address this issue, the authors have proposed in this paper to train an artificial neural network which can be used to approximate the photovoltaic yield of an array of specified shape operating under parallel/parallel flow in the manifolds and also with one or two fluid channels cooling each string of cells. By approximating the yield for each scenario, the optimal configuration can then be chosen. It was found that the neural network can be successfully trained for this specific application offering a fast alternative to the original numerical approach.

© 2012 Elsevier Ltd. All rights reserved.
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1. Introduction

As a result of growing concern for the environment regarding the effect of greenhouse gas emissions, human kind is actively seeking an alternative to fossil fuel based energy generation. Of all the renewable energy technologies which exist today, solar energy has greatest potential in meeting our growing energy needs since it is an abundant and essentially inexhaustible supply of energy. It has been shown elsewhere that in a single hour, the total irradiation received on earth from the sun is sufficient in meeting the
global energy needs for an entire year (Lewis and Nocera, 2006).

At present, solar energy is harnessed by the conversion of incident radiation into thermal and electrical energy via solar thermal and photovoltaic collector technologies respectively. The former technique is concerned with the conversion of solar energy into heat via an absorption process typically within an absorber made from a material of high thermal conductivity such as aluminium or copper. Fluid is circulated through channels bonded to the absorber in order to transport heat away from the absorber to a storage vessel where it is then typically used for domestic hot water and space heating purposes. The photovoltaic collector on the other hand is a solid state device which can convert solar radiation into electricity directly (Green, 1998). In one study it was stated that the residential building sector comprises of 35% space heating, 90% electricity, and 27% water heating by end use in Australia (Bausilani et al., 2002) making clear that both collector types would be useful in meeting our energy needs.

Despite the technological and environmental advantages attached to the use of solar collectors, their widespread adoption is hindered by economic factors. The high manufacturing and installation costs attached to these technologies make their purchase generally feasible only where government assistance is offered. In order to reduce the overall cost of these systems, the integration of photovoltaics directly onto buildings has been adopted where traditional building materials are replaced with solar energy conversion materials. By removing material, manufacturing, and installation redundancies, the cost of implementation can be reduced. However, the integration of photovoltaics into a building can lead to reduced ventilation and, in some cases, reduced operating temperatures. For example cell temperatures 20°C above the nominal operating temperature were predicted in one study as a result of the integration of photovoltaics directly onto the building (Davis et al., 2001).

The detrimental effect of temperature on the performance of a photovoltaic cell, particularly those which are silicon based, is well documented (Arau and Hansen, 1987; Emery et al., 1996; Green, 2003; Radzimiska and Klić, 2002; Sklepiksi and Palyvos, 2009). In summary, a rise in the temperature of the photovoltaic cell results in a decrease in the efficiency of the cell. However, the rise in temperature also results in a drop in open circuit voltage. The net effect is a drop in photovoltaic conversion efficiency proportional to the temperature rise typically calculated using Eq. (1) (Evans, 1981).

\[ \eta = \eta_{SC} \left(1 - \beta_{oc}(T_c - T_{ref})\right) \]  \hspace{1cm} (1)

where \(\eta_{SC}\) and \(\beta_{oc}\) are values typically provided by the manufacturer, \(T_c\) the actual cell temperature, and \(T_{ref}\) is the reference temperature of that cell. An extensive review of power and efficiency correlations is provided in other work (Sklepiksi and Palyvos, 2009).

The operating temperature of the photovoltaic panel and its negative effects can be reduced by circulating fluid (for example air or water) in such a way that it provides a cooling effect. In addition to the electrical performance improvement of the PV panel, thermal energy transported from the cells can be captured and utilised for space heating and water heating by implementing an active heat recovery system. Such a system can dramatically improve the energy yield of the collector. An experimental study conducted by Attanasio et al. (2009) demonstrated that the combined efficiency (photovoltaic and thermal) can be as high as 79%. The combination of low modification cost and improved energy yield of the hybrid collector together has significant economic potential. For instance, the payback period for the hybrid modification was shown to be less than 2 years in one study (Endl et al., 2008). In another study TRANSYS simulations were carried out which demonstrated the reduced payback period of the hybrid collector over traditional collector technology (Klüssendorf and Triepcke-Antropopoulos, 2006).

But despite these advantages, a number of technical issues remain to be addressed to ensure the adoption and market penetration of this technology. In one study, three parameters were investigated: the packing factor, the water flow rate, and the pipe size of fluid channels on system performance (Zil et al., 2006). However, the modified Hotell-Wil- lisch analysis carried out for the heat transfer analysis in this study assumes that coolant flowed uniformly within the absorber. Several studies (to be discussed in the next section) have raised that this assumption is not valid for most practical installations. The authors were thus required to investigate the influence of fluid flow distribution within the PV/T absorber and its influence on photovoltaic performance.

### 1.1. Flow distribution within a solar collector

The flat plate solar thermal collector utilises a fluid network system similar to the one shown in Fig. 1. Commonly referred to as a header/riser or manifold/riser array, this network consists of an inlet manifold which supplies the network with cold fluid, a series of fluid risers which branch from the inlet manifold to collect heat from the absorber, and a discharge manifold which collects the heated fluid. The heat transfer analysis of a traditional solar thermal collector as stated by Duffie and Beckman (Duffie and Beckman, 2006) assumes that the fluid flow within such a network is uniform such that,

\[ q_{in} = q_{1} = q_{2} = \cdots = q_{n_{tot}} \]  \hspace{1cm} (2)

where \(q_{in}\) is the inlet mean flow rate (kg \(\text{m}^{-2}\) \(\text{s}\)) and \(n_{tot}\) is the number of fluid risers of the header/riser network. However, several studies have revealed that this assumption is not valid for most practical installations and that thermal efficiency decreases as flow uniformity within the array diminishes.
A two dimensional numerical analysis was conducted in one early study in order to investigate the issue of flow distribution within a flat plate solar collector (Chiu, 1982). Examining a total of 16 artificially assumed models, thermal efficiency of the collector was found to deteriorate between 2% and 20% due to the elevated absorber temperature in areas of poor flow.

Wang and Wu (1990b) carried out a combined numerical and experimental study to investigate the effect of flow uniformity within a large 16 riser array. Their experiment looked into what effect the direction of flow in the manifolds will have on the flow distribution and thermal performance of the solar thermal array. Two levels were investigated; (i) parallel flow or Z-type array and (ii) reverse flow or E-type array (see Fig. 1). Their numerical results which were experimentally confirmed revealed a large change in the flow distribution pattern was obtained by changing the flow direction in the manifolds. For the case of parallel flow, flow was measured to be the greatest at the ends of the array with a sharp drop for central risers. Thermal efficiency for the first and last collectors of the array under these conditions was approximately 80% however the mean thermal efficiency for the total array was only 58.5%. The temperature of the riser or branch pipes varied between approximately 20 °C near the ends to over 50 °C at the array centre. For reverse manifold flow, the pattern of flow within the risers was found to vary significantly from the previous scenario with flow progressively dropping from the riser closest to the inlet port to the furthest location. In this case, thermal efficiency was found to drop from over 80% near the inlet port, to an average of only 44%. Based on these results, the authors suggest avoiding reverse flow in the manifolds.

Another numerical study investigated the effect of several parameters and their effect on flow distribution on the performance of a solar thermal collector (Jones and Lior, 1994). In this study 54 treatment combinations were looked at varying the following parameters; (i) the ratio of riser to manifold diameters, (ii) the number of risers, (iii) the distance between risers, (iv) the ratio of the riser length to riser diameter, and (v) the direction of flow in the manifold. The ratio of the riser to manifold pipe diameters was identified to be the most influential parameter on flow mal-distribution followed by the number of risers \( N_r \) with flow uniformity deteriorating in proportion to \( N_r \). Additionally it was found that by reducing the length of the fluid risers flow uniformity was worsened. This study revealed that the shape of the fluid network (i.e. the number and length of risers) will have a strong influence on the thermal performance of a solar thermal collector.

Research into the effects of flow uniformity within a header/riser type array have until recently been primarily focused on traditional solar thermal technology only. These studies discussed so far have all revealed that a large variation in absorber temperature is possible due to the flow distribution phenomenon and thus the performance of photovoltaic devices is strongly dependent on temperature. Only recently has this effect on a PVT collector been looked at.

An investigation was made which looked at what effect the distribution of flow it will have on a PVT collector (Neuwegroese et al., 2011). This study came to the conclusion that by decreasing mass flow rate, flow uniformity can be improved. Furthermore the shape of the array was found to also have an impact. However this work did not report on what effect this will have on the photovoltaic yield.

1.1. The effect of flow distribution on photovoltaic yield in a PVT collector

In previous work (Obiase et al., 2012) the authors investigated the influence of flow distribution on the photovoltaic yield of a PVT collector using a numerical approach. The authors found that the parameters which influence flow distribution and therefore the thermal performance
of a solar thermal collector will similarly affect the photovoltaic yield of a PVT collector. Interestingly, this study revealed that a correlation exists between the quality of flow distribution and the geometry of the array. We find this result interesting as the building integrated PVT collector will be built to suit the unique requirements of the customer and therefore its dimensions will be slightly variable as opposed to the solar thermal collector which is traditionally manufactured to fixed dimensions, (i.e. its length and width remain constant). This will make it difficult to predict the flow distribution characteristics and photovoltaic output for a BIPVT collector.

An example of what a BIPVT array may look like is shown in Fig. 2. The length and number of modules placed alongside each other will depend on the requirements of the customer. For our investigation we make the assumption that the array shown in Fig. 2 is electrically connected in such a way that each cell of a BIPVT collector module is connected in series. Each adjacent module is then connected in parallel to form the array. The use of the fluid array is therefore proportional to the size of the PV array such that,

$$N_{array} = N_p \times L_{array}$$  \hspace{1cm} (3)

$$N_p = N_s$$  \hspace{1cm} (4)

where $N_p$ is the number of parallel strings, $N_s$ the number of serially connected cells and $L_{array}$ is the length of the BIPVT collector module.

In order to investigate the issue of array geometry, nine arrays were examined by Ghan et al. each of which consisted of 144 cells. The characteristics of each of the nine arrays are given in Table 1. The arrays were created by altering the number of cells connected in series and in parallel thus altering the shape of the array as per our assumption while maintaining a total of 144 cells. Referring to Table 1, the aspect ratio or $AR$ value for each array is computed to quantify the array shape. It is calculated by dividing the number of cells connected in series ($N_s$) by the number of cells connected in parallel ($N_p$). Therefore an array with an $AR$ value of less than 1 (such as Arrays 1 through 4) is greater in width than in length (in the direction of fluid flow) and vice-versa.

<table>
<thead>
<tr>
<th>Array</th>
<th>$N_s$</th>
<th>$N_p$</th>
<th>$AR$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>36</td>
<td>0.11</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>24</td>
<td>0.25</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>18</td>
<td>0.44</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>12</td>
<td>0.78</td>
</tr>
<tr>
<td>5</td>
<td>12</td>
<td>9</td>
<td>0.90</td>
</tr>
<tr>
<td>6</td>
<td>16</td>
<td>8</td>
<td>2.00</td>
</tr>
<tr>
<td>7</td>
<td>18</td>
<td>6</td>
<td>3.00</td>
</tr>
<tr>
<td>8</td>
<td>24</td>
<td>4</td>
<td>6.00</td>
</tr>
<tr>
<td>9</td>
<td>36</td>
<td>1</td>
<td>36.00</td>
</tr>
</tbody>
</table>

In addition to the effects of array geometry other parameters were also investigated by Ghan et al. including the effect of mass flow rate and the direction of flow within the manifolds of the array (see Fig. 1). Narang et al. showed that flow uniformity would in fact improve by reducing the mass flow rate. However, by reducing the mass flow rate, we can expect a larger temperature rise in the working fluid and therefore a higher photovoltaic array operating temperature and reduced electric output. These effects must be balanced. Fig. 3 presents the effect of mass flow rate on the net yield ($P_{net} = P_{PV} - P_{turb}$) of the 3PVT collector for each of the arrays listed in Table 1. From a quick inspection we can see that the mass flow rate and the array geometries will have an effect on the net yield of an array. Taking a closer look at Fig. 3, the array operating with a mass flow rate of $m = 0.005$ kg $s^{-1}$ $m^{-2}$ offers a slight improvement in net yield over an array operating at $m = 0.035$ kg $s^{-1}$ $m^{-2}$ for Arrays 6 to 8 which we can attribute to the improvement in flow distribution. However, as the aspect ratio increases going from Arrays 4 to 8, flow distribution is improved making the higher mass flow rate beneficial due to the improved heat transfer. The large jumps we see for $m = 0.025$ kg $s^{-1}$ $m^{-2}$ and 0.035 kg $s^{-1}$ $m^{-2}$ is due to a switch from laminar heat transfer to turbulent heat transfer (see Ghan et al. for details). This figure demont-
strates that the ideal mass flow rate is dependent on the aspect ratio of the array.

As identified by Wang and Wu, the direction of flow through the manifolds will have an impact on the flow distribution and thermal performance of a traditional solar thermal collector. Fig. 4 plots the photovoltaic output for each of the nine arrays operating under both parallel and reverse flow in the manifolds. We observe that a reduced photovoltaic yield is obtained for Arrays 1-5 operating under reverse flow. However, for Array 6 onwards, the improved flow characteristics associated with the high aspect ratio results in convergence of the two data sets. This result may be beneficial as during the installation of a BIPVT array, it may be more convenient for the installer to install the array operating with reverse manifolds flow. However, under certain circumstances as indicated in Fig. 4 this should be avoided.

1.2.1. Effect of fin width \( W \)

The concept design of an unglazed BIPVT collector under investigation in this work is shown in Fig. 5. Photovoltaic cells are vacuum laminated directly onto the aluminimium extruded absorber using multiple etylene-vinyl-acetate (EVA) sheets and a single top cover sheet. An exploded assembly drawing is shown in Fig. 5 which provides the location of the constituent layers of the sandwich assembly. The irreversible lamination process occurs at 150°C in a vacuum laminator whereby the copolymer EVA "cures" sealing the photovoltaic cells in order to prevent the ingress of moisture(Krauter, 2006). The process is performed in a vacuum chamber so that air is expelled from the assembly. This is not only important for an aesthetic perspective (i.e. to remove bubbles) but also for heat transfer. Thermal resistance between the PV cells and the aluminium absorber underneath is minimised by the evacuation of air from the assembly.

The absorber shown in Fig. 5 is an aluminium extrusion which consists of thin fluid risers to aid heat absorption however during installation not all fluid risers need to be utilised raising the question of how many fluid risers should be used. Theoretically, by increasing the number of fluid channels of diameter \( D \), we reduce the fin width \( W \) thereby improving the fin efficiency \( P \) (and heat transfer) as calculated using Eq. (5) (Duffie and Beckman, 2006).

\[
P = \frac{\tan \beta (W - D)/2}{m(W - D)/2}
\]  

However, as discussed in the previous section, the issue of flow distribution should be considered for any practical installation. By increasing the number of fluid risers for certain array geometries, the flow distribution may be so poor that the photovoltaic yield may actually be reduced. Moreover, the cost of the system, in terms of both material and labour, is increased by plumbing the extra risers. One of the objectives of this study is to identify the case were the two riser design will in fact reduce the PV output over the single riser design.

To answer this question the method outlined previously by the authors (Ghaz et al., 2012) was implemented for the nine arrays listed in Table 1. This time however, both one and two risers were additionally investigated. Several mass flow rates (see Table 2) were investigated as we have shown that will have some impact on the flow distribution within the array. Parameters used for the analysis are given in Table 2 and characteristics of the solar cell used for the photovoltaic calculation is listed in Table 3. Series and shunt resistance values listed in Table 2 were calculated for the cell using the method of Ghazti and Duke (2011).

Although any solar collector is expected to operate under a wide variety of irradiance levels, our investigation was carried out at only 1000 W/m² as this value corresponds to standard test conditions (STCs) typically used for photovoltaic rating. We therefore also made the assumption that the ambient temperature was 25°C consistent with these test conditions.

Figs. 6 and 7 present the results of the photovoltaic analysis performed on a BIPVT collector. Fig. 6 plots the results for Arrays 1-9 operating with both one and two fluid channels, parallel and reverse flow in the manifolds as a coolant mass flow rate of 0.013 kg s⁻¹ m⁻². From these results we can see that for Arrays 1 and 2 (the low aspect ratio arrays) the use of two fluid channels is detrimental to the photovoltaic yield. From Array 3 onwards however, the improved fin efficiency and flow distribution results in
Table 2

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manifold diameter</td>
<td>(D_m)</td>
<td>40</td>
<td>mm</td>
</tr>
<tr>
<td>Field line diameter</td>
<td>(D_f)</td>
<td>30</td>
<td>mm</td>
</tr>
<tr>
<td>Number of trays</td>
<td>(N_e)</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Fin width</td>
<td>(W)</td>
<td>60, 10</td>
<td>mm</td>
</tr>
<tr>
<td>Overall heat loss coefficient</td>
<td>(U_e)</td>
<td>22</td>
<td>W/m²K</td>
</tr>
<tr>
<td>System flow rate</td>
<td>(m)</td>
<td>0.005, 0.015, 0.042, 0.025, 0.15, 0.410</td>
<td>kg s⁻¹ m⁻²</td>
</tr>
<tr>
<td>Absorber thickness</td>
<td>(s)</td>
<td>8</td>
<td>nm</td>
</tr>
<tr>
<td>Absorber thermal conductivity</td>
<td>(k_a)</td>
<td>1.8</td>
<td>W/mK</td>
</tr>
<tr>
<td>PV cell thermal conductivity</td>
<td>(k_c)</td>
<td>0.15</td>
<td>W/mK</td>
</tr>
<tr>
<td>(Kalluri, 2010)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absorption coefficient (De Vries, 1990)</td>
<td>(\alpha)</td>
<td>0.74</td>
<td></td>
</tr>
<tr>
<td>Ambient temperature</td>
<td>(T_{amb})</td>
<td>25</td>
<td>°C</td>
</tr>
<tr>
<td>Fluid inlet temperature</td>
<td>(T_{Inlet})</td>
<td>30</td>
<td>°C</td>
</tr>
<tr>
<td>Irradiance</td>
<td>(G)</td>
<td>1000</td>
<td>W/m²</td>
</tr>
<tr>
<td>Number of cells in series</td>
<td>(N_e)</td>
<td>Refer to Table 1</td>
<td></td>
</tr>
<tr>
<td>Number of cells in parallel</td>
<td>(N_p)</td>
<td>Refer to Table 1</td>
<td></td>
</tr>
</tbody>
</table>

Table 3

<table>
<thead>
<tr>
<th>Characteristics of solar cells used for the PV analysis</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Short circuit current</td>
<td>(I_{sc})</td>
<td>0.84</td>
</tr>
<tr>
<td>Open circuit voltage</td>
<td>(V_{oc})</td>
<td>0.431</td>
</tr>
<tr>
<td>Current at MPP</td>
<td>(I_{mppt})</td>
<td>7.92</td>
</tr>
<tr>
<td>Voltage at MPP</td>
<td>(V_{mppt})</td>
<td>0.495</td>
</tr>
<tr>
<td>Diode resistance</td>
<td>(R_d)</td>
<td>0.0034</td>
</tr>
<tr>
<td>Solar resistance (Ghani and Diou, 2011)</td>
<td>(R_s)</td>
<td>12.71</td>
</tr>
</tbody>
</table>

Fig. 6 Photovoltaic yield for Arrays 1-9 operating under \(m = 0.05\) kg s⁻¹ m⁻² of flow.

Fig. 7 Photovoltaic yield for Arrays 1-9 operating under \(m = 0.04\) kg s⁻¹ m⁻² of flow.

An improvement in PV output from the array. With respect to parallel and reverse flow in the manifolds, we can see that the PV output eventually converges for both directions from Array 6 onwards regardless of how many fluid channels are used. For Arrays 1-3 however, parallel flow in the manifold is preferred based on the improvement in PV yield.

Fig. 7 presents the results of our analysis at \(m = 0.24\) kg s⁻¹ m⁻². The pattern in comparison to Fig. 6 is quite different due to the variation in flow distribution quality and the switch made from laminar to turbulent heat transfer for the array geometries of high aspect ratio. Here we can see that two fluid channels optimizes PV yield for Arrays 2-5. For Array 1, a single fluid channel operating under parallel flow is preferred. Interestingly, from Array 6 onwards, the single fluid riser optimizes PV output due to the switch from laminar to fully developed turbulent heat transfer. This occurs as the flow rate (and therefore velocity) for each fluid channel is higher with less fluid channels increasing the Reynolds number \(Re_m > 3000\) into the fully developed Turbulent flow region. These results demonstrate that the photovoltaic output will be a function of array geometry, manifold flow direction, mass flow rate and finally the number of fluid channels used to cool the PVT module.

Based on the results so far, we begin to understand the unique requirements of the building integrated PVT collector and how flow distribution will affect its photovoltaic output. The custom nature of this technology whereby the collector is sized to meet the specific requirements of the customers roofing and energy needs means that a method to determine the optimal combination of mass flow rate, number of fluid channels, and the flow direction in the manifolds would be beneficial. The method used for the work so far however was time consuming and computationally intensive and therefore cannot be practically implemented for commercial purposes. In an attempt to address this issue, the authors have investigated the use of an artificial neural network to develop a tool which may be ready and quickly used to assist the installer in selecting the optimal design.

1. The artificial neural network

In this section we discuss the development of an artificial neural network trained using the experimental data acquired in the previous section. The aim is to develop a simple and fast tool which will assist the installer of a BIPVT system in selecting the optimal mass flow rate, the number of fluid channels to use and the direction of flow in the manifold.
manifolds in order to maximise the photovoltaic output. The next section will give a brief introduction into the theory of the artificial neural network.

2.1. Background in the artificial neural network

Artificial neural networks (ANNs) are computational models which replicate the function of a biological network, composed of neurons and are used to solve complex functions in various applications such as control, data compression, forecasting, optimisation, pattern recognition, classification, speech, and vision (Sözen et al., 2008). More recently, however, is the application of ANNs to energy systems (Kalogirou, 1999; 2006; Kalogirou and Panteliot, 2000).

The commonly used feed-forward, multi-layer perceptron (MLP) ANN architecture has been successfully applied to a number of solar thermal (Forkas and Geczy-Vig, 2003; Kalogirou and Panteliot, 2000; Kalogirou et al., 1999) and photovoltaic applications (Ashhab, 2008; Igga et al., 2012; Kunzstepe et al., 2006; Mollitt and Kalogirou, 2000). This architecture typically consists of three layers: an input layer, the hidden layer, and the output layer. Inputs are presented to the neural network via the input layer where they are then processed in the hidden layer. The neural network output is calculated in the final output layer. Neurons located in both the hidden and output layers possess an activation function. The sigmoid non-linear activation function is commonly used and produces an output between 0 and 1.

A critical step in applying an artificial neural network to an application is the training stage. Here training data which consists of input vectors and the corresponding output vectors are presented to the network. The initial weights and bias values originally selected at random are then adjusted according to a training algorithm so that the output of the ANN matches the output of the training data. Once a satisfactory level of performance is achieved by the network, training is stopped and the final weights and bias values are used permanently by the network.

The back-propagation algorithm is commonly employed for the training of the multi-layer perceptron neural network. The objective of this algorithm is to minimise the global error such as the mean square error (MSE), and $R^2$ (Sözen et al., 2008). The mean square error calculated using Eq. (6) was used in our study.

$$\text{MSE} = \frac{1}{N} \sum_{i=1}^{N} (t_i - a_i)^2 \quad (6)$$

where $t_i$ is the target output and $a_i$ is the actual output from the network.

The error is calculated by comparing the outputs from the network with the output values from the training data. Weights are then adjusted by propagating the error from the output layer back to the input layer. This iterative process is repeated until the network has learnt the pattern of the training data.

2.1. Design of an ANN for BIPV/T application

An artificial neural network was developed to approximate the photovoltaic output of a BIPV/T array using the Matlab™ Neural Network toolbox. The purpose of the network was to approximate $\text{PV}_\text{yield}$ of a BIPV/T array operating under various modes of operation for a specified array shape (aspect ratio) and mass flow rate. The feed forward MLP architecture chosen for this problem is shown by Fig. 8.

Two input neurons, nine hidden layer neurons and four output layer neurons were used in total for our artificial neural network. The inputs in the network are the arrays aspect ratio and mass flow rate. The outputs of the network are the approximate $\text{PV}_\text{yield}$ in (Watts) with the BIPV/T array operating under four fluid flow configurations: (a) single riser, parallel flow, (b) single riser, reverse flow (c) double riser, parallel flow, and (d) double riser, reverse flow.

Although the reverse flow in manifolds generally yields reduced $\text{PV}_\text{yield}$ due to the poor flow characteristics (Ghani et al., 2012) there may be instances where the installation of the array may be simplified and/or cost effective by this type of installation. Output from this scheme is therefore included. Data for training the network was obtained by conducting 288 numerical simulations using the method outlined by Ghani et al. Examining the architecture of the neural network, we can see that for each aspect ratio and mass flow rate input pair, we obtain four outputs.

The network shown in Fig. 8 was trained using the Levenberg-Marquardt back-propagation algorithm (Beale et al., 2012). Network training data is usually split three ways for the training process. For our data collected from the 288 simulations was split 70/15/15 into three subsets: training, validation, and testing respectively. The majority of data is allocated to training the network in order to adjust synaptic weights and biases. The validation data set is used to overcome over-training of the network, when the network loses its ability to generalise due to over-fitting. During the training process validation error is calculated with training error after each training epoch. Overtraining is identified when training error is reduced but validation error rises. If the validation error continues to rise for a specified number of epochs, the training is stopped (Caufer et al., 2011). The final portion of training data is then used to test the trained network. Input vectors which have not been previously encountered during the training phase are presented to the network. The network output is compared with the desired output. If the error is acceptable, the training is stopped, otherwise the training process is repeated and the weights readjusted.
3. Training results and discussion

Results of training the ANN are shown in Fig. 9. In this figure, regression values are plotted for the training, validation, and testing stages and additionally the total training response. The regression plots show the relationship between the outputs of the network and the target values. The dashed line represents the ideal result where the network output equals the target or desired value. The solid coloured line represents the best fit linear regression line between the output and the target. Ideally the coloured line will superimpose the dashed line.

As the minimum $R$ value obtained from training the network was 0.979 and 0.984 for total training, a close relationship between the network and target outputs was achieved. The best fit regression line for all three stages (training, validation, and testing) shown by the coloured lines closely match the dotted lines indicating a strong correlation between network outputs and targets had been achieved.

The results obtained indicate that an artificial neural network can be successfully trained for approximating the photocatalytic output from a BiP/IT array of various shape and mass flow rate operating under several fluid flow
configurations. Once trained, the artificial neural network can be used to answer the following questions for an array of specified aspect ratios:

1. How many fluid risers should be used?
2. What is the optimal mass flow rate?
3. Should parallel or reverse flow in the manifolds be used?

Once trained, the output of the neural network is quickly calculated which is the primary advantage over performing the three step numerical process proposed by the authors in earlier work (Ghanizadeh et al., 2012). The process of calculating array yield for the four connection schemes is reduced from several hours to less than a second. Although training of the neural network is a time consuming process, the neural network has the additional advantage that it can be used to interpolate values within the original training set. For example, during training the following mass flow rate values were used: 0.002, 0.01, 0.015, 0.02, 0.025, 0.03, 0.035, 0.04 kg/m². Once trained the network could be used to determine the array output for m = 0.018 for kg/m² example. This could similarly be applied for the aspect ratio value. Therefore a neural network that has been trained from a discrete number of training sets can be applied to solve for inputs over a continuous domain provided it is within the boundaries of the training data.

4. Conclusions

In this work, the effect of flow distribution on the photovoltaic yield of an unglazed BIPV/T collector has been discussed. Results of a numerical investigation have been presented which displays the variation in photovoltaic output due to the changes in the manifold to riser ratio, the mass flow rate, the direction of flow in the manifolds, and by the shape of the array as a consequence of coolant flow distribution. As the size of a BIPV/T array (and therefore the network) will probably vary from customer to customer, the behavior of the fluid cooling the photovoltaic array will similarly vary making photovoltaic yield difficult to predict. Additionally in this study we have demonstrated that by reducing the fin width we do not always improve the photovoltaic output. Cases have been identified where the single riser will in fact improve PV yield due to the more favourable flow distribution conditions. A three step numerical process proposed by the authors in earlier work was used to approximate this value for different geometries but it was computationally intensive and time consuming to carry out. In this study, an artificial neural network was successfully trained so that it can be used to approximate the PV yield for a BIPV/T array of specific aspect ratio and mass flow rate operating under several flow connection schemes. Similar to the standard test conditions typically used for the rating of photovoltaic systems, our investigation was carried out under fixed conditions. Therefore the effects of wind, varying irradiance, and temperature were not considered. Results of the training process indicate that a neural network is able to learn the underlying relationship between the inputs and the outputs for this specific application. The trained network can be used as a useful tool for the installer of BIPV/T arrays in selecting the optimal array parameters.

The primary disadvantage of this method however is the initial collection of data used for network training which was obtained by running numerous numerical simulations which was time consuming and computationally intensive. Once trained however, the network is fast and can be used to interpolate values over a continuous domain within the limits of the training data set. The application discussed in this work is however only concerned with the photovoltaic yield of the BIPV/T collector.
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9.1 Introduction

It is generally assumed during the analysis of a traditional solar thermal collector that the heat exchange fluid is uniformly distributed. This simplification to the model consequently assumes a homogeneous temperature distribution over the absorber surface. Several studies discussed in Chapter 2, however, have demonstrated that this assumption is not entirely accurate and that the quality of flow distribution is dependent on several factors. The consequence of non-uniform flow through a solar thermal collector is that the warmer regions of the absorber (i.e. areas under reduced flow) are subject to greater heat losses to the ambient and therefore operate under reduced thermal efficiency. For a flat plate solar thermal collector used in domestic hot water application, the net impact of non-uniform flow is not severe. Therefore for the analysis of these collectors this assumption and the significant simplification it brings to the modelling process is commonly applied.

The hybrid PVT collector on the other hand, which incorporates photovoltaic cells has been shown to be temperature sensitive. Given the manner in which photovoltaic cells must be electrically connected so that their electrical output can be combined, the effect of non-uniform temperature has been demonstrated to have a much greater impact on the output of the collector. As the development of the PVT collector is still in its infancy relative to traditional solar thermal technology, this issue has not been sufficiently examined.

In order to investigate this issue further, a numerical model was developed to calculate the electrical output of the photovoltaic array which considered the variation in fluid flow
through a header/riser type fluid network and the resultant temperature of absorber. Using this model, a number of factors were investigated which considered the unique aspects of the building integrated PVT collector, such as the shape of the array and the direction of flow in the manifolds. This analysis provided several key findings. By examining the effect of a number of parameters such as the array geometry, mass flow rate, the ratio of the manifold to fluid channel diameters, and the direction of flow relative to the manifolds on the output of a PVT collector, it was possible to rank their statistical significance and identify two secondary interactions.

First, array geometry and two secondary interactions were shown to have statistically significant effects on the flow distribution and thermal performance of a building integrated collector. By using the finite difference method it was also shown that the fin efficiency was reduced by 5 per cent due to additional losses through the structural ribs of the collector in comparison to the value obtained using the classical fin approach. The second key finding was the development of a new method to determine the modelling parameters of a solar cell based on data provided by the manufacturer. Finally by integrating the fluid, heat transfer, and photovoltaic system analyses, a model was developed to quantify the photovoltaic yield of a BIPVT array of various designs which considered the detrimental impact of flow distribution. Each finding will be discussed in the proceeding sections.

9.2 Analysis of factors affecting flow distribution

Results from Chapter 3 indicated that the geometry of a solar collector will have the greatest impact on flow distribution based on a statistical analysis which examined a total of four factors (array shape, manifold to fluid channel pipe ratio, flow direction in manifolds and mass flow rate). Furthermore as a result of a two level full factorial
analysis, two secondary interactions were additionally identified which influence flow distribution and thermal output of a building integrated thermal collector. The interactions between array geometry and the direction of flow in the manifolds, and the array geometry and the ratio of manifold to fluid channel ratio were shown to impact thermal output. Although the numerical approach used by Jones and Lior [82] identified that the number and length of the risers will have an influence on flow distribution, the issue of geometry was not emphasised due to the minor variation in conventional solar thermal collector geometry. Furthermore previous studies did not identify any secondary interactions among factors investigated.

As the building integrated solar collector will be a made-to-measure product its geometry will be highly variable so that the individual customer’s needs are met. Research conducted in this study has shown that geometry and its interaction with two other parameters will influence the quality of flow throughout the fluid network consequently the issue of flow distribution is of greater concern in comparison to conventional solar thermal technology.

9.3 Calculation of solar cell modelling parameters

Presently, several methods are available to determine the modelling parameters of a solar cell required for photovoltaic system modelling. A unique method has been developed in this research based on the multi-dimensional Newton-Raphson method which was experimentally shown to reduce modelling error over existing methods.

Originally a method was developed to determine the values of series ($R_s$) and shunt resistance ($R_{sh}$) based on data provided by the manufacturer at maximum power point. Initially this method was compared against values published by Charles et al. and compared against two alternative methods. It was shown that the method proposed in Chapter 4 matched the previously published values with the greatest accuracy. In order to
further validate this method, a precise source measuring unit was used to experimentally acquire the current-voltage data of a single multi-crystalline cell exposed to varying levels of natural sunlight in Chapter 5. Simulated current-voltage data was then generated using resistance values calculated using three methods and the method proposed in Chapter 4. This analysis demonstrated that at maximum power point (MPP), greatest accuracy was obtained using the proposed method. Using a root mean square error analysis, it was shown that the method offers greatest accuracy over the entire voltage vector (i.e. \(0 < V < V_{oc}\)).

Closely examining the combined experimental and simulated current-voltage data, a growing disparity was identified moving away from MPP. Investigating this issue further, it was found that by adjusting the diode constant value this disparity could be reduced thereby improving modelling accuracy. A modification to the original algorithm used to calculate \(R_s\) and \(R_{sh}\) was made in Chapter 6 so that it could also calculate the diode constant value, \(n\). This method was experimentally shown to further reduce modelling error over existing techniques. At 1000 W/m\(^2\) of illumination for example, root mean square error was reduced from 0.0101 to 0.0038.

The method to determine modelling parameters in this thesis has the advantages that it offers improved modelling accuracy when compared against two other recently published methods. By employing numerical methods which limit the number of assumptions and simplifications in the analysis, improved accuracy is obtained over the analytical approach. Furthermore, it also only requires data provided by the manufacturer at standard test conditions.
9.4 The effect of flow distribution on the photovoltaic output

By combining the fluid and heat transfer analysis conducted in Chapter 3 with the photovoltaic system modelling method outlined in Chapters 4 to 6, a complete model was developed to calculate photovoltaic output for a BIPVT collector operating under heterogeneous temperature as a result of flow mal-distribution. Using this model, a number of scenarios were investigated examining the effect of flow distribution on the photovoltaic output of a BIPVT array. Changes were made to the manifold to fluid channel pipe ratio, array geometry, flow direction in manifolds, and the mass flow rate. For the case where flow uniformity was poorest, it was found that only a 2% improvement in PV output is made over a traditional photovoltaic panel with no cooling. However a 10% improvement was obtained where flow uniformity was optimal. Therefore by appropriately addressing the issue of flow distribution, the photovoltaic yield can be improved.

Current methods typically adopt the approach used by conventional solar thermal technology which makes the assumption that flow throughout the collector is uniform. Such an assumption could lead to misleading results and an over estimation of the photovoltaic output of a system. Current literature in this field of BIPVT collector technology has not adequately addressed this issue. The model presented in this thesis may be used to approximate the photovoltaic yield of a BIPVT array with greater accuracy by considering the effects of flow mal-distribution. Results presented in Chapter 7 revealed that if the issue of flow distribution is not appropriately addressed, photovoltaic yield may be reduced by up to 10%. If flow distribution is assumed uniform as typically carried out at present, this disparity between model and actual outputs would lead to reduced power generation and inaccurate economic forecasts. Implementing the steps carried out in this study can reduce this error.
9.5 Conclusions

Harnessing energy from the sun is an active area of research and development driven primarily by the science of climate change science and the desire for energy independence. The successful implementation of solar technologies, such as the building integrated PVT collector however must address a number of technical and economic issues. This particular collector offers a number of advantages over conventional solar technologies such as;

1. Improved electrical output as a result of cooling.
2. Greater energy yield per unit area of roofing.
3. Improved architectural uniformity.

Despite these advantages, the market penetration of this collector type is minimal to date. Economic justification is mandatory for any capital expenditure, therefore a detailed model is necessary to forecast the approximate energy yield from an array of specified size. The PVT collector is unique in comparison to traditional solar thermal and photovoltaic collectors in the sense that the thermal and photovoltaic outputs are linked. This link however has not been explored in sufficient detail which runs the risk of possible overestimation in energy yield.

In this study a model has been developed which couples fluid flow, heat transfer, and photovoltaic conversion in order to quantify the photovoltaic output of a BIPVT collector which considers the effects of flow distribution. During the development of this model, it was shown that:
• Four factors have a statistical impact on flow distribution; Array shape, the manifold to fluid channel pipe ratio, the direction of flow in the manifold and the mass flow rate. Array geometry was to have the greatest statistical effect on flow distribution and thermal output of a building integrated solar collector.

• Two secondary interactions were identified to influence the quality of flow distribution; (i) array geometry and the ratio of the manifold to fluid channel, and (ii) array geometry and the flow direction in the manifolds.

• By conducting a numerical analysis of the building integrated collector using the finite difference method, fin efficiency was shown to be 5% less than a traditional rectangular fin and tube absorber design.

• Photovoltaic cell modelling parameters $R_s$, $R_{sh}$, and $n$ can be modelled using the multi-dimensional version of the Newton-Raphson method and current-voltage equations expressed using Lambert W-function in comparison to other current methods. It was demonstrated both theoretically and experimentally that the proposed method offers an improvement to modelling accuracy and can be implemented using data provided by the manufacturer.

The model was then used to demonstrate the reduction in photovoltaic yield as a result of the flow distribution phenomenon. As the geometry of the building integrated collector will vary considerably, the assumption of uniform flow throughout the fluid network as currently employed may lead to a significant overestimation of the photovoltaic output. The model presented here can be used to address this issue to assist in the successful implementation of this promising technology.
9.6 Scope of research and future work

The analysis conducted here was limited to the header riser fluid type network only. Other fluid networks were beyond the scope of this work. Additionally this study was concerned only with the working fluid water and the operational characteristics of crystalline silicon solar cells which the authors believe to be the most commonly applied, however other working fluids and PV technologies may also be implemented.

For future work, it is recommended that other fluid networks also be investigated as a large number of absorber types many of which were presented in Chapter 2, have been proposed. Furthermore, the use of air as the heat exchanger working fluid was not investigated in this work. As air is a commonly used medium for this collector type, it is recommended that a fluid analysis be similarly conducted.


