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#### Abstract

In this paper we use constructions of Heffter arrays to verify the existence of face 2 -colourable embeddings of cycle decompositions of the complete graph. Specifically, for $n \equiv 1(\bmod 4)$ and $k \equiv 3(\bmod 4), n \gg k \geqslant 7$ and when $n \equiv 0(\bmod 3)$ then $k \equiv 7(\bmod 12)$, there exist face 2-colourable embeddings of the complete graph $K_{2 n k+1}$ onto an orientable surface where each face is a cycle of a fixed length $k$. In these embeddings the vertices of $K_{2 n k+1}$ will be labelled with the elements of $\mathbb{Z}_{2 n k+1}$ in such a way that the group, $\left(\mathbb{Z}_{2 n k+1},+\right)$ acts sharply transitively on the vertices of the embedding. This result is achieved by verifying the existence of non-equivalent Heffter arrays, $H(n ; k)$, which satisfy the conditions: (1) for each row and each column the sequential partial sums determined by the natural ordering must be distinct modulo $2 n k+1 ;(2)$ the composition of the natural orderings of the rows and columns is equivalent to a single cycle permutation on the entries in the array. The existence of Heffter arrays $H(n ; k)$ that satisfy condition (1) was established earlier in [5] and in this current paper we vary this construction and show, for $k \geqslant 11$, that there are at least $(n-2)[((k-11) / 4)!/ e]^{2}$ such non-equivalent $H(n ; k)$ that satisfy both conditions (1) and (2).


## 1 Introduction

Throughout this paper the set of integers $\{0,1, \ldots, n-1\}$ is denoted by $[n]$ and the rows and columns of an $m \times n$ array will be indexed by $[m]$ and $[n]$, respectively.

A $k$-cycle system of order $v$ is an edge disjoint decomposition of the complete graph $K_{v}$ into cycles of length $k$. Cycle systems can be represented as embeddings of the underlying graph on a surface (or pseudosurface), where the cycles correspond to faces in the embedding.

[^0]Researchers have exploited this connection in the study of the "Heawood Map Colouring Conjecture", see $[16,26]$ and related problems. In this paper we focus on decompositions of $K_{v}$ into cycles of constant length, however in general the underlying graph need not be the complete graph and the cycles need not be of constant length. When the embedding is a proper face 2-colourable embedding of the complete graph $K_{v}$, in which each face corresponds to a cycle of length $k$ and each colour class corresponds to a $k$-cycle system, we say the pair of $k$-cycle systems biembeds in the surface.

It is clear that not all pairs of $k$-cycle systems biembed on a surface, however it not obvious which pairs of such systems biembed. Further, to date, comparatively little is known about the spectrum of values of $k$ for which there exists a pair of biembeddable $k$-cycle systems.

When $k=3$, a $k$-cycle system is commonly referred to as a Steiner triple systems of order $v$ or $\operatorname{STS}(v)$. For these systems, it is known that necessary and sufficient conditions for the existence of biembeddings of pairs of $\operatorname{STS}(v)$ are: (a) $v \equiv 1,3(\bmod 6)$ and $v \geqslant 9$ for non-orientable surfaces; and (b) $v \equiv 3,7(\bmod 12)$ for orientable surfaces, [17, 26]. These systems have been studied extensively and the early survey by Grannell and Griggs [16] is an excellent starting point for further information. The reader may also refer to the recent work by Korzhik [22].

Ellingham and Stephens [15] show that for odd $v \geqslant 7$ there exists a pair of biembeddable Hamilton cycle systems (i.e. $k=v$ ) of order $v$. In 2016 Griggs and McCourt [19] developed new constructions for biembeddings of symmetric $(k=(v-1) / 2) k$-cycle decompositions of $K_{v}$ and established necessary and sufficient conditions for the existence of a biembedding of symmetric $k$-cycle systems on a non-orientable surface if $k \geqslant 4$ and on an orientable surface if $k$ is odd and $k \geqslant 3$. Other studies connecting cycle decompositions and embeddings on orientable and non-orientable surfaces include $[1,8,11,13,16,18,19,23,24]$ and [10].

In 2015 Archdeacon [1] studied biembeddings of cycle systems of the complete graph on a surface and formalized the connection between biembeddings and Heffter arrays. Heffter arrays arise as an extension to Heffter's [21] famous first difference problem: partition the set $\{1, \ldots, 3 m\}$ into $m$ triples $\{a, b, c\}$ such that either $a+b=c$ or $a+b+c$ is divisible by $6 m+1$. This problem was solved by Peltesohn, [25], some 40 years later, for all $m \neq 3$, a result that also implies the existence of cyclic Steiner triple systems on the given order; see [7]. A natural extension to Heffter's first difference problem is: can we identify a set of $m$ subsets $\left\{x_{1}, \ldots, x_{s}\right\} \subset\{-m s, \ldots,-1,1, \ldots, m s\}$ such that the sum of the entries in each subset is divisible by $2 m s+1$ and further if $x$ occurs in one of the subsets, $-x$ does not occur in any of the subsets? We call the set of $m$ such subsets a Heffter system. Two Heffter systems, $H_{0}=\left\{H_{0,0}, \ldots, H_{0, m-1}\right\},\left|H_{0, i}\right|=s$ for $i \in[m]$, and $H_{1}=\left\{H_{1,0}, \ldots, H_{1, n-1}\right\}$, $\left|H_{1, j}\right|=t$ for $j \in[n]$, where $s m=n t$, are said to be orthogonal if for all $i, j,\left|H_{0, i} \cap H_{1, j}\right| \leqslant 1$.

Given the connection between Heffter's first difference problem and biembeddings of pairs of 3-cycle systems (STS $(v)$ ), one may ask which Heffter systems yield biembeddings of cycle decompositions, where the length of the cycles may vary.

To study this problem we follow the work of Archdeacon, [1], and Dinitz and Mattern, [13], who observed that an orthogonal Heffter system is equivalent to a Heffter array $H(m, n ; s, t)$ which is an $m \times n$ array of integers such that:

- each row contains $s$ filled cells and each column contains $t$ filled cells;
- the elements in every row and column sum to $0(\bmod 2 m s+1)$; and
- for each integer $1 \leqslant x \leqslant m s$, either $x$ or $-x$ appears in the array.

The support of an array is taken to be the set of absolute values of the entries occurring in the array. In [2] it was shown that a $H(m, n ; n, m)$ exists if and only if $m, n \geqslant 3$.

If $m=n$ and necessarily $s=t=k$, we say the Heffter array is square, usually denoted by $H(n ; k)$. If the elements in every row and column sum to 0 in $\mathbb{Z}$, we refer to the array as an integer Heffter array. The spectrum for square Heffter arrays has been completely determined as stated in the following theorem, see $[3,6,14]$.

Theorem 1.1. $[3,6,14]$ There exists an $H(n ; k)$ if and only if $3 \leqslant k \leqslant n$. Also there exists an integer $H(n ; k)$ if and only if $3 \leqslant k \leqslant n$ and $n k \equiv 0,3(\bmod 4)$.

Archdeacon [1] went on to prove that a Heffter array $H(m, n ; s, t)$ that admits a simple and compatible ordering of the rows and columns, can be used to construct a face 2-colourable embedding of the complete graph $K_{2 m s+1}$ on an orientable surface. The definitions of simple and compatible are as follows.

Given a row $r$ of a Heffter array $H(m, n ; s, t)$, if there exists a cyclic ordering $\phi_{r}=$ $\left(a_{0}, a_{1}, \ldots, a_{s-1}\right)$ of the entries of row $r$ such that, for $i \in[s]$, the partial sums

$$
\begin{equation*}
\alpha_{i}=\sum_{j=0}^{i} a_{j}(\bmod 2 m s+1) \tag{1}
\end{equation*}
$$

are all distinct, we say that $\phi_{r}$ is simple. A simple ordering of the entries of a column may be defined similarly. If every row and column of a Heffter array $H(m, n ; s, t)$ has a simple ordering, we say that the array is simple [11].

Suppose that a simple cyclic ordering $\phi_{r}=\left(a_{0}, a_{1}, \ldots, a_{s-1}\right)$ of a row $r$ of a Heffter array has the property that whenever entry $a_{i}$ lies in cell $(r, c)$ and entry $a_{i+1}$ lies in cell $\left(r, c^{\prime}\right)$, then $c<c^{\prime}$. That is, the ordering for the row $r$ is taken from left to right across the array. Observe that if this ordering is simple then the ordering from right to left is also simple and vice versa. We say that $\phi_{r}$ is the natural ordering for the rows and define a natural column ordering in a similar way with the ordering going from top to bottom. If the natural ordering for every row and column is also a simple ordering, we say that the Heffter array is globally simple.

The composition of the cycles $\phi_{r}$, for each row $r \in[m]$, is the permutation $\omega_{r}$ on the entries of the Heffter array. Similarly we may define the permutation $\omega_{c}$ as the composition of the cycles $\phi_{c}$, for the columns $c \in[n]$. If, the permutation $\omega_{r} \circ \omega_{c}$ can be written as a single cycle of length $m s=n t$, we say that $\omega_{r}$ and $\omega_{c}$ are compatible orderings for the Heffter array.

For $\mathcal{G}$ an embedding of a graph $G$ on an orientable surface, we define the rotation scheme for a vertex of $G$ to be the clockwise cyclic ordering of the neighbors of that vertex on the
surface. Collectively, the rotation schemes for the vertices of $G$ form the rotation scheme of $G$. Two embeddings of graphs $G_{1}$ and $G_{2}$ are homeomorphic if there is a graph isomorphism from $G_{1}$ to $G_{2}$ which preserves the rotation schemes (see, for example, [20]). This allows for a completely combinatorial description of the embedding. In particular, if the rotation schemes of two embeddings are distinct we say that the embeddings are distinct.

The cyclic group $\left(\mathbb{Z}_{|G|},+\right)$ has a sharply vertex-transitive action on an embedded graph $G$ if the vertices of $G$ are labelled with the elements of $\mathbb{Z}_{|G|}$ and the permutation $x \rightarrow x+1$, when applied to the vertices, is a homeomorphism of the embedding of $G$ onto itself (that is, the rotation scheme is invariant under this action).

Archdeacon's result is as follows:
Theorem 1.2. [1] Suppose there exists a Heffter array $H(m, n ; s, t)$ with orderings $\omega_{r}$ on the entries in the rows of the array and $\omega_{c}$ on the entries in the columns of the array, where $\omega_{r}$ and $\omega_{c}$ are both simple and compatible. Then there exists a face 2 -colourable embedding $\mathcal{G}$ of $K_{2 m s+1}$ on an orientable surface such that the faces of one colour are cycles of length s and the faces of the other colour are cycles of length $t$. Moreover, $\left(\mathbb{Z}_{2 m s+1},+\right)$ has a sharply vertex-transitive action on $\mathcal{G}$.

We next describe the rotation scheme in a proof of the previous theorem. Let $\omega_{r}$ and $\omega_{c}$ be simple and compatible orderings of the entries of a Heffter array. We extend these permutations to permutations of $\mathbb{Z}_{2 m s+1} \backslash\{0\}$ by taking $\omega_{r}(-x)=-\omega_{r}(x)$ and $\omega_{c}(-x)=$ $-\omega_{c}(x)$ for each $x \in \mathbb{Z}_{2 m s+1} \backslash\{0\}$. We may now use these permutations to write down a rotation scheme for the embedding $\mathcal{G}$ arising from the Heffter array. We begin by defining the rotation scheme for vertex 0 in this embedding to be the permutation:

$$
\rho_{0}=\left(x_{1}, x_{2}, \ldots, x_{2 m s}\right)
$$

where $x_{1}=1, x_{2 i}=-\omega_{r}\left(x_{2 i-1}\right)$ for $1 \leqslant i \leqslant m s$ and $x_{2 i+1}=\omega_{c}\left(-x_{2 i}\right)$ for $1 \leqslant i<m s$. The rotation scheme for each vertex $j \in \mathbb{Z}_{2 m s+1}$ is then given by:

$$
\rho_{j}=\left(x_{1}+j, x_{2}+j, \ldots, x_{2 m s}+j\right),
$$

where arithmetic is calculated modulo $2 m s+1$.
A corollary of the previous theorem is that the decompositions $\mathcal{C}$ and $\mathcal{C}^{\prime}$ of the graph $K_{2 m s+1}$ into $s$-cycles and $t$-cycles (respectively) are orthogonal. If we relax the condition of simplicity in the above theorem, we still have a embedding on an orientable surface but the faces collapse into smaller ones (and the cycles become circuits). On the other hand if we relax only the condition of compatibility, we have an embedding onto a pseudosurface rather than a surface, but $\mathcal{C}$ and $\mathcal{C}^{\prime}$ remain orthogonal.

Example 1.3. Here we give an example of the previous theorem. Consider the following globally simple Heffter array:

| 1 | -2 | -10 | 11 |
| :---: | :---: | :---: | :---: |
| -8 | 6 | -3 | 5 |
| 7 | -4 | -12 | 9 |

Define

$$
\begin{aligned}
& \omega_{c}=(1,7,-8)(-2,-4,6)(-10,-12,-3)(11,9,5), \\
& \omega_{r}=(11,-10,-2,1)(5,-3,6,-8)(7,-4,-12,9)
\end{aligned}
$$

Observe that $\omega_{r}$ and $\omega_{c}$ are simple (see Equation (1)). Composing left to right,

$$
\omega_{r} \circ \omega_{c}=(1,9,-8,11,-12,5,-10,-4,-3,-2,7,6),
$$

so $\omega_{r}$ and $\omega_{c}$ are also compatible.
Thus there exists a face 2-colourable embedding of $K_{25}$ onto an orientable surface, with the faces of one colour each bounded by a 3-cycle and the faces of the other colour each bounded by a 4 -cycle. The rotation scheme for vertex 0 is given by:

$$
(1,-11,9,-7,-8,-5,11,10,-12,-9,5,3,-10,2,-4,12,-3,-6,-2,-1,7,4,6,8) .
$$

The rotation scheme for vertex $i$ is to be found by adding $i(\bmod 25)$ to each integer in the above rotation scheme.

In [13] it was verified that there exists an $H(m, n ; n, m)$ which admits both simple and compatible orderings, for all $n \geqslant 3$ when $m=3$, and for all $3 \leqslant n \leqslant 100$ when $m=5$. In $[3,11,14]$ it was verified that there exists an integer $H(n ; k), n \geqslant k$ and $n k \equiv 3(\bmod 4)$, that admit both simple and compatible orderings, when $k \in\{3,5,7,9\}$ and simple orderings when $k \in\{4,6,8,10\}$. Focusing on simple orderings only, the authors of [5] constructed simple Heffter arrays, $H(n ; k)$, satisfying the conditions: (a) $k \equiv 0(\bmod 4)$; or $(\mathrm{b}) k \equiv 3(\bmod 4)$ and $n \equiv 1(\bmod 4)$; or $(\mathrm{c}) k \equiv 3(\bmod 4), n \equiv 0(\bmod 4)$, and $n \gg k$. A new type of Heffter array, called a relative Heffter array, in which certain entries are excluded with the aim of embedding complete multipartite graphs rather than complete graphs, is studied in [12]. In the current paper, we establish existence results for Heffter arrays $H(n ; k)$ with simple and compatible orderings where $n \equiv 1(\bmod 4), k \equiv 3(\bmod 4)$ and $n$ is prime or; $n \gg k$ and either $n \not \equiv 0(\bmod 3)$ or $p \equiv 1(\bmod 3)$.

The starting point for our study is the following result providing necessary conditions for the existence of compatible Heffter arrays. It is a generalization of results given in [8, 11, 13].

Theorem 1.4. If there exist compatible orderings $\omega_{r}$ and $\omega_{c}$ for a Heffter array $H(m, n ; s, t)$, then either:

- m, n, s and $t$ are all odd;
- $m$ is odd, $n$ is even and $s$ is even; or
- $m$ is even, $n$ is odd and $t$ is even.

Proof. Let $\omega_{r}$ and $\omega_{c}$ be compatible orderings for a Heffter array $H(m, n ; s, t)$. A permutation is odd (parity 1) or even (parity 0 ) if it can be written as a product of an odd or even number of transpositions, respectively. To be clear we say this is the parity of the permutation. If a permutation is a cycle of even length it has odd parity, and vice versa.

It follows that the parity of $\omega_{r}$ is equal to $m(s-1)(\bmod 2)$ and the parity of $\omega_{c}$ is equal to $n(t-1)(\bmod 2)$. Thus the parity of $\omega_{r} \circ \omega_{c}$ is equal to $m(s-1)+n(t-1)(\bmod 2)$. But the parity of a cycle of length $m s$ is equal to $m s-1(\bmod 2)$. So if the orderings are compatible, $m(s-1)+n(t-1)-m s+1=n(t-1)-(m-1)$ is even.

Hence if $n(t-1)$ is odd, then $n$ is odd, $t$ is even and $m$ is even. Otherwise $n(t-1)$ is even and $m$ is odd. If $n$ is odd, $t$ is odd, thus since $m s=n t, s$ is also odd. Otherwise $n$ is even and $m$ is odd. Since $m s=n t, s$ is even.

Thus by Theorem 1.1 and 1.4, if there exists an integer $H(n ; k)$ with both compatible and simple orderings, then $n k \equiv 3(\bmod 4)$. In other words either $n \equiv 1(\bmod 4)$ and $k \equiv 3(\bmod 4)$; or $n \equiv 3(\bmod 4)$ and $k \equiv 1(\bmod 4)$. In this context, we will verify the following theorem and show existence of Heffter arrays $H(n ; k)$ with simple and compatible orderings for $n \equiv 1(\bmod 4)$ and $k \equiv 3(\bmod 4)$, with infinite sporadic exceptions. The case $n \equiv 3(\bmod 4)$ and $k \equiv 1(\bmod 4)$ remains unsolved in general.

The next four theorems are the main results of this paper. Theorem 1.5 is proven in Section 2.

Theorem 1.5. Let $n \equiv 1(\bmod 4), p>0$ and $n>4 p+3$. If there exists $\alpha$ such that $2 p+2 \leqslant \alpha \leqslant n-2-2 p, \operatorname{gcd}(n, \alpha)=1, \operatorname{gcd}(n, \alpha-2 p-1)=1$ and $\operatorname{gcd}(n, n-1-\alpha-2 p)=1$, then there exists a globally simple integer Heffter array $H(n ; 4 p+3)$ with an ordering that is both simple and compatible.

We then show that under certain conditions a suitable $\alpha$ exists and prove the following theorem in Subsection 2.1.

Theorem 1.6. Let $n \equiv 1(\bmod 4), p>0, n>k=4 p+3$ and either: (a) $n$ is prime; (b) $n=k+2$; or (c) $n \geqslant 7(k+1) / 3$ and if $n \equiv 3(\bmod 6)$ then $p \equiv 1(\bmod 3)$. Then there exists a globally simple integer Heffter array $H(n ; k)$ with an ordering that is both simple and compatible. Furthermore [by Theorem 1.2], there exists a face 2-colourable embedding $\mathcal{G}$ of $K_{2 n k+1}$ on an orientable surface such that the faces of each colour are cycles of length $k$. Moreover, $\mathbb{Z}_{2 n k+1}$ has a sharply vertex-transitive action on $\mathcal{G}$.

Let $\mathcal{G}$ be a biembedding of two cycle decompositions of the complete graph on on orientable surface corresponding to a Heffter array $H$. Rearranging the rows and columns of $H$, and adjusting the orderings $\omega_{r}$ and $\omega_{c}$ accordingly, has no effect on $\mathcal{G}$. Replacing every entry $x$ in a Heffter array by $-x$, replacing $\omega_{r}$ and $\omega_{c}$ by $\omega_{r}^{-1}$ and $\omega_{c}^{-1}$, respectively, and reversing the rotation scheme at each vertex also preserves the embedding $\mathcal{G}$. We say that two Heffter arrays $H$ and $H^{\prime}$ are equivalent if one can be obtained from the other by (i) rearranging rows or columns; or (ii) replacing each entry $x$ of the array with $-x$.

Conversely, we next show how two non-equivalent Heffter arrays can give rise to nonequal embeddings, that is, distinct rotation schemes. To this end define mappings, $\Omega_{r}$ and $\Omega_{c}$, on the non-empty cells of a Heffter array $A=A[(i, j)]$ as follows:

$$
\begin{aligned}
& \Omega_{r}((i, j))=\left(i, j^{\prime}\right) \text { iff } \omega_{r}(A(i, j))=A\left(i, j^{\prime}\right), \text { and } \\
& \Omega_{c}((i, j))=\left(i^{\prime}, j\right) \text { iff } \omega_{c}(A(i, j))=A\left(i^{\prime}, j\right)
\end{aligned}
$$

Essentially $\Omega_{r}$ and $\Omega_{c}$ act on the non-empty cells of a Heffter array rather than its entries.
Lemma 1.7. Let $H_{1}$ and $H_{2}$ be Heffter arrays of the same dimensions with the same set of filled cells, each with entry 1 in the same cell. Suppose that $H_{1}$ and $H_{2}$ have identical mappings $\Omega_{r}$ and $\Omega_{c}$ corresponding to their respective simple and compatible orderings, but $H_{1} \neq H_{2}$. Then the embeddings $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$ corresponding to $H_{1}$ and $H_{2}$ are distinct.

Proof. Suppose, for the sake of contradiction that the embeddings $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$ are equal (i.e. have the same rotation schemes). Let $\left(1, x_{2}, \ldots, x_{2 m s}\right)$ be the rotation schemes for vertex 0 in $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$. Let $\omega_{r}$ and $\omega_{c}$ be the row and columns orderings, respectively, for the entries of $H_{1}$ and let $\omega_{r}^{\prime}$ and $\omega_{c}^{\prime}$ be the row and columns orderings, respectively, for the entries of $H_{2}$. Let $k$ be the least integer such that $x_{k}$ lies in different cells of $H_{1}$ and $H_{2}$. Then $x_{k-1}$ lies in the same cell $(i, j)$ of $H_{1}$ and $H_{2}$.

If $k$ is even, by the definition of the rotation scheme, $x_{k}=-\omega_{c}\left(x_{k-1}\right)=-\omega_{c}^{\prime}\left(x_{k-1}\right)$. Thus by the definition of $\Omega_{r}$ and $\Omega_{c}, x_{k}$ lies in the same cell of $H_{1}$ and $H_{2}$, a contradiction. Otherwise, $k$ is odd and $\omega_{r}\left(-x_{k-1}\right)=\omega_{r}^{\prime}\left(-x_{k-1}\right)$. We obtain a similar contradiction.

Theorem 1.8 gives a lower bound on the number of non-equivalent Heffter arrays $H(n ; 4 p+$ 3) that satisfy Theorem 1.5, with a proof provided in Section 3.3. Let $\mathcal{H}(n)$ represent the number of derangements on $[n]$. It is a well-known asymptotic result that $\mathcal{H}(n) \sim n!/ e$.

Theorem 1.8. Let $n \equiv 1(\bmod 4), p \geqslant 2$ and $n>4 p+3$. If there exists $\alpha$ such that $2 p+2 \leqslant \alpha \leqslant n-2-2 p, \operatorname{gcd}(n, \alpha)=1, \operatorname{gcd}(n, \alpha-2 p-1)=1$ and $\operatorname{gcd}(n, n-1-\alpha-2 p)=1$, then there exist at least $(n-2)(\mathcal{H}(p-2))^{2} \sim(n-2)[(p-2)!/ e]^{2}$ non-equivalent globally simple integer Heffter arrays $H(n ; 4 p+3)$, each with an ordering that is both simple and compatible.

Each of these Heffter arrays have orderings corresponding to the same $\Omega_{r}$ and $\Omega_{c}$ as described in Section 2. Thus from Lemmata 2.4, 2.5 and 1.7 and Theorem 1.8 we have:

Corollary 1.9. Let $n \equiv 1(\bmod 4)$ and $k \equiv 3(\bmod 4)$, for $k \geqslant 11$ and either $n$ is prime or $n \geqslant(7 k+1) / 3$. Further if $n \equiv 0(\bmod 3)$ assume $k \equiv 7(\bmod 12)$. Then there exists at least $(n-2)[((k-11) / 4)!/ e]^{2}$ distinct face 2 -colourable embeddings of the complete graph $K_{2 n k+1}$ onto an orientable surface where each face is a cycle of fixed length $k$, and the vertices can be labelled with the elements of $\mathbb{Z}_{2 n k+1}$ in such a way that this group $\left(\mathbb{Z}_{2 n k+1},+\right)$ has a sharply vertex-transitive action on the embedding.

## $2 H(n ; 4 p+3)$ with simple and compatible orderings

First we work towards a proof of Theorem 1.5. In [5], constructions were provided that verify the existence of the globally simple Heffter arrays $H(n ; 4 p+3)$. Thus, it suffices to show that the particular Heffter arrays have orderings which are compatible and simple. To obtain this result we will apply Lemma 2.1 which a generalization of results given in [8, 11, 13].

In what follows, for a partially filled array $A=[A(i, j)]$ we use $A(i, j)$ to denote the entry in cell $(i, j)$ of array $A$. The cells of an $n \times n$ array can be partitioned into $n$ disjoint diagonals $D_{d}, d \in[n]$, where

$$
D_{d}:=\{(i+d(\bmod n), i) \mid i \in[n]\} .
$$

We use the convention that if $\alpha$ and $\beta$ are two permutations acting on a set $X$, then $(\alpha \circ \beta)(x)$ is defined to be $\beta(\alpha(x))$, for each $x \in X$.

We define an ordering for a Heffter array in terms of the natural orderings of each row (left to right) and column (top to bottom). Let $\alpha_{r}=\phi_{r}$ for each row $r, r \in[n-1]$ and let $\alpha_{n-1}=\phi_{n-1}^{-1}$, where $\phi_{r}$ is the natural ordering for each row $r \in[n]$. For each column $c, c \in[n]$, let $\alpha_{c}=\phi_{c}$, where $\phi_{c}$ is the natural ordering for column $c$. Next, define $\omega_{r}$ and $\omega_{c}$ to be compositions of the orderings $\alpha_{r}, r \in[n]$ and $\alpha_{c}, c \in[n]$, respectively. This is the ordering used for every Heffter array construction in this paper.

Lemma 2.1. Assume that $k$ is odd and that the non-empty cells of a Heffter array $H(n ; k)$, $A=[A(i, j)]$, can be partitioned into diagonals $D_{g(1)}, \ldots, D_{g(k)}$, where $g(1)<g(2)<\cdots<$ $g(k)$. For $h=2, \ldots, k$ define gaps of the diagonals as $s_{h}=g(h)-g(h-1)(\bmod n)$ and $s_{1}=g(1)-g(k)(\bmod n)$. Suppose that for all $h=1, \ldots, k, \operatorname{gcd}\left(n, s_{h}\right)=1$. Then if $A$ is globally simple, the orderings $\omega_{r}$ and $\omega_{c}$ defined above are both simple and compatible.

Proof. Observe that $\omega_{r}$ and $\omega_{c}$ are simple because $A$ is globally simple. It remains to show that $\omega_{r}$ and $\omega_{c}$ are compatible orderings, that is $w_{r} \circ w_{c}$ can be written as a single permutation of length $n k$. While we have defined compatible orderings based on entries above, such orderings can also be defined on the cells of an array. Now, $\omega_{r} \circ \omega_{c}$ can be written as a single cycle if and only if $\Omega_{r} \circ \Omega_{c}$ can be written as a single cycle. For simplicity, we will abuse notation and remove brackets writing $\Omega_{r}(i, j)$ instead of $\Omega_{r}((i, j))$; similarly for $\Omega_{c}(i, j)$.

For fixed $h$, consider the diagonals $D_{g(h)}, D_{g(h+1)}, D_{g(h+2)}$ and cell $(n-1, n-1-g(h)) \in$ $D_{g(h)}$. Then working modulo $n$ on the row and column indices, with residues in $[n]$,

$$
\begin{aligned}
\left(\Omega_{r} \circ \Omega_{c}\right)(n-1, n-1-g(h)) & =\Omega_{c}(n-1, n-1-g(h+1)) \\
& =\left(s_{h+2}-1, n-1-g(h+1)\right), \\
\therefore\left(\Omega_{r} \circ \Omega_{c}\right)^{2}(n-1, n-1-g(h)) & =\left(2 s_{h+2}-1, n-g(h+1)+s_{h+2}-1\right), \\
\therefore\left(\Omega_{r} \circ \Omega_{c}\right)^{i}(n-1, n-1-g(h)) & =\left(i s_{h+2}-1, n-g(h+1)+(i-1) i s_{h+2}-1\right), 1 \leqslant i \leqslant n, \\
\therefore\left(\Omega_{r} \circ \Omega_{c}\right)^{n}(n-1, n-1-g(h)) & =(n-1, n-1-g(h+2)) .
\end{aligned}
$$

Now since $k$ is odd and each $s_{h}$ is coprime to $n$, we see that mapping $\Omega_{r} \circ \Omega_{c}$ is a full cycle of length $n k$.

Theorem 2.2. [5] Let $n \equiv 1(\bmod 4), p>0$ and $n>4 p+3$. If there exists $\alpha$ such that $\operatorname{gcd}(\alpha, n)=1$ and $2 p+2 \leqslant \alpha \leqslant n-2-2 p$, then there exists a globally simple Heffter array $H(n ; 4 p+3)$, denoted by $B$, with occupied cells on the set of diagonals

$$
D_{0}, D_{1}, \ldots, D_{4 p-2}, D_{2 p+\alpha-3}, D_{2 p+\alpha-1}, D_{2 p+\alpha}, D_{2 p+\alpha+1}
$$

Now observe that the gaps between the diagonals for the Heffter array in Theorem 2.2 are of size either $1,2 p+\alpha-3-(4 p-2)=\alpha-2 p-1,2$ or $n-(2 p+\alpha+1)$. So Lemma 2.1 together with Theorem 2.2 then imply Theorem 1.5.

### 2.1 Existence of a suitable $\alpha$

In this section we will give some lemmata using number theory to determine when a suitable $\alpha$ exists for use in Theorem 1.5 to prove Theorem 1.6.

Lemma 2.3. If $n \equiv 0(\bmod 3)$ and $p \not \equiv 1(\bmod 3)$, there does not exist $\alpha<n$ such that $\operatorname{gcd}(n, \alpha)=1, \operatorname{gcd}(n, \alpha-2 p-1)=1$ and $\operatorname{gcd}(n, n-(\alpha+2 p+1))=1$.

Proof. Let $n \equiv 0(\bmod 3)$ and $p \not \equiv 1(\bmod 3)$. Suppose there exists an $\alpha$ that satisfies all three of the gcd conditions. Then $\operatorname{gcd}(n, \alpha)=1$ implies $\alpha \not \equiv 0(\bmod 3)$, hence we have two options $\alpha \equiv 1$ or $2(\bmod 3)$. Since $p \not \equiv 1(\bmod 3)$, there are further two options to consider: $p \equiv 0$ or $2(\bmod 3)$. Thus there are four cases to consider in all. However each of these cases leads to a contradiction.

Lemma 2.4. If $n=4 p+5, \alpha=2 p+2$ satisfies the conditions $2 p+2 \leqslant \alpha \leqslant n-2-2 p$, $\operatorname{gcd}(n, \alpha)=1, \operatorname{gcd}(n, \alpha-2 p-1)=1$ and $\operatorname{gcd}(n, n-1-\alpha-2 p)=1$.

Lemma 2.5. Let $p>0$, and let $n \geqslant 4 p+7$ be an odd integer. Further, suppose that $n \geqslant 28(p+1) / 3$ if $n$ is not a prime; and if $n \equiv 3(\bmod 6)$ then $p \equiv 1(\bmod 3)$. Then there exists $\alpha$ satisfying $2 p+2 \leqslant \alpha \leqslant n-2-2 p, \operatorname{gcd}(n, \alpha)=1, \operatorname{gcd}(n, \alpha-2 p-1)=1$ and $\operatorname{gcd}(n, n-1-\alpha-2 p)=1$.

Proof. The proof is trivial if $n$ is prime. Otherwise let $q_{1}<q_{2}<\cdots<q_{h}$ be the prime factors of $n$ where $h \geqslant 2$. For each $i$, there exists $0<b_{i}<q_{i}$ such that $b_{i}-2 p-1 \not \equiv 0\left(\bmod q_{i}\right)$ and $-1-b_{i}-2 p \not \equiv 0\left(\bmod q_{i}\right)$. (Note that if $q_{1}=3$, we need $p \equiv 1(\bmod 3)$ here for $b_{1}$ to exist.) By the Chinese remainder theorem, there is a unique $x$ satisfying $x \equiv b_{i}\left(\bmod q_{i}\right)$ for each $1 \leqslant i \leqslant h$ and $0<x<q_{1} q_{2} \ldots q_{h}$. By construction $x$ satisfies $\operatorname{gcd}(n, x)=1$, $\operatorname{gcd}(n, x-2 p-1)=1$ and $\operatorname{gcd}(n, n-1-x-2 p)=1$.

Thus if $2 p+2 \leqslant x \leqslant n-2-2 p$, then set $\alpha=x$ and we are done. Otherwise we need to make some adjustments to $x$ and we proceed as follows. Let $Q=q_{1} q_{2} \ldots q_{h}$ and consider two cases either there is a prime $q$ such that $q^{2}$ divides $n$ or $n=Q$. In the former case, since $n \geqslant 28(p+1) / 3>6(p+1)$, we have that $n-4 p-4>n / 3$. Thus, $(n-2-2 p)-(2 p+2)>n / 3 \geqslant n / q \geqslant Q$. Thus there exists $\alpha \equiv x(\bmod Q)$ such that $2 p+2 \leqslant \alpha \leqslant n-2-2 p$ and we are done.

Otherwise, $n$ is a product of at least two distinct primes. If $n=15$ then since $n \equiv$ $3(\bmod 6)$ and $n \geqslant 4 p+7$, we must have $p=1$. Observe that $\alpha=4$ satisfies the conditions of the lemma. Otherwise, there exists a prime $q \geqslant 7$ which divides $n$. Since $n \geqslant 28(p+1) / 3$,

$$
(n-2-2 p)-(2 p+2)=n-4 p-4 \geqslant 4 n / 7 \geqslant 4 n / q .
$$

Next, let $x^{\prime}$ be the least integer such that $x^{\prime} \equiv x(\bmod n / q)$ and $2 p+2 \leqslant x^{\prime}$. Since $(n-2-$ $2 p)-(2 p+2) \geqslant 4 n / q$,

$$
2 p+2 \leqslant x^{\prime}<x^{\prime}+3 n / q \leqslant n-2-2 p
$$

Let $\alpha_{i}=x^{\prime}+i n / q$ for each $0 \leqslant i \leqslant 3$. Since $q \geqslant 7$ and $q$ is prime, $q$ does not divides $i n / q$ for $1 \leqslant i \leqslant 3$. Thus $\alpha_{j}-\alpha_{i}$ is not divisible by $q$ for any $0 \leqslant i<j \leqslant 3$. In particular, $\alpha_{0}$, $\alpha_{1}, \alpha_{2}$ and $\alpha_{3}$ are distinct modulo $q$. Therefore there exists $\alpha \in\left\{\alpha_{0}, \alpha_{1}, \alpha_{2}, \alpha_{3}\right\}$ such that $\alpha$, $\alpha-2 p-1$ and $-1-\alpha-2 p$ are each coprime to $q$. Furthermore, since $\alpha \equiv x(\bmod n / q), \alpha$, $\alpha-2 p-1$ and $-1-\alpha-2 p$ are each coprime to every prime factor of $n / q$ and hence coprime to $n$ itself.

Then Theorem 1.6 follows directly from Theorem 1.5 and previous lemmata.

## 3 Non-equivalent globally simple integer Heffter arrays, $H(n ; 4 p+3)$

In this section we work towards proving Theorem 1.8.
We start with a generalization of Heffter arrays. An array $A$ is defined to be a support shifted simple integer Heffter array $H(n ; 4 p, \gamma)$, where $\gamma \geqslant 0$, if it satisfies the following properties:

P1. Every row and every column of $A$ has $4 p$ filled cells.
$\mathbf{P} 2$. The support of $A$ is $\{\gamma n+1, \ldots,(4 p+\gamma) n\}$.
P3. Elements in every row and every column sum to 0 .
P4. Partial sums are distinct in each row and each column of $A$ modulo $2(4 p+\gamma) n+1$.
A related generalization of Heffter arrays is studied in [9]. Note that a support shifted integer Heffter array $H(n ; 4 p, 0)$ is in fact an integer Heffter array $H(n ; 4 p)$. Support shifted simple integer Heffter arrays were constructed for all $n \geqslant 4 p$ and $\gamma \geqslant 1$ in [5]. Then these arrays for $\gamma=3$ were merged with a Heffter array $H(n ; 3)$ to obtain simple Heffter arrays $H(n ; 4 p+3)$. In this section we first document the existing constructions from [5] then we will generalize these constructions to obtain $(p-1)$ ! $(p-2)$ ! non-equivalent support shifted simple $H(n ; 4 p, \gamma)$. Then as in [5] we will merge each of these arrays with Heffter arrays $H(n ; 3)$ to prove Theorem 1.8.

### 3.1 Existing results on support shifted simple integer Heffter arrays, $H(n ; 4 p, \gamma)$

First, we outline the precise results needed from [5].
For an $n \times n$ array let the entries in row $a$ and column $a$ of diagonal $D_{i}$ be denoted by $d_{i}\left(r_{a}\right)$ and $d_{i}\left(c_{a}\right)$ respectively, with these values defined to be 0 when there is no entry. For a given row $a$ we define $\Sigma(x)=\sum_{i=0}^{x} d_{i}\left(r_{a}\right)$ and for a given column $a$ we define $\bar{\Sigma}(x)=\sum_{i=0}^{x} d_{i}\left(c_{a}\right)$. For a given row $a$, the values of $\Sigma(x)$ such that $d_{x}\left(r_{a}\right)$ is non-zero are called the row partial sums for $a$. For a given column $a$, the values of $\bar{\Sigma}(x)$ such that $d_{x}\left(c_{a}\right)$ is non-zero are called the column partial sums for $a$. Thus to show that a Heffter array $H(n ; k)$ is globally simple, it suffices to show that the row partial sums are distinct (modulo $2 n k+1$ ) for each row $a$ and that the column partial sums are distinct (modulo $2 n k+1$ ) for each column $c$. It is important to be aware that throughout this section, row and column indices are always calculated modulo $n$, while entries of arrays are always evaluated as integers.

Remark 3.1. It will be useful to refer to the following basic observations. Let $m, x_{1}, x_{2}$, $\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2}$ be integers and $m>0$. Then for:

$$
\begin{align*}
& -m \leqslant x_{1}, x_{2} \leqslant m, \quad x_{1} \equiv x_{2}(\bmod 2 m+1) \Rightarrow x_{1}=x_{2} ;  \tag{2}\\
& 0 \leqslant x_{1}, x_{2}<m, \quad x_{1} \equiv x_{2}(\bmod m) \Rightarrow x_{1}=x_{2} ;  \tag{3}\\
& -\frac{m}{2}<\alpha_{1}, \alpha_{2}<\frac{m}{2}, \quad \beta_{1} m+\alpha_{1}=\beta_{2} m+\alpha_{2} \Rightarrow \beta_{1}=\beta_{2} \text { and } \alpha_{1}=\alpha_{2} ;  \tag{4}\\
& -m<x_{1}<0<x_{2}<m, \quad x_{1} \equiv x_{2}(\bmod m) \Rightarrow x_{2}=m+x_{1} . \tag{5}
\end{align*}
$$

In [5] a globally simple array $A$ was constructed as follows. Let $\gamma>0, n \geqslant 4 p, 2 p-1 \leqslant$ $\alpha \leqslant n-2 p-1$, and $\operatorname{gcd}(\alpha, n)=1$. Define $I=[p], J=[p-1]$ and $A=[A(i, j)]$ to be the $n \times n$ array with filled cells defined by the $4 p$ diagonals

$$
D_{2 i}, D_{2 i+1}, D_{2 p}, D_{2 p+1+2 j}, D_{2 p+2+2 j}, D_{2 p+\alpha},
$$

where $i \in I$ and $j \in J$, and with entries for each $x \in[n]$ :

$$
\begin{align*}
&(\gamma+2) n+4 i n-2 x \text { in cell }(2 i-x,-x) \in D_{2 i}, \\
&-\gamma n-4 i n-1-2 x \text { in cell }(2 i+1+x, x) \in D_{2 i+1}, \\
&-(4 p+\gamma) n+2 x \text { in cell }(2 p-\alpha x,-\alpha x) \in D_{2 p},  \tag{6}\\
&(4 p+\gamma-6) n-4 j n+1+2 x \text { in cell }(2 p+1+2 j-x,-x) \in D_{2 p+1+2 j}, \\
&-(4 p+\gamma-4) n+4 j n+2 x \text { in cell } \\
&(4 p+\gamma-2) n+1+2 x \text { in cell } \\
&(2 p+\alpha+2 j+x, x) \in D_{2 p+2+2 j}, \\
&(4 p, \alpha x) \in D_{2 p+\alpha} .
\end{align*}
$$

Theorem 3.2. (Theorem 3.1 of [5]) Let $\gamma>0$, $n \geqslant 4 p, 2 p-1 \leqslant \alpha \leqslant n-2 p-1$, and $\operatorname{gcd}(\alpha, n)=1$. Then the array $A$ constructed above is a support shifted simple integer Heffter array $H(n ; 4 p, \gamma)$.
Remark 3.3. If $n \equiv 2(\bmod 4)$, let $\alpha=n / 2-2$. Otherwise, let $\alpha=\lfloor(n-1) / 2\rfloor$. Observe that $2 p-1 \leqslant \alpha \leqslant n-2 p-1$ and $\operatorname{gcd}(\alpha, n)=1$. Hence, if $\gamma>0$ and $n \geqslant 4 p$, then there exists a support shifted simple integer Heffter array $H(n ; 4 p, \gamma)$.

From Equations (12) and (13) in [5], we have the following lemma.
Lemma 3.4. [5] The row partial sums and the column partial sums of $A$ satisfy the following inequalities.

$$
\begin{array}{r}
\Sigma(4 p-2)<\Sigma(4 p-4)<\cdots<\Sigma(2 p+2)<\Sigma(2 p)<-(4 p+\gamma-3) n<0 \\
0<\Sigma(1)<\Sigma(3)<\cdots<\Sigma(2 p-1)<\gamma n \\
-(4 p+\gamma+1) n<\bar{\Sigma}(2 p)<\bar{\Sigma}(2 p+2)<\cdots<\bar{\Sigma}(4 p-2)<\bar{\Sigma}(2 p)+p<-n \\
-n<\bar{\Sigma}(2 p-1)<\cdots<\bar{\Sigma}(3)<\bar{\Sigma}(1)<0 \tag{8}
\end{array}
$$

### 3.2 The existence of support shifted simple integer Heffter arrays, $H(n ; 4 p, \gamma)$

In this section we reorder the entries in each column of the array $A$ given in the previous section to get a new array $A^{\prime}$, obtained by applying a bijection $f_{I}: I \rightarrow I$ to the entries in the coupled diagonals $D_{2 i}$ and $D_{2 i+1}$ of $A$ and a bijection $f_{J}: J \rightarrow J$ to the entries in the coupled diagonals $D_{2 p+2 j+1}$ and $D_{2 p+2 j+2}$ of $A$.

Let $\gamma>0, n \geqslant 4 p, 2 p-1 \leqslant \alpha \leqslant n-2 p-1$, and $\operatorname{gcd}(\alpha, n)=1$. For each pair of functions $\left(f_{I}, f_{J}\right)$, we construct an $n \times n$ array $A^{\prime}$ with support $s\left(A^{\prime}\right)=\{\gamma n+1, \ldots,(4 p+\gamma) n\}$ as follows: for all $i \in I, j \in J$, and $x \in[n]$ in $A^{\prime}$ place entry

$$
\begin{align*}
(\gamma+2) n+4 f_{I}(i) n-2 x & \text { in cell } \quad(2 i-x,-x) \in D_{2 i}, \\
-\gamma n-4 f_{I}(i) n-1-2 x & \text { in cell } \quad(2 i+1+x, x) \in D_{2 i+1}, \\
-(4 p+\gamma) n+2 x & \text { in cell } \quad(2 p-\alpha x,-\alpha x) \in D_{2 p}, \\
(4 p+\gamma-6) n-4 f_{J}(j) n+1+2 x & \text { in cell }(2 p+1+2 j-x,-x) \in D_{2 p+1+2 j}, \\
-(4 p+\gamma-4) n+4 f_{J}(j) n+2 x & \text { in cell } \quad(2 p+2+2 j+x, x) \in D_{2 p+2+2 j}, \\
(4 p+\gamma-2) n+1+2 x & \text { in cell } \quad(2 p+\alpha+\alpha x, \alpha x) \in D_{2 p+\alpha} . \tag{9}
\end{align*}
$$

We illustrate this new construction with an example.
Example 3.5. Here $n=17, p=3, \alpha=2 p=(2 \times 3)=6, f_{I}(0)=0, f_{I}(1)=2, f_{I}(2)=1$, $f_{J}(0)=1$ and $f_{J}(1)=0$.

| 85 |  |  |  |  | 252 |  | -173 | 172 | -101 | 100 | -253 | -144 | 145 | -216 | 217 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -52 | 53 |  |  |  |  | 224 |  | -171 | 170 | -99 | 98 | -225 | -146 | 147 | -218 |
| 221 | -54 | 55 |  |  |  |  | 230 |  | -169 | 168 | -97 | 96 | -231 | -148 | 149 |
| -220 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| -188 | 189 | -56 | 57 |  |  |  |  | 236 |  | -167 | 166 | -95 | 94 | -237 | -150 |
| 153 | -190 | 191 | -58 | 59 |  |  |  |  | 242 |  | -165 | 164 | -93 | 92 | -243 |
| -120 | 121 | -192 | 193 | -60 | 61 |  |  |  |  | 248 |  | -163 | 162 | -91 | 90 |
| -255 | -122 | 123 | -194 | 195 | -62 | 63 |  |  |  |  | 254 |  | -161 | -249 |  |
| 86 | -227 | -124 | 125 | -196 | 197 | -64 | 65 |  |  |  |  | 226 |  | -159 | -89 |
| -119 | 118 | -233 | -126 | 127 | -198 | 199 | -66 | 67 |  |  |  |  | 232 |  | -157 |
| 154 | -153 | 116 | -239 | -128 | 129 | -200 | 201 | -68 | 69 |  |  |  |  | 238 |  |
| -187 | 186 | -115 | 114 | -245 | -130 | 131 | -202 | 203 | -70 | 71 |  |  | -155 |  |  |
|  | -185 | 184 | -113 | 112 | -251 | -132 | 133 | -204 | 205 | -72 | 73 |  |  |  | 244 |
| 222 |  | -183 | 182 | -111 | 110 | -223 | -134 | 135 | -206 | 207 | -74 | 75 |  |  | 250 |
|  | 228 |  | -181 | 180 | -109 | 108 | -229 | -136 | 137 | -208 | 209 | -76 | 77 |  |  |
|  |  | 234 |  | -179 | 178 | -107 | 106 | -235 | -138 | 139 | -210 | 211 | -78 | 79 |  |
|  |  |  | 240 |  | -177 | 176 | -105 | 104 | -241 | -140 | 141 | -212 | 213 | -80 | 81 |
|  |  |  |  | 246 |  | -175 | 174 | -103 | 102 | -247 | -142 | 143 | -214 | 215 | -82 |

Theorem 3.6. Let $p>0, n \geqslant 4 p, \operatorname{gcd}(n, \alpha)=1,2 p-1 \leqslant \alpha \leqslant n-2 p-1$ and $\gamma>0$. Then each choice of the pair of functions $\left(f_{I}, f_{J}\right)$ gives rise to a support shifted simple integer Heffter array $H(n ; 4 p, \gamma)$ where filled cells are precisely the set of diagonals $\left\{D_{0}, D_{1}, D_{2}, \ldots, D_{4 p-2}, D_{2 p+\alpha}\right\}$.

We prove this theorem through a series of lemmata and corollaries, namely results 3.7 to 3.13, where we show that for each pair of functions $\left(f_{I}, f_{J}\right)$, the array $A^{\prime}$ constructed above carries the Properties P1, P2, P3, P4. We will use the notation $\Sigma_{A}(x)$ and $\bar{\Sigma}_{A}(x)$ to denote the row partial sums and column partial sums in the array $A$ as given in [5] and $\Sigma_{A^{\prime}}(x)$ and $\bar{\Sigma}_{A^{\prime}}(x)$ to denote the row partial sums and column partial sums respectively in the array $A^{\prime}$ as constructed here. Observe that $A$ is a special form of the array $A^{\prime}$ where both $f_{I}$ and $f_{J}$ are identity mappings.

Now since $A^{\prime}$ is obtained by permuting the entries in columns of $A, s\left(A^{\prime}\right)=\{\gamma n+$ $1, \ldots,(4 p+\gamma) n\}$ and all columns sums are equal to 0 . Next the equations in Lemma 3.7 can be used to verify that the row sums are 0 .

Lemma 3.7. The rows and columns $A^{\prime}$ satisfy the following equations for each $i \in I$ and $j \in J$. (Note, that since the context is clear here we have reduced notation and represented $d_{x}\left(r_{a}\right)$ and $d_{x}\left(c_{a}\right)$ by $d_{x}$.)

$$
\begin{array}{lll}
\text { For rows a: } & \text { For columns } a \neq 0: & \text { For columns } a=0: \\
d_{2 i}+d_{2 i+1}=1, & d_{2 i}+d_{2 i+1}=-1 & d_{2 i}+d_{2 i+1}=2 n-1, \\
d_{2 p+2 j+1}+d_{2 p+2 j+2}=-1, & d_{2 p+2 j+1}+d_{2 p+2 j+2}=1, & d_{2 p+2 j+1}+d_{2 p+2 j+2}=-2 n+1, \\
d_{2 p}+d_{2 p+\alpha}=-1, & d_{2 p}+d_{2 p+\alpha}=1, & d_{2 p}+d_{2 p+\alpha}=-2 n+1
\end{array}
$$

Proof. In [5] it was shown the above statements are true for the array $A$ and the result follows directly by definition for the columns of $A^{\prime}$.

For the rest of this subsection we use the notation $(a \bmod n)$ to denote the element of $[n]$ equivalent to $a(\bmod n)$. For a given row $a \in[n]$ and for all $i \in I$, let $x_{1}=((2 i-a) \bmod n)$ and $x_{2}=((a-2 i-1) \bmod n)$. Thus $x_{1}+x_{2}+1=0(\bmod n)$ and so $x_{1}+x_{2}=n-1$. Consequently for all $i \in I$,

$$
\begin{align*}
d_{2 i}\left(r_{a}\right)+d_{2 i+1}\left(r_{a}\right) & =(\gamma+2) n+4 f_{I}(i) n-2 x_{1}-\gamma n-4 f_{I}(i) n-1-2 x_{2} \\
& =2 n-1-2(n-1)=1 \tag{10}
\end{align*}
$$

The remaining observations for the rows hold similarly.
Recall that with respect to an array $B, \Sigma_{B}(x)$ is defined to be $\sum_{i=0}^{x} d_{i}\left(r_{a}\right)$ for a given row $a$ and $\bar{\Sigma}_{B}(x)$ is defined to be $\sum_{i=0}^{x} d_{i}\left(c_{a}\right)$ for a given column $a$. Thus we have the following corollary.

Corollary 3.8. For any choice of $f_{I}$ and $f_{J}$ and for all rows and columns of $A^{\prime}$ we have:

$$
\begin{aligned}
\Sigma_{A^{\prime}}(2 i+1) & =\Sigma_{A}(2 i+1), & & \bar{\Sigma}_{A^{\prime}}(2 i+1)=\bar{\Sigma}_{A}(2 i+1), \\
\Sigma_{A^{\prime}}(2 p+2 j+2) & =\Sigma_{A}(2 p+2 j+2), & & \Sigma_{A^{\prime}}(2 p+2 j+2)=\bar{\Sigma}_{A}(2 p+2 j+2), \\
\Sigma_{A^{\prime}}(2 p) & =\Sigma_{A}(2 p), & & \bar{\Sigma}_{A^{\prime}}(2 p)=\bar{\Sigma}_{A}(2 p), \\
\Sigma_{A^{\prime}}(2 p+\alpha) & =\Sigma_{A}(2 p+\alpha), & & \bar{\Sigma}_{A^{\prime}}(2 p+\alpha)=\bar{\Sigma}_{A}(2 p+\alpha) .
\end{aligned}
$$

We will also need the following lemma to bound certain partial sums.
Lemma 3.9. The following bounds hold for partial sums on rows and non-zero columns.

$$
\begin{aligned}
-(4 p+\gamma) n & <\Sigma_{A^{\prime}}(2 p)= \\
\Sigma_{A^{\prime}}(4 p-2)= & d_{2 p}\left(r_{a}\right)+p<-(4 p+\gamma-2) n+p-1, \\
-(4 p+\gamma) n-p \quad & \bar{\Sigma}_{2 p}\left(r_{a}\right)+1, \\
-(2 p)= & d_{2 p}\left(c_{a}\right)-p \leqslant-(4 p+\gamma-2) n-p-2 .
\end{aligned}
$$

Proof. From Lemma 3.7, for each row $a, \Sigma_{A^{\prime}}(2 p)=d_{2 p}\left(r_{a}\right)+p$ and for each non-zero column $a, \bar{\Sigma}_{A^{\prime}}(2 p)=d_{2 p}\left(c_{a}\right)-p$. Also, $\Sigma_{A^{\prime}}(4 p-2)=\Sigma_{A^{\prime}}(2 p)-(p-1)$.

The result then follows from the definition of $A^{\prime}$.
By Theorem 3.2, $A$ has distinct row and column partial sums; hence by Corollary 3.8 it is only necessary to show that the row partial sums $\Sigma_{A^{\prime}}(2 i)$ and $\Sigma_{A^{\prime}}(2 p+2 j+1)$ and column partial sums $\bar{\Sigma}_{A^{\prime}}(2 i)$ and $\bar{\Sigma}_{A^{\prime}}(2 p+2 j+1)$ are distinct from each other and from the other partial sums.

Lemma 3.10. For all $i \in I$ and $j \in J$,

$$
\begin{array}{rlcl}
(4 p+\gamma) n & > & \Sigma_{A^{\prime}}(2 i) & \geqslant \gamma n+2, \\
0>-n>\Sigma_{A^{\prime}}(2 p+2 j+1) & > & \Sigma_{A^{\prime}}(2 p)+(\gamma+1) n & =d_{2 p}\left(r_{a}\right)+p+(\gamma+1) n .
\end{array}
$$

Proof. By Lemma 3.7 and the definition of $A^{\prime}$, for all rows $a$

$$
\begin{aligned}
\Sigma_{A^{\prime}}(2 i)= & d_{2 i}\left(r_{a}\right)+i=(\gamma+2) n+4 f_{I}(i) n-2 x+i \\
& \text { where } x=((2 i-a) \bmod n) \\
\Sigma_{A^{\prime}}(2 p+2 j+1)= & \Sigma_{A^{\prime}}(2 p)+d_{2 p+2 j+1}\left(r_{a}\right)-j \\
= & \Sigma_{A^{\prime}}(2 p)+(4 p+\gamma-6) n-4 f_{J}(j) n+1+2 x-j, \\
& \text { where } x=((2 p+2 j+1-a) \bmod n) .
\end{aligned}
$$

Since $0 \leqslant f_{I}(i) \leqslant p-1$ and $0 \leqslant f_{J}(j) \leqslant p-2$ for $i \in I$ and $j \in J$, the result follows.
We next show that all row partial sums are distinct.
Lemma 3.11. For all $i \in I$ and $j \in J$, the row partial sums

$$
\Sigma_{A^{\prime}}(2 i) \text { and } \Sigma_{A^{\prime}}(2 p+2 j+1)
$$

are distinct modulo $2(4 p+\gamma) n+1$.

Proof. Consider any $i_{1}, i_{2} \in I$, where without loss of generality $f_{I}\left(i_{1}\right) \geqslant f_{I}\left(i_{2}\right)$, and suppose that

$$
\Sigma_{A^{\prime}}\left(2 i_{1}\right) \equiv \Sigma_{A^{\prime}}\left(2 i_{2}\right)(\bmod 2(4 p+\gamma) n+1)
$$

Then

$$
4 f_{I}\left(i_{1}\right) n-2\left(\left(2 i_{1}-a\right) \bmod n\right)+i_{1}=4 f_{I}\left(i_{2}\right) n-2\left(\left(2 i_{2}-a\right) \bmod n\right)+i_{2}
$$

by Lemma 3.10 and (2), which implies $4\left(f_{I}\left(i_{1}\right)-f_{I}\left(i_{2}\right)\right) n \leqslant\left(i_{2}-i_{1}\right)+2(n-1) \leqslant 3 n$. Consequently $f_{I}\left(i_{1}\right)-f_{I}\left(i_{2}\right)=0$ and so $i_{1}=i_{2}$. Similarly, suppose

$$
\Sigma_{A^{\prime}}\left(2 p+2 j_{1}+1\right) \equiv \Sigma_{A^{\prime}}\left(2 p+2 j_{2}+1\right)(\bmod 2(4 p+\gamma) n+1)
$$

for some $j_{1}, j_{2} \in J$, where without loss of generality we assume $f_{J}\left(j_{1}\right) \geqslant f_{J}\left(j_{2}\right)$. Then $4 f_{J}\left(j_{1}\right) n-2\left(\left(2 p+2 j_{1}+1-a\right) \bmod n\right)+j_{1}=4 f_{J}\left(j_{2}\right) n-2\left(\left(2 p+2 j_{2}+1-a\right) \bmod n\right)+j_{2}$ by Lemma 3.10 and (2). It now follows that $4\left(f_{J}\left(j_{1}\right)-f_{J}\left(j_{2}\right)\right) n \leqslant\left(j_{2}-j_{1}\right)+2(n-1) \leqslant 3 n$ and hence $j_{1}=j_{2}$ as before. Also, by inequality (7),

$$
\Sigma_{A^{\prime}}(2 i) \neq \Sigma_{A^{\prime}}(2 p+2 j+1)
$$

Thus all row partial sums are distinct.
Lemma 3.12. Let $a \neq 0$ be a column. Then:

$$
\begin{array}{ccl}
(4 p+\gamma) n> & \bar{\Sigma}_{A^{\prime}}(2 i) & \geqslant \gamma n+2-i>0, \\
\bar{\Sigma}_{A^{\prime}}(2 p-1)> & \bar{\Sigma}_{A^{\prime}}(2 p+2 j+1) & >\bar{\Sigma}_{A^{\prime}}(2 p)+(\gamma+2) n>\bar{\Sigma}_{A^{\prime}}(2 p)+p .
\end{array}
$$

Proof. By Lemma 3.7 and the definition of $A^{\prime}$ we have:

$$
\begin{aligned}
\bar{\Sigma}_{A^{\prime}}(2 i) & =d_{2 i}\left(c_{a}\right)-i=(\gamma+2) n+4 f_{I}(i) n-2((n-a) \bmod n)-i, \\
\bar{\Sigma}_{A^{\prime}}(2 p+2 j+1) & =\bar{\Sigma}_{A^{\prime}}(2 p)+d_{2 p+2 j+1}\left(c_{a}\right)+j=d_{2 p}\left(c_{a}\right)-p+d_{2 p+2 j+1}\left(c_{a}\right)+j \\
& <-(4 p+\gamma) n+2 n-2-p+(4 p+\gamma-6) n-4 f_{J}(j) n+1+2 n-2+j \\
& =-2 n-3-p-4 f_{J}(j) n+j<-n, \\
\bar{\Sigma}_{A^{\prime}}(2 p+2 j+1) & \geqslant d_{2 p}\left(c_{a}\right)-p+(4 p+\gamma-6) n-4 f_{J}(j) n+1+j \\
& >\bar{\Sigma}_{A^{\prime}}(2 p)+(\gamma+2) n .
\end{aligned}
$$

From Corollary 3.8 and (8), $-n<\bar{\Sigma}_{A^{\prime}}(2 p-1)$. The result follows.
We now use this results to show that column partial sums are distinct.
Lemma 3.13. For all $i \in I$ and $j \in J$, the column partial sums

$$
\bar{\Sigma}_{A^{\prime}}(2 i) \text { and } \bar{\Sigma}_{A^{\prime}}(2 p+2 j+1)
$$

are distinct modulo $2(4 p+\gamma) n+1$.

Proof. Let $a \neq 0$ be a column. Suppose

$$
\bar{\Sigma}_{A^{\prime}}\left(2 i_{1}\right) \equiv \bar{\Sigma}_{A^{\prime}}\left(2 i_{2}\right)(\bmod 2(4 p+\gamma) n+1)
$$

Now Lemma 3.12 implies $4 f_{I}\left(i_{1}\right) n-i_{1}=4 f_{I}\left(i_{2}\right) n-i_{2}$ by (2). Then $4\left(f_{I}\left(i_{1}\right)-4 f_{I}\left(i_{2}\right)\right) n=$ $i_{1}-i_{2}$, and so $i_{1}=i_{2}$. Similarly, suppose

$$
\bar{\Sigma}_{A^{\prime}}\left(2 p+2 j_{1}+1\right)=\bar{\Sigma}_{A^{\prime}}\left(2 p+2 j_{2}+1\right) \quad \bmod (2(4 p+\gamma) n+1)
$$

implying $-4 f_{I}\left(j_{1}\right) n+j_{1}=-4 f_{I}\left(j_{2}\right) n+j_{2}$ so $j_{1}=j_{2}$ as before. Therefore by inequality (8) all column partial sums are distinct.

This leaves column 0 , where

$$
\begin{align*}
\bar{\Sigma}_{A^{\prime}}(2 i) & =(2 n-1) i+(\gamma+2) n+4 f_{I}(i) n \leqslant 2(4 p+\gamma) n+1,  \tag{11}\\
\bar{\Sigma}_{A^{\prime}}(2 p+2 j+1) & =(p-j)(2 n-1)-(4 p+\gamma) n+(4 p+\gamma-6) n-4 f_{J}(j) n+1  \tag{12}\\
& =(p-j)(2 n-1)-6 n-4 f_{J}(j) n+1>-(4 p+\gamma) n .
\end{align*}
$$

By Lemma 3.7 and Corollary 3.8, related partial sums for column 0 can be calculated as:

$$
\begin{aligned}
\bar{\Sigma}_{A^{\prime}}(2 i+1) & =2(i+1) n-(i+1)>0, \\
\bar{\Sigma}_{A^{\prime}}(2 p) & =-(2 p+\gamma) n-p<0, \\
\bar{\Sigma}_{A^{\prime}}(2 p+2 j+2) & =-(2 p+2 j+\gamma+2) n-(p-j-1)<0, \\
\bar{\Sigma}_{A^{\prime}}(2 p+\alpha) & =0 .
\end{aligned}
$$

Observe that for column 0 and for all non-empty diagonals $x$,

$$
\begin{equation*}
\left|\bar{\Sigma}_{A^{\prime}}(x)\right| \leqslant 2(4 p+\gamma) n+1 \tag{13}
\end{equation*}
$$

We will show that for each $i \in I$ and $j \in J, \bar{\Sigma}_{A^{\prime}}(2 i)$ and $\bar{\Sigma}_{A^{\prime}}(2 p+2 j+1)$ are distinct $(\bmod 2(4 p+\gamma) n+1)$ from each other and each of the other partial sums in column 0 . In what follows we will make extensive use of (13) together with (4).
1(i) Suppose that $\bar{\Sigma}\left(2 i_{1}\right)=\bar{\Sigma}\left(2 i_{2}\right)(\bmod 2(4 p+\gamma) n+1)$ for some $i_{1}, i_{2} \in I$. Then $2\left(i_{1}-\right.$ $\left.i_{2}\right) n-\left(i_{1}-i_{2}\right)=4\left(f_{I}\left(i_{2}\right)-f\left(i_{1}\right)\right) n$ by (3) but then $i_{1}-i_{2}=0$.

1(ii) Suppose that $\bar{\Sigma}\left(2 i_{1}\right)=\bar{\Sigma}\left(2 i_{2}+1\right)(\bmod 2(4 p+\gamma) n+1)$ for some $i_{1}, i_{2} \in I$. Then (3) implies

$$
(2 n-1) i_{1}+(\gamma+2) n+4 f_{I}\left(i_{1}\right) n=\left(2 i_{2}+2\right) n-\left(i_{2}+1\right)
$$

Hence $i_{1}=i_{2}+1$ and $2 i_{1}+\gamma+2+4 f_{I}\left(i_{1}\right)=2 i_{2}+2$. But then $4 f_{I}\left(i_{1}\right)=-\gamma-2$. This is a contradiction since $\gamma>0$.

1(iii) Suppose that $\bar{\Sigma}(2 i)=\bar{\Sigma}(2 p)(\bmod 2(4 p+\gamma) n+1)$, for some $i \in I$. Then by (5)

$$
\begin{aligned}
(2 n-1) i+(\gamma+2) n+4 f_{I}(i) n & =2(4 p+\gamma) n+1-(2 p+\gamma) n-p \\
\left(\gamma+2+4 f_{I}(i)+2 i\right) n-i & =(6 p+\gamma) n+1-p .
\end{aligned}
$$

This implies $i=p-1$ and $\gamma+2+4 f_{I}(i)+2 i=6 p+\gamma$ leading to the contradiction $f_{I}(i)=p$.

1(iv) Suppose that $\bar{\Sigma}(2 i)=\bar{\Sigma}(2 p+2 j+1)(\bmod 2(4 p+\gamma) n+1)$, for some $i \in I$ and $j \in J$ then by (5)

$$
\begin{aligned}
(2 n-1) i+(\gamma+2) n+4 f_{I}(i) n & =(p-j)(2 n-1)-6 n-4 f_{J}(j) n+1 \quad \text { or } \\
(2 n-1) i+(\gamma+2) n+4 f_{I}(i) n & =(p-j)(2 n-1)-6 n-4 f_{J}(j) n+2(4 p+\gamma) n+2 .
\end{aligned}
$$

The former case implies $i=p-j-1$ and so $2(p-j-1)+\gamma+2+4 f_{I}(i)=2 p-2 j-6-$ $4 f_{J}(j)$, or equivalently $4\left(f_{I}(i)+f_{J}(j)\right)=-6-\gamma<0$ which is a contradiction. For the second case we have $\left(2 i+2 j+8-\gamma+4 f_{I}(i)+4 f_{J}(j)\right) n-i=10 p n-(p-j)+2$, which implies $p-2=i+j$ and so $4\left(f_{I}(i)+f_{J}(j)\right)=10 p-2(i+j)-8+\gamma=10 p-2 p-4+\gamma=$ $8 p-4+\gamma>8 p-4$. This is a contradiction since $f_{I}(i)+f_{J}(j) \leqslant 2 p-3$ and so $4\left(f_{I}(i)+f_{J}(j)\right) \leqslant 8 p-12$.

1(v) Suppose that $\bar{\Sigma}(2 i)=\bar{\Sigma}(2 p+2 j+2)(\bmod 2(4 p+\gamma) n+1)$ for some $i \in I$ and $j \in J$. Then by (5)

$$
\begin{aligned}
(2 n-1) i+(\gamma+2) n+4 f_{I}(i) n & =2(4 p+\gamma) n+1-(2 p+2 j+\gamma+2) n-(p-j-1) \\
& =(6 p-2 j+\gamma-2) n-(p-j-2)
\end{aligned}
$$

Thus $i=p-j-2$ and $2 i+\gamma+2+4 f_{I}(i)=6 p-2 j+\gamma-2$ or equivalently $2(p-j-$ 2) $+4 f_{I}(i)+2=6 p-2 j-2$ and so $f_{I}(i)=p$, a contradiction.

2(i) Assume $\bar{\Sigma}(2 p+2 j+1) \equiv \bar{\Sigma}(2 i+1)(\bmod 2(4 p+\gamma) n+1)$ for some $i \in I$ and $j \in J$. Then by (2) we have

$$
(p-j)(2 n-1)-6 n-4 f_{J}(j) n+1=(2 i+2) n-(i+1)
$$

Then $p=j+i+2$ and $2 p-2 j-6-4 f_{J}(j)-2 i-2=0$ which implies $2(i+j+2)-$ $2 i-2 j-8-4 f_{J}(j)=0$ and so $f_{J}(j)=-1$, a contradiction.

2(ii) Assume $\bar{\Sigma}(2 p+2 j+1) \equiv \bar{\Sigma}(2 p)(\bmod 2(4 p+\gamma) n+1)$ for some $j \in J$. Then by (2)

$$
(p-j)(2 n-1)-6 n-4 f_{J}(j) n+1=-(2 p+\gamma) n-p
$$

This implies $-p=-p+j+1$ which is a contradiction as $j \neq-1$.
2(iii) Assume $\bar{\Sigma}\left(2 p+2 j_{1}+1\right) \equiv \bar{\Sigma}\left(2 p+2 j_{2}+2\right)(\bmod 2(4 p+\gamma) n+1)$ for some $j_{1}, j_{2} \in J$. Then by (2)

$$
\left(p-j_{1}\right)(2 n-1)-6 n-4 f_{J}\left(j_{1}\right) n+1=-\left(2 p+2 j_{2}+\gamma+2\right) n-\left(p-j_{2}-1\right)
$$

Then we have $-\left(p-j_{1}\right)+1=-p+j_{2}+1$ and $4 p-2 j_{1}-6-4 f_{J}\left(j_{1}\right)+2 j_{2}+\gamma+2=0$ which implies $j_{1}=j_{2}$ and $4 f_{J}\left(j_{1}\right)=4 p-4+\gamma \geqslant 4(p-1)$. This is a contradiction since $f_{J}\left(j_{1}\right) \leqslant p-2$.

2(iv) Assume $\bar{\Sigma}(2 p+2 j+1) \equiv 0(\bmod 2(4 p+\gamma) n+1)$ for some $j \in J$. Then by (2) we have $-p+j+1=0$ which implies $j=p-1>p-2$, a contradiction.

2(v) Assume $\bar{\Sigma}\left(2 p+2 j_{1}+1\right) \equiv \bar{\Sigma}\left(2 p+2 j_{2}+1\right)(\bmod 2(4 p+\gamma) n+1)$. Then by (2) we have $-p+j_{1}+1=-p+j_{2}+1$ which implies $j_{1}=j_{2}$.

Thus it can be concluded that all column partial sums are distinct.

The above results and commentary validate Theorem 3.6.

### 3.3 Non-equivalent globally simple Heffter arrays $H(n ; 4 p+3)$

In this section we prove Theorem 1.8. First we need the following theorems from [5].
Theorem 3.14. [5] For each $n \equiv 1(\bmod 4)$ and $0 \leqslant \beta \leqslant n-5$, a Heffter array $H(n ; 3)$, L, exists that satisfies the following conditions:

- The non-empty cells are exactly on the diagonals $D_{\beta}, D_{\beta+2}$ and $D_{\beta+4}$,
- $s\left(D_{\beta+2}\right)=\{1, \ldots, n\}$,
- $s\left(D_{\beta} \cup D_{\beta+4}\right)=\{n+1, \ldots, 3 n\}$,
- entries on $D_{\beta}$ are all positive,
- entries on $D_{\beta+4}$ are all negative,
- the array defined by $M=[M(i, j)]$ where $M(i, j)=L(i+1, j+1), i, j \in[n]$ retains the above properties.

Theorem 3.15. [5] Let $n \equiv 1(\bmod 4), p>0$ and $n>4 p+3$. Let $\alpha$ be an integer such that $2 p+2 \leqslant \alpha \leqslant n-2-2 p$ and $\operatorname{gcd}(n, \alpha)=1$. Let $\beta=2 p+\alpha-3$ and let $L$ be a Heffter array $H(n ; 3)$ based on $\beta$ satisfying the properties of Theorem 3.14 where $\{L(\beta, 0),-L(\beta+$ $4,0)\} \cap\{2 n-1,2 n-(2 p+1) / 3\}=\emptyset$. Then the union of arrays $L$ and $A$ (defined in (6), with $\gamma=3)$ is a globally simple Heffter array $H(n ; 4 p+3)$ where entries are on the set of diagonals $D_{i}$ where $i$ is in $\mathbb{D}=\{0,1, \ldots, 4 p-2,2 p+\alpha\} \cup\{2 p+\alpha-3,2 p+\alpha-1,2 p+\alpha+1\}$.

As $A^{\prime}$ satisfies properties P1, P2, P3 and P4, and is indeed on the same set of cells as $A$, a similar theorem can be proven if we replace $A$ with $A^{\prime}$ under certain conditions on $f_{I}$ and $f_{J}$ in $A^{\prime}: f_{I}(0)=0, f_{I}(i) \neq(2 p-i+1) / 2$ for $i \in I$ and $f_{J}(j) \neq(p-j-4) / 4$ for $j \in J$. Furthermore assume $\{L(\beta, 0),-L(\beta+4,0)\} \cap\{2 n-1\}=\emptyset$.

Let $B^{\prime}$ be the merged array constructed as below.

$$
B^{\prime}(i, j)=\left\{\begin{array}{l}
A^{\prime}(i, j) \text { if } i-j \notin\{2 p+\alpha-3,2 p+\alpha-1,2 p+\alpha+1\}, \\
L(i, j) \text { if } i-j \in\{2 p+\alpha-3,2 p+\alpha-1,2 p+\alpha+1\}
\end{array}\right.
$$

Hence we are positioning $D_{2 p+\alpha-3}, D_{2 p+\alpha-1}$ and $D_{2 p+\alpha+1}$ of $L$ to match the diagonals $D_{2 p+\alpha-3}$, $D_{2 p+\alpha-1}$ and $D_{2 p+\alpha+1}$ of $B^{\prime}$.

Theorem 3.16. Let $n \equiv 1(\bmod 4), p>0, n>4 p+3$ and $\alpha$ be an integer such that $(n, \alpha)=1$ and $2 p+2 \leqslant \alpha \leqslant n-2-2 p$. Now assume $f_{I}(0)=0, f_{I}(i) \neq(2 p-i+1) / 2$ for $i \in I$ and $f_{J}(j) \neq(p-j-4) / 4$ for $j \in J$ and $\{L(\beta, 0),-L(\beta+4,0)\} \cap\{2 n-1\}=\emptyset$. Then the array $B^{\prime}$ constructed as above by merging arrays $A^{\prime}$ and $L$ is a globally simple Heftter array $H(n ; 4 p+3)$.

Proof. Now, $s\left(A^{\prime}\right)=\{3 n+1, \ldots,(4 p+3) n\}$ and $s(L)=\{1, \ldots, 3 n\}$ so it is obvious that $s(B)=\{1, \ldots,(4 p+3) n\}$. Also since all row and column sums of both $A^{\prime}$ and $L$ are 0 , all rows and columns sum to 0 in $B^{\prime}$.

For rows and columns of $B^{\prime}, \Sigma_{B^{\prime}}(x)=\Sigma_{A^{\prime}}(x)$ and $\bar{\Sigma}_{B^{\prime}}(x)=\bar{\Sigma}_{A^{\prime}}(x)$ for $0 \leqslant x \leqslant 4 p-2$. Hence by the previous section the row partial sums and column partial sums are distinct for $0 \leqslant x \leqslant 4 p-2$.

Also $\Sigma_{B^{\prime}}(x)=\Sigma_{B}(x)$ and $\bar{\Sigma}_{B^{\prime}}(x)=\bar{\Sigma}_{B}(x)$ for all $x \in\{2 i+1,2 p+2 j+2,2 p, 2 p+\alpha-$ $3,2 p+\alpha-1,2 p+\alpha, 2 p+\alpha+1 \mid i \in I, j \in J\}$ where $B$ is the array given in Theorem 2.2, in effect when $f_{I}$ and $f_{J}$ are identity mappings. Hence to prove that row and non-zero columns have distinct partial sums in $B^{\prime}$, we only need to show that when $i \in I$ and $j \in J$

$$
\left\{\Sigma_{B^{\prime}}(2 i), \Sigma_{B^{\prime}}(2 p+2 j+1)\right\} \cap\left\{\Sigma_{B^{\prime}}(2 p+\alpha-3), \Sigma_{B^{\prime}}(2 p+\alpha-1), \Sigma_{B^{\prime}}(2 p+\alpha)\right\}=\emptyset \text { and }
$$

$$
\left\{\bar{\Sigma}_{B^{\prime}}(2 i), \bar{\Sigma}_{B^{\prime}}(2 p+2 j+1)\right\} \cap\left\{\bar{\Sigma}_{B^{\prime}}(2 p+\alpha-3), \bar{\Sigma}_{B^{\prime}}(2 p+\alpha-1), \bar{\Sigma}_{B^{\prime}}(2 p+\alpha)\right\}=\emptyset
$$

where the above elements are calculated as residues modulo $2(4 p+3) n+1$.
First note that

$$
\begin{equation*}
n+1 \leqslant \Sigma_{B^{\prime}}(2 p+\alpha), \bar{\Sigma}_{B^{\prime}}(2 p+\alpha) \leqslant 3 n . \tag{14}
\end{equation*}
$$

Now consider row $a$, since $\Sigma_{B^{\prime}}(4 p-2)=\Sigma_{A^{\prime}}(4 p-2)=d_{2 p}\left(r_{a}\right)+1$ (from Lemma 3.9), the row partial sums for array $B^{\prime}$ are as follows:

$$
\begin{aligned}
\Sigma_{B^{\prime}}(2 p+\alpha-3) & =d_{2 p}\left(r_{a}\right)+1+L(a, a-2 p-\alpha+3)<0, \\
\Sigma_{B^{\prime}}(2 p+\alpha-1) & =d_{2 p}\left(r_{a}\right)+1-L(a, a-2 p-\alpha-1)<0, \\
\Sigma_{B^{\prime}}(2 p+\alpha) & =-L(a, a-2 p-\alpha-1)>0, \\
\Sigma_{B^{\prime}}(2 p+\alpha+1) & =0 .
\end{aligned}
$$

Then by Lemma 3.10 we have: $(4 p+3) n>\Sigma_{B^{\prime}}(2 i) \geqslant 3 n+2>\Sigma_{B^{\prime}}(2 p+\alpha)>n>0>$ $\Sigma_{B^{\prime}}(2 p+2 j+1)>d_{2 p}\left(r_{a}\right)+3 n+2>\Sigma_{B^{\prime}}(2 p+\alpha-3), \Sigma_{B^{\prime}}(2 p+\alpha-1)>d_{2 p}\left(r_{a}\right) \geqslant-(4 p+3) n$. The final inequality can be inferred from the definition of $A^{\prime}$.

Next, consider column $a \neq 0$. Since $f_{I}(0)=0$, from Lemma 3.12, we may deduce that $\bar{\Sigma}_{B^{\prime}}(2 i) \geqslant 3 n+1$. Furthermore, by Lemma 3.12 we have:
$(4 p+3) n>\bar{\Sigma}_{B^{\prime}}(2 i) \geqslant 3 n+1>\bar{\Sigma}_{B^{\prime}}(2 p+\alpha)>n>0>\bar{\Sigma}_{B^{\prime}}(2 p+2 j+1)>d_{2 p}\left(c_{a}\right)+3 n+2>$ $\bar{\Sigma}_{B^{\prime}}(2 p+\alpha-3), \bar{\Sigma}_{B^{\prime}}(2 p+\alpha-1)>-(4 p+3) n$.

Now consider column $a=0$. By (11) and (12) we have:

$$
\begin{aligned}
\bar{\Sigma}_{B^{\prime}}(2 i) & =(2 n-1) i+5 n+4 f_{I}(i) n \leqslant 2(4 p+3) n+1 \\
\bar{\Sigma}_{B^{\prime}}(2 p+2 j+1) & =(p-j)(2 n-1)-6 n-4 f_{J}(j) n+1>-(4 p+3) n
\end{aligned}
$$

Since $\bar{\Sigma}_{B^{\prime}}(4 p-2)=-(4 p+1) n-1$, we also have:

$$
\begin{align*}
\bar{\Sigma}_{B^{\prime}}(2 p+\alpha-3) & =\bar{\Sigma}_{B}(2 p+\alpha-3)=-(4 p+1) n-1+L(2 p+\alpha-3,0)<0,  \tag{15}\\
\bar{\Sigma}_{B^{\prime}}(2 p+\alpha-1) & =\bar{\Sigma}_{B}(2 p+\alpha-1)=-(4 p+1) n-1-L(2 p+\alpha+1,0)<0,  \tag{16}\\
\bar{\Sigma}_{B^{\prime}}(2 p+\alpha) & =\bar{\Sigma}_{B}(2 p+\alpha)=-L(2 p+\alpha+1,0)>0, \\
\bar{\Sigma}_{B^{\prime}}(2 p+\alpha+1) & =0 .
\end{align*}
$$

Assuming $\{L(\beta, 0),-L(\beta+4,0)\} \cap\{2 n-1\}=\emptyset$, it was shown in [5] (Proof of Theorem 3.10) that partial sums $\bar{\Sigma}_{B}(2 p+\alpha-3), \bar{\Sigma}_{B}(2 p+\alpha-1)$ and $\bar{\Sigma}_{B}(2 p+\alpha)$ are distinct from partial sums $\bar{\Sigma}_{A}(2 i+1), \bar{\Sigma}_{A}(2 p)$ and $\bar{\Sigma}_{A}(2 p+2 j+2)$ for all $i \in I$ and $j \in J$ and; 0 . So by Corollary 3.8 we only need to show that partial sums $\bar{\Sigma}_{B^{\prime}}(2 p+\alpha-3), \bar{\Sigma}_{B^{\prime}}(2 p+\alpha-1)$ and $\bar{\Sigma}_{B^{\prime}}(2 p+\alpha)$ are also distinct from each of the other partial sums $\bar{\Sigma}_{B^{\prime}}(2 i)$ and $\bar{\Sigma}_{B^{\prime}}(2 p+2 j+1)$ for all $i \in I$ and $j \in J$.

In what follows we will make extensive use of (13) together with (4).
1(i) $\bar{\Sigma}_{B^{\prime}}(2 i)=(2 n-1) i+5 n+4 f_{I}(i) n \geqslant 5 n$ so by (14) and (3),

$$
\bar{\Sigma}_{B^{\prime}}(2 p+\alpha) \not \equiv \bar{\Sigma}_{B^{\prime}}(2 i)(\bmod 2(4 p+3) n+1)
$$

for all $i \in I$.
1(ii) Suppose that $\bar{\Sigma}_{B^{\prime}}(2 i) \equiv \bar{\Sigma}_{B^{\prime}}(2 p+\alpha-3)(\bmod 2(4 p+3) n+1)$ for some $i \in I$. Then by (5), $\bar{\Sigma}_{B^{\prime}}(2 i)=(2 n-1) i+5 n+4 f_{I}(i) n=2(4 p+3) n+1-(4 p+1) n-1+L(2 p+\alpha-3,0)$. Hence $\left(4 f_{I}(i)+2 i-4 p\right) n-i=L(2 p+\alpha-3,0)$. But $3 n \geqslant L(2 p+\alpha-3,0)>n$ which implies that $4 f_{I}(i)+2 i-4 p=2$ and so $f_{I}(i)=(2 p-i+1) / 2$, contradicting the definition of $f_{I}$.

2(i) Suppose that $\bar{\Sigma}_{B^{\prime}}(2 p+2 j+1) \equiv \bar{\Sigma}_{B^{\prime}}(2 p+\alpha)(\bmod 2(4 p+3) n+1)$ for some $j \in J$. Then

$$
(p-j)(2 n-1)-6 n-4 f_{J}(j) n+1=-L(2 p+\alpha+1,0)
$$

which implies $2 p-2 j-6-4 f_{J}(j)=2$ by (14). Then $4 f_{J}(j)=2 p-2 j-8$ so $f_{J}(j)=(p-j-4) / 2$, contradicting the definition of $f_{J}$.

2(ii) Suppose that $\bar{\Sigma}_{B^{\prime}}(2 p+2 j+1) \equiv \Sigma(2 p+\alpha-3)(\bmod 2(4 p+3) n+1)$ for some $j \in J$. Then

$$
(p-j)(2 n-1)-6 n-4 f_{J}(j) n+1=-(4 p+1) n-1+L(2 p+\alpha-3,0)
$$

which implies $L(2 p+\alpha-3,0)=\left(6 p-5-2 j-4 f_{J}(j)\right) n-p+j+2$. Now by (14) $6 p-5-2 j-4 f_{J}(j) \in\{1,2,3\}$. Thus $f_{J}(j) \geqslant p+(p-j-3) / 2 \geqslant p-1$, a contradiction.

Similar arguments to above can be used to verify the result for $\bar{\Sigma}_{B^{\prime}}(2 p+\alpha-1)$ since (15) and (16) imply this term is bounded by the same range of values as $\bar{\Sigma}_{B^{\prime}}(2 p+\alpha-3)$.

This completes the proof of Theorem 3.16.

It remains to invoke the above results and complete the proof of Theorem 1.8.
Assume $n \equiv 1(\bmod 4), p>0, n>4 p+3$ and $\alpha$ be an integer such that $2 p+2 \leqslant$ $\alpha \leqslant n-2-2 p, \operatorname{gcd}(n, \alpha)=1, \operatorname{gcd}(n, \alpha-2 p-1)=1$ and $\operatorname{gcd}(n, n-1-\alpha-2 p)=1$. Let $B^{\prime}$ and $B^{\prime \prime}$ be two Heffter arrays constructed as in the the proof of Theorem 3.16 for distinct valid choices of $f_{I}$ and $f_{J}$. Firstly, from the definition of $A^{\prime}$, the diagonals $D_{2 p}$ and $D_{2 p+\alpha}$ do not depend on the choice of $f_{I}$ and $f_{J}$. Then since these two diagonals of $B^{\prime}$ and $B^{\prime \prime}$ are identical yet other entries are different, it is impossible to obtain $B^{\prime \prime}$ from $B^{\prime}$ by rearranging rows and/or columns, or replacing each entry $x$ with $-x$. Therefore, $B^{\prime}$ and $B^{\prime \prime}$ are non-equivalent Heffter arrays. Also by Lemma 2.1 they have simple and compatible orderings.

Next, recall the restrictions $f_{I}(0)=0, f_{I}(i) \neq(2 p-i+1) / 2$ for $i \in I$ and $f_{J}(j) \neq$ $(p-j-4) / 4$ for $j \in J$. Thus, if $\mathcal{H}(\epsilon)$ represents the number of derangements on a set of size $\epsilon$ then there are more than $\mathcal{H}(p-2)$ choices for each of $f_{I}$ and $f_{J}$. Moreover, from the final condition of Theorem 3.14, the subarray $L$ of $B^{\prime}$ may be adjusted provided $\{L(\beta, 0),-L(\beta+4,0)\} \cap\{2 n-1\}=\emptyset$. This yields an extra factor of $n-2$ in the number of Heffter arrays. Theorem 1.8 then follows by Theorem 3.6.

Consequently, Theorem 1.8 verifies the existence of many non-equivalent globally simple integer Heffter arrays $H(n ; 4 p+3)$ for an infinite class of $n$ and $p$. Further, Corollary 1.9 draws the connection with the existence of many distinct face 2-colourable embedding of the complete graph $K_{2 n k+1}$ onto an orientable surface where each face is a cycle of fixed length $k$.

Acknowledgment: The third author would like to acknowledge support from TUBITAK 2219 and the School of Mathematics and Physics, The University of Queensland, through the awarding of a Ethel Raybould Visiting Fellowship.

## References

[1] D.S. Archdeacon, Heffter arrays and biembedding graphs on surfaces, Electron. J. Combin. 22 (2015), \#P1.74.
[2] D.S. Archdeacon, T. Boothby and J. Dinitz, Tight Heffter arrays exist for all possible values, J. Combin. Des. 25 (2017), 5-35.
[3] D.S. Archdeacon, J.H. Dinitz, D.M. Donovan and E.Ş. Yazıcı, Square integer Heffter arrays with empty cells, Des. Codes Cryptogr. 77 (2015), 409-426.
[4] D.S. Archdeacon, J.H. Dinitz, A Mattern and D.R. Stinson, On partial sums in cyclic groups, J. Combin. Math. Comb. Comput. 98 (2016), 327-342.
[5] K. Burrage, N. Cavenagh, D. Donovan, E.Ş. Yazıcı, Globally simple Heffter arrays $H(n ; k)$ when $k \equiv 0,3(\bmod 4)$, Discrete Math. 343(5) (2020), 111787
[6] N.J. Cavenagh, J.H. Dinitz, D.M. Donovan, E.Ş. Yazıcı, The existence of square noninteger Heffter arrays, Ars. Math. Contemp. 17 (2019), 369-395.
[7] C.J. Colbourn and J.H. Dinitz. The CRC Handbook of Combinatorial Designs (2nd edition), CRC Press, 2007.
[8] S. Costa, M. Dalai, A. Pasotti, A tour problem on a toroidal board, Australas. J. Combin. 76 (2020), 183-207.
[9] S. Costa, F. Morini, A. Pasotti, M.A. Pellegrini, A generalization of Heffter arrays, J. Combin. Des. 28 (2020), 171-206.
[10] S. Costa, F. Morini, A. Pasotti, M.A. Pellegrini, A problem on partial sums in abelian groups, Discrete Math. 341 (2018), 705-712.
[11] S. Costa, F. Morini, A. Pasotti, M.A. Pellegrini, Globally simple Heffter arrays and orthogonally cyclic cycle decompositions, Australas. J. Combin. 72 (2018), 549-593.
[12] S. Costa, A. Pasotti, M.A. Pellegrini, Relative Heffter arrays and biembeddings, Ars. Math. Contemp. 18 (2020), to appear.
[13] J.H. Dinitz and A. Mattern, Biembedding Steiner triple systems and $n$-cycle systems on orientable surfaces, Australas. J. Combin. 67 (2017) 327-344.
[14] J.H. Dinitz and I.M. Wanless, The existence of square integer Heffter arrays, Ars. Math. Contemp. 13 (2017), 81-93.
[15] M.N. Ellingham and C. Stephens, The nonorientable genus of joins of complete graphs with large edgeless graphs, J. Comb. Theory Ser. B. 97 (2007), 827-845.
[16] M.J. Grannell and T.S. Griggs, Designs and topology. In: Surveys in Combinatorics 2007, A. Hilton and J. Talbot, eds. London Mathematical Society Lecture Note Series, 346. Cambridge, UK: Cambridge University Press, (2007), 121-174.
[17] M.J. Grannell and V.P. Korzhik, Nonorientable biembeddings of Steiner triple systems, Discrete Math. 285 (2004), 121-126.
[18] M.J. Grannell and T.A. McCourt, Doubly even orientable closed 2-cell embeddings of the complete graph. Electronic Journal of Combinatorics 21(1) (2014), \#P1.22, 17pp.
[19] T.S. Griggs and T.A. McCourt, Biembeddings of symmetric n-cycle systems, Graphs Combin. 32 (2016), 147-160.
[20] J.L. Gross and T.W. Tucker, Topological Graph Theory, Dover Publications Inc., U.S.A., 2012.
[21] L. Heffter, Über das Problem der Nachbargebiete, Math. Ann. 38 (1891), 477-508.
[22] V.P. Korzhik, Recursive constructions and nonisomorphic minimal nonorientable embeddings of complete graphs, Discrete Math. 338 (2015), 2186-2196.
[23] T.A. McCourt, Biembedding a Steiner triple system with a Hamilton cycle decomposition of a complete graph, J. Graph Theory 77 (2014), 68-87.
[24] F. Morini, M.A. Pellegrini, On the existence of integer relative Heffter arrays, Discrete Math. 343 (2020), 112088.
[25] R. Peltesohn, Eine Lösung der beiden Heffterschen Differenzenprobleme, Composito Math. 6 (1939), 251-257.
[26] G. Ringel, Map Color Theorem, Spring-Verlag Press Berlin, 1974.
[27] A. Vietri, Cyclic $k$-cycle systems of order $2 k n+k$ : a solution of the last open cases. $J$. Combin. Des. 12 (2004), 299-310.
[28] J.W.T. Youngs, The mystery of the Heawood conjecture. in Graph Theory and its Applications, Academic Press, New York, (1970), 17-50.


[^0]:    *Department of Mathematics, The University of Waikato, Private Bag 3105, Hamilton 3240, New Zealand. nickc@waikato.ac.nz
    ${ }^{\dagger}$ ARC Centre of Excellence for Plant Success in Nature and Agriculture, School of Mathematics and Physics, The University of Queensland, Queensland 4072, Australia. (dmd@maths.uq.edu.au)
    ${ }^{\ddagger}$ Department of Mathematics, Koç University, Sarıyer, 34450, İstanbul, Turkey (eyazici@ku.edu.tr)

