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Abstract

Nearly one in ten labour force participants is out of work in Sri Lanka
currently. This unemployment rate is much higher than that of most
countries in the Asian region which have been following economic policies
similar to those of Sri Lanka. By examining output-employment data of the
last 5 decades along with the behaviour of major mismatches, the study
arrives at the conclusion that insufficient demand for labour at aggregate
level in the economy has been more responsible than other reasons for the
emergence of a high level of unemployment in Sri Lanka. During the
above period it was found that the retardation of labour demand in the
manufacturing sector, in particular, contributed much to exacerbate the
unemployment issue of the country.

The failure to create sufficient amount of employment through import-
substitution industrialisation (ISl) strategy from the late 1950s paved the
way to change the industrial strategy to export-oriented industrialisation
(EOI) under the 1977 economic reforms. Although the latter strategy
brought about a substantially higher growth in manufacturing output and
labour absorption, the manufacturing sector's employment share after 1996
has become stagnated around 16 per cent. Also, the examination of the
manufacturing sector output-employment data by this study reveals a
widening gap between the industrial output and employment in the 1990
decade, indicating a weak trend in labour absorption by manufacturing
industries. This inadequacy in employment creation, in this study is
assumed to have come into being on account of the factor market
distortions, labour productivity behaviour, increasing trends in capital
intensity, real wage behaviour and the lower level of backward linkages in

the manufacturing sector.



The study, therefore, attempted to assess the impact of these factors on
labour absorption in the manufacturing industry by making a set of prior
hypotheses at the beginning of the study and testing them in the
subsequent chapters.

The comparison of selected labour regulations with the other countries in
the region discloses that regulations related to the employment security,
social security, and holidays and leave, along with poor state of industrial
relations have increased labour market distortions in Sri Lanka even after
the 1977 economic reforms. Further, the test results of the other
hypotheses reveal that although the financial market reforms carried out
from 1977 onwards have been substantially successful in reducing capital
market distortions its progress has been considerably retarded by the
currency appreciation in most of the time in the reform period.
Consequently, factor market distortions entrenched in the regulated regime
before 1977 have not been significantly removed in the reform period.
Labour productivity measured through the traditional growth accounting
(Solow Residual) procedure by the study, shows a moderate increase in
the private sector industries while it has gone down in the public sector
industries during the 1990s. Capital intensity in the private free trade zone
(FTZ) sector shows somewhat declining trend while it has increased in the
private non-FTZ sector after 1996 and the public sector throughout the
1990s. The real wage behaviour throughout the reform period was found
to be not increasing and therefore it has not discouraged labour demand.
However, the study observes that backward linkages in the Sri Lankan
industries remain at a very low level and the manufacturing industry’s
dependence on less value added products has further increased over time,

limiting the employment generation in the manufacturing sector.
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Finally, the study attempted to find whether further changes in relative
factor prices (costs) through removing factor market distortions could have
any impact on increasing labour absorption by estimating the long-run own-
wage elasticity of the manufacturing industry in Sri Lanka.

The estimation results of the flexible and data dependent Box-Cox function
for labour demand based on 4-digit manufacturing data for the period 1990-
98 show that employment weighted, average long-run own-wage
elasticities of the major branches of manufacturing industry is as high as -
0.80. However, this elasticity considered only wage cost of labour, not non-
wage costs arising from high costs associated with labour termination,
other costs of undue regulatory impositions on labour and costs of poor
industrial relations. To the extent that these non-wage costs remain high,
the potential for labour absorption, indicating by this relatively higher
average wage elasticity may not be realised. Consequently, the study
concludes that there should be a great potential to increase labour
absorption in the manufacturing industry by reducing the all aspects of non-
wage costs of labour, particularly, in an environment of already having a
low level of real wages, and by reducing the relative cost of labour to

capital through removing capital market distortions.
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Chapter — 1

Introduction

This chapter gives a brief introduction to the overall thesis, covering the
background of the study, its significance, the statement of the research
problem, research objectives, research methodology, limitations of the
study, the thesis structure and the summary of the overall conclusion.

1.1 Background and the Significance of the Study

Sri Lanka’'s modermn economic development commenced with the
introduction of large scale commercial plantations by the British colonial
rulers from the 1830s. The economy that came into existence in this
manner with the dominance of the plantation (modern) sector was later
branded as a ‘classical’ export economy. All the major macroeconomic
variables such as the imports, government revenue and expenditure,
investment, and national income in this economy depended entirely on the
level of export receipts of a few primary commodities. However, except for
some limited boom periods, during most of the other times the terms of
trade under this economic structure tumed against the country’s economy.
Consequently, from the beginning of the export economy some
diversification was felt to be necessary for any substantial economic growth
to raise the people’s living standard.

Thus, having realised the vulnerability of depending on the export earnings
of a few primary commodities, starting as far back as the early 1920s a
number of commissions and experts recommended that Sri Lankan
economy be diversified by the setting up of new industries, mainly to cater
to the domestic market, and thereby making the economy less susceptible
to the caprices of the market abroad.



Yet, irrespective of various efforts to develop industries, the classical export
economy continued without much change until the late 1950s.

The industrial policy throughout this era, except during the Second World
War and the post-war period until 1952, predominantly persuaded the
private sector to invest in industry. The Executive Committee of Labour
and Industry and Commerce (1933) emphasised that the government
industrial function should, in normal years, be to conduct research,
construct and operate model factories and grant loans to private
enterprises mainly to invest in industry (Oliver, 1957). This policy could be
considered logical since there was a well established private sector in Sri
Lanka from the beginning of the 20™ century unlike in most of the other
developing countries (Karunatilake, 1987). But this sector largely engaged
in primary product processing activities, plantation, and import-export trade,
and showed a great reluctance to engage in industries that competed with
high quality imported industrial products which were freely available in the
domestic market. In this background, the government first had to
commence a number of pilot industrial projects with a view to encouraging
the private sector investors in industry. However, the private sector as
expected could not be persuaded to invest in manufacturing. After the
Second World War the existing public sector industries, too, became an
increasing burden to the government. In this background, on the
recommendations of the World Bank Committee (1952), steps were taken
to reduce the direct involvement of the state in industry and the new policy
again attempted encouraging the private sector to engage in industry.

Yet, the continuation of the classical export economy without considerable
change in the economic structure until the late 1950s indicated that the
industrial policies followed during this long period were not strong enough
to achieve the objectives visualised. In the literature, inexperience in
manufacturing and lack of capital have been stated as two major reasons
for the private sector to be disinclined to invest in industry.



Some critics attributed the failure to attract the private sector capital to
manufacturing industry, to the first two post-independence governments’
(1948-56) policy of apathy towards industrialisation (Authukorala and
Jayasuriya, 1996 and Karunaratna, 1973). But, further, this study finds that
the incentive structure provided from the beginning was not strong enough
to persuade the private sector to be engaged in manufacturing industries in
an environment following laissez-faire economic policies. Also, the study
attributes the emerging market distortions, which favoured local businesses
in the period before and after the political independence in 1948, to the
discouragement of foreign investment in industry. Further, the study found
that even the weakness that appeared in the way of adoption of foreign
technology, especially by the public sector industries, largely contributed to
the failure of industrialisation from the inception and this situation also
discouraged the private sector’s participation in industry.

Meanwhile, the role of industrialisation was further widened by the need to
provide employment for a rapidly increasing workforce which surfaced by
the population explosion commencing in the late 1940s, particularly in an
environment devoid of opportunities in providing jobs in the plantation and
subsistence agricultural sectors. During this time the country’s foreign
assets started to decline rapidly. As a result, laissez-faire economic
policies so far followed had to be abandoned, and the industrialisation
strategy, too, was changed over to an import-substitution industrialisation
(ISI) from the late 1950s. Under the new policy the government took a
leading role in developing basic industries through the public sector
ownership giving an attractive package of incentives and protection to the
private sector investors to engage in other areas of manufacturing
industries.

Unlike the laissez-faire economic policy regime, the incentives provided
with the backing of import controls in the regulated era (1959-77) gave a
stimulus to the private sector to invest in industries.



Yet, this strategy, too, failed in achieving the desired results mainly due to
conflicts which surfaced owing to the way the ISI policy was commenced
and developed. The IS industries emerged mainly as a by-product of
persistent balance of payments difficulties which the country encountered
from the late 1950s. The balance of payments difficulties first brought
about a curtailing of inessential imports, and thereby provided the highest
protection to domestic investors to manufacture substitutes for these
restricted luxury items. Under ISI, the government also supported these
types of industries, initially by freely allocating foreign exchange for
importing machinery and other input requirements; little realising that such
imports would very soon have to be curtailed by further deterioration in the
balance of payments. This situation quickly led to creating increasing
supply side restrictions for industries, not allowing the ISI to surpass even
the easy substitution phase. So, import-substitution industries, which
entirely depended on the earnings of the structurally weak primary sector
export products for obtaining the input requirements, frequently
encountered shortages of required inputs, resulting in underutilisation of
industrial capacity.

Moreover, the interventionist policy measures followed in this era (1957-
77), brought about a high level of factor market distortions, encouraging the
adoption of labour saving technologies which, in turn, conflicted with the
objective of increasing employment through import-substitution
industrialisation. Thus, ISI too failed in achieving not only the diversification
of the economy through acquiring an industrial development but also the
creation of sufficient amount of employment for a rapidly growing labour
force in the 1960s and the 1970s. During the heyday of ISl (in 1973) the
level of unemployment reached 24 per cent of the labour force which was
the highest rate of unemployment ever recorded in Sri Lanka in its recent
history (Korale, 1988).



Increased unemployment along with other depressing economic
performance experienced in the controlled era of two decades brought
about a drastic change in economic policies in 1977. Accordingly, the ISI
strategy was changed over to the export oriented industrialisation (EOI)
strategy under which the private sector was considered to be the principal
agent to be engaged in the manufacturing industry. Even so, the private
sector in the first phase of the economic reforms (1977-89) was mainly
limited to participating in the non-tradable sector. This deviation can be
attributed to the contradiction between the liberalisation policy and the
government policy of promoting large-scale public sector projects and the
maintenance of loss making state owned establishments (SOEs) that

crowded out the private sector investment in industry.

However, reforms made under the second and third waves of liberalisation
(after 1989) reduced most of the conflicts in the policy that appeared in the
first phase of the reform period and created a better environment for the
private sector to function as the engine of growth. This resulted in a
continuous increase in industrial output and labour absorption by the
private sector manufacturing industries, particularly by those operated in
FTZs as evidenced by the increase in capacity utilisation in manufacturing
industry and the decreasing unemployment in the country from the
beginning of the 1990s. Even then, when Sri Lanka’s present level of
unemployment is compared with that of the countries in the Asian region,
Sri Lanka’s is the highest (WER, 2001). This evidence indicates that two
and a half decades of export led industrialisation too, has failed to create a
sufficient level of employment for the growing labour force in Sri Lanka.

However, the export oriented industrialisation (EOI) after the 1977 reforms
unlike the ISI has been successful in transforming the export structure of
the country by increasing the share of manufactures (excluding petroleum
products) in total merchandise exports from 5 per cent in 1976 to 77.2 per
cent in 2001 (Athukorala, 1996; CBSL, 2002).



Nevertheless, a few low skilled industries rather than a diversified range of
manufactured exports have dominated Sri Lanka’s export growth, indicating
that the country's economy has been only partially diversified.
Consequently, even after following EOI policies for more than two and a
half decades the two major objectives of industrialisation; diversification of
the economy and providing sufficient level of employment have not been
met as expected. In this setting, it is vitally important to examine why the
export led industrialisation has not been successful in achieving its
objectives, particularly with regard to generating a substantial amount of
employment in Sri Lanka.

1.2 Research Problem

The research problem in this study is to identify why the manufacturing
industrial sector, even after following EOI policies for a period of two and a
half decades in Sri Lanka, compared to other countries, has not adequately
absorbed labour and thereby not contributed much to reducing
unemployment to an acceptable level. Providing employment to the rapidly
increasing labour force from the mid 1950s required the acquisition of a
speedy industrialisation in Sri Lanka. Yet, the failure of nearly two decades
of government led import-substitution industrialisation (ISI) led to the
adoption of export oriented industrialisation (EOI), assigning the primary
role of developing industries to the private sector from 1977 onwards.

Although the EOI performed much better in providing employment than the
ISI its employment share has stagnated around 16 percent of the employed
after 1995. Also, the two-digit unemployment rate which appeared in the
mid 1950s continued for two decades even after introducing the EOI
strategy in 1977. Even by 2002 nearly one in ten of the labour force was
out of work. When this rate of unemployment is compared with the rates of
unemployment in most of the countries in East, South-East, and South Asia
which have been following open market policies similar to Sri Lanka, Sri



Lanka's rate is the highest. This indicates that EOl and other changed
policies under economic reforms have not adequately generated
employment in Sri Lanka.

This phenomenon is further confirmed through the analysis of industrial
output-employment data by this study for the reform period since 1977.
Accordingly, the average industrial output-employment gap of 1.40 in the
period 1977-1989 has increased to 3.30 in the period 1990-2000. This size
of output-employment gap is abnormal for a developing country like Sri
Lanka which is still in the initial phase of its industrialisation. This
increasing output-employment gap confirms that labour absorption in
industry has progressively been retarded, and there is a phenomenon of
jobless growth in the manufacturing industry. Consequently, this study
attempts to find out reasons for the appearance of such an increasing
output-employment gap or the retardation of employment generation in the
manufacturing sector assuming that the manufacturing sector should
contribute much to relieve unemployment under the present policy context
in Sri Lanka.

1.3 Research Objectives

The basic objective of this study is to examine why the two and a half
decades of export led industrialisation (ELI) has failed to reduce the
unemployment in Sri Lanka adequately when compared with that of other
countries which have been following similar policies, in the Asian region. In
this context, the study primarily expects to determine whether high level of
factor market distortions entrenched in the regulated policy regime before
1977 have continued after the 1977 reforms as well, and have further led to
the holding back of labour absorption in the manufacturing industry. Also,
the study aims at identifying the other major reasons such as the level of
labour productivity, the real wage behaviour, and linkage effects which
might have contributed to retardation of labour absorption in the Sri Lankan



manufacturing sector, and accordingly to suggest policy advocacy to
generate more employment in the manufacturing industry with the view to
further reducing unemployment pressures in Sri Lanka.

1.4 Research Methodology

The research methodology used in this study consists of both qualitative
and quantitative research approaches. The preliminary examination of
manufacturing output-employment data by the present study corroborates
the general view that labour absorption by the Sri Lankan manufacturing
industry is relatively weak and that it has contributed substantially to keep
unemployment in Sri Lanka at a higher level than in most of the other
countries in the Asian Region which are following similar policies to Sri
Lanka. Having taken this situation into consideration, at the beginning, the
study made 5 prior hypotheses with a view to identifying the impact of the
possible causes on retardation of labour absorption in the manufacturing
industry. These hypotheses are as follows:

1. ‘The high level of unemployment prevailing in Sri Lanka has stemmed
from a situation of disequilibrium between labour supply and labour
demand at aggregate level rather than from the structural and some
other mismatches’,

2. ‘The cost of labour market distortions has decreased during the
economic reform period’ (1977-2000),

3. ‘Financial market liberalisation under economic reforms since 1977
has reduced the capital market distortions’,

4. ‘The trends in labour productivity, capital intensity, wage behaviour
and linkage effects in the manufacturing industry have not retarded
employment generation in the reform period (1977-2000)’, and

5.  ‘Further changes in relative factor prices (costs) will have a positive
impact on labour absorption by the manufacturing industry’.



The first hypothesis is formulated to weigh the importance of the two main
sources for appearance of a high level of unemployment in Sri Lanka in
order to narrow down the analysis to the most important source.

Then, the next three hypotheses are formulated based on the behaviour of
possible causes such as labour market and capital market distortions, the
state of labour productivity, trends in capital intensity, wage behaviour and
degree of linkage effects which are assumed to be responsible for
inadequacy in employment generation in the manufacturing industry. The
final hypothesis is formulated with the view to making a policy advocacy to
increase labour absorption in manufacturing, based on the possibility of
increasing factor substitutability. Out of these hypotheses first 3
hypotheses are tested using a more qualitative research approach while
the last 2 hypotheses are tested using a more quantitative research
approach through such methods as data dependent traditional growth
accounting (Solow Residual) method and the Box-Cox transformation
method respectively. The study mainly uses 4-digit industrial data on the
manufacturing industry for the 1990s collected by annual surveys of
industries conducted by the Department of Census and Statistics in Sri
Lanka.

1.5 Limitations of the Study

The empirical investigation of the study is limited mainly to the industrial
data for the 1990s due to unavailability of continuous data for the earlier
period in Sri Lanka. Thus, measuring labour productivity and the degree of
capital intensity and the estimation of elasticites in the study depends on
the data for the decade of the 1990s. But, this does not cause a significant
disadvantage to the conclusions arrived by the study since the private
sector as the main agent to bring about a rapid industrialisation under the
1977 economic reforms was allowed to perform its role fully only after



1989. Therefore, the private sector’s performance under new policies in
industrial expansion is fully reflected by the data in the1990s.

Although the study covers almost all the major variables such as labour
productivity, wage behaviour, and linkage effects which can affect labour
demand in the manufacturing industry, its major emphasis is on assessing
the impact of factor market behaviour on labour demand during the reform
period. Therefore, a more detailed analysis is done in respect of factor
market distortions while the analysis of other factors that affect labour
absorption in the manufacturing industry is somewhat limited.

1.6 Thesis Structure

The thesis consists of 10 chapters. The chapter - 1 gives a brief
introduction to the overall study, covering the background and the
significance of the study, the research problem, the research objectives,
the research methodology, limitations of the study, the thesis structure and
the summary of the conclusion. Chapter - 2 reviews the available literature
with regard to the output-employment gap in developed and developing
countries, factor market distortions, technological choices and factor
substitution on which the whole study is centred. Chapter - 3 provides an
overview of the industrialisation in Sri Lanka under each industrial policy
from the beginning of the industrial efforts with a view to establishing a
background to form a set of logical prior hypotheses. Chapter - 4 states the
hypotheses formulated, and explains the methodology and data employed
for testing each hypothesis.

The subsequent chapters have been devoted to test the hypotheses stated
in the fourth chapter. Accordingly, Chapter - 5 brings together the evidence
to assess the importance of increasing labour demand relative to other
factors for reducing unemployment. Chapter - 6 examines labour market
distortions and their trends while the Chapter - 7 tests how distortions in
capital markets may result in retarding labour demand in the manufacturing
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industry. Chapter - 8 assesses the impact of labour productivity, degree of
capital intensity, wage behaviour and linkage effects on labour demand.

Chapter - 9 estimates substitution elasticity, the own wage elasticity and
the output elasticity of labour demand of the branches of the Sri Lankan
manufacturing industry to judge whether further changes in relative factor
prices will have a positive impact on labour absorption by manufacturing
industry. Finally, Chapter - 10 gives an overall summary of the study,
conclusions and policy implications along with some suggestions for further
research.

1.7 Summary of the Overall Conclusion

Depending on the test results of the hypotheses and other evidence
presented the study concludes that:

1. Insufficient demand for labour arising from the poor economic
performance at aggregate level in the economy is instrumental in
aggravating the unemployment in Sri Lanka rather than the influence
directed from the structural mismatch and some other such reasons
as the superiority attached to the public sector jobs and the wedge
between ‘good’ and ‘bad’ private sector jobs to causing a high level of
unemployment in Sri Lanka.

2. The manufacturing sector is the strongest and the most dynamic
sector in the economy for generating employment. Yet, we find a
trend of a widening industrial output-employment gap in the 1990s,
suggesting that labour absorption in the manufacturing sector is
increasingly weakening, and it has contributed much to keep
unemployment in the country at a higher level compared to other

countries in the Asian region.
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The high level of labour market distortions entrenched in the regulated
regime before 1977 has further increased in the reform period and
has had a substantially negative impact on labour absorption in the
manufacturing sector.

The excessive degree of capital market distortions which appeared in
the pre-reform period (before 1977) has only partly been reduced
during the reform period on account of retardation of the success of
the financial market liberalisation mainly due to the appreciation of
exchange rates in most of the years during the reform period (1977-
2000).

Labour productivity in the private free trade zone (FTZ) sector and the
private non-FTZ sector has moderately increased and has not acted
as a hindrance to labour absorption in these two sectors, while rapidly
decreasing labour productivity in the public sector has made a
negative impact on labour absorption in the public sector industries
during the 1990 decade.

Capital intensity in the private non-FTZ sector after 1996 and the
public sector throughout the 1990s has increased while it has shown
somewhat decreasing trend in the private FTZ sector, and, the study,
therefore, concludes that this tendency has substantially contributed
to reduce the labour absorption in the private non-FTZ and the public
sectors than the private FTZ sector during the 1990s.

Real wage has remained fairly stable during the reform period and
therefore has not contributed to a deceleration of labour absorption
throughout the reform period.
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Backward linkages in the Sri Lankan manufacturing industry have
remained at a low level abnormally for a longer period of nearly 3
decades with having a further decrease in recent years. Accordingly
the study concludes that the low and further diminishing trend in
backward linkages have considerably retarded the employment
generation in the manufacturing industry during the reform period
after 1977.

Based on the high level of own wage elasticity (-0.8) which considers
the wage cost, not non-wage costs arising from labour market
distortions and the output elasticity (0.9) of labour demand, the study
finally concludes that there is a larger potential to increase labour
absorption in the manufacturing industry, by lowering non-wage costs
arising from distortions in the labour market and lowering the labour
cost in relation to capital costs arising from the capital market
distortions, and by increasing manufacturing output through following
correct economic policies respectively.
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Chapter 2

Literature Review on Output-Employment Gap, Factor
Market Distortions, Technological Choices and Factor
Substitution

2.1 Introduction

The review of the selected literature under this chapter commences with
highlighting the output-employment gap which has been identified to have first
existed in developed countries. Then, the review is directed to the output-
employment gap in developing countries, paying special attention to their
manufacturing industrial sector and the issue of employment demand in that
sector which is the mainstay of this study. The tendency of employing the
developed country technology on the influence of factor market distortions has
been traced in the literature as a root cause for widening the output-
employment gap in the manufacturing sector and thereby limiting the
employment generation in developing countries. In this setting, the debate
over labour market intervention as a source of distortion is also emphasised.
Assuming the scenario that factor prices influence technology choices,
consideration is next given to the importance of estimating elasticities of factor
substitution, highlighting the results of some of the major empirical research
undertaken in developing countries. The overall aim of the literature review is
to form a theoretical and empirical foundation to examine the impact of factor
market distortions on labour absorption in manufacturing industries in Sri
Lanka.
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2.2 Output-Employment Gap in Developed and Developing
Countries

Demand for labour is a derived demand in that it depends on output. Output
growth should, therefore, boost labour demand and be positively associated
with employment growth (Navaretti et al. 1999). Historical evidence also
confirms such a functional relationship between economic growth and
employment growth. For example, Maddison (1982), presenting data for the
period 1870-1979, showed that in industrial countries growth of total
employment was paralleled to that of real GDP (see table - 2.1).

Table 2.1

Long Term Trends in Output and Employment Growth in Industrial
Countries, 1870-1979 *

Period Real GDP growth | Total employment Elasticity of
( % per year) growth (% per employment ®
year)
1870-1913 2.5 1.2 0.5
1913-1950 1.9 0.7 0.4
1950-1973 49 1.3 0.3
1973-1979 25 06 02

Source: Maddison (1982)

(a) 16-18 countries, (b) Ratios of average employment and real GDP growth over the
various periods.
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Despite the differences which bear on employment conditions between
developed and developing countries during the course of economic
development, Bairoch (1975) identified a positive relationship between real
GDP and employment growth in the period 1900-1960 for developing countries
also. A similar trend between these two variables in ensuing decades was
further confirmed by the empirical studies of Sabolo (1975), Gregory (1980),
Harris and Rashid (1986), Grilli (1994), and the ILO World Employment
Reports (1994 and 1998-99) (see table — 2.2). Notably, these later studies
were based on more improved and reliable data gathered in developing
countries.

Table - 2.2

Long-term Trends in Output and Employment Growth in Developing
Countries, 1900-1990

Period Real GDP Growth | Total Employment Elasticity of
(% per year) (% per year) Employment
1900-1960 1.7 1.2 0.70
1960-1970 5.1 2.8 0.54
1970-1980 6.8 3.3 0.49
1980-1990 5.1 26 0.51

Source: Bairoch (1975), Sabolo (1975), Gregory (1980), Harris and Rashid (1986), Grilli
(1994), ILO (1994) and Navaretti et al. (1999).

At the aggregate level, the dependence of employment growth on the growth of
output can be justified by classical, Keynesian and neo-classical models.
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In the classical labour market, shifts in the demand schedule for labour come
from output growth in the short run and from capital stock and technology
changes in the long run. They result in an increase in both the quantity of
labour demanded and the equilibrium wage rate. In the Keynesian framework,
the long-term growth of output driven by that of investment among the
components of aggregate demand will normally generate a corresponding
increase in labour demand (Soete, 1987; Grilli and Zanadla, 1999). During the
1950s and 1960s, Harrod-Domar and other neoclassical models of economic
growth captured a prominent place in the development literature and
emphasised that successful economic development could be realised only
through the twin forces of substantial capital accumulation and rapid industrial
growth. Accordingly, the ‘big push’, 'critical minimum effort' and ‘take-off
became the ‘code words’ in the popular models for growth and development ,
and these models highly influenced developing countries to invest heavily in a
modemn industrial sector to serve the domestic market and facilitate the
absorption of surplus labour in the urban economy (Rangarajan and Dholakia,
1980; Todaro, 2000;).

However, an increasing amount of doubt emerged from the 1980s onwards
over the potential of output growth, particularly of manufacturing industry, to
generate increased employment in developing countries. Ginneken (1988)
states that the long-term propensity to increase employment in response to
output growth in developing countries may have broken down. Grilli and
Zanalda (1999) use a sample of 34 developing countries and show that the link
between the estimates of employment and economic growth was somewhat
weaker than in the previous decade in the 1980s, but remained positive. This
study divided the sample countries into two groups and estimated the elasticity
of employment with respect to output of each group for the 1980s and the
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1990s. Accordingly, the employment elasticity was reported as about 0.14 in
the faster growing group of developing countries comprising mainly the first
and the second generations of NICs; whereas in the slower growing group of
developing countries, mainly consisting of African, South Asian and Latin
American countries, employment elasticity was around 0.6 . The fast growing
countries already seem to exhibit employment-output behaviour similar to those
of mature industrial countries. In these fast developing countries, growth of
output is reflected only partially (less than one-fifth of the total) in employment
growth. Instead, growth in output mainly reflects higher labour productivity
(Young, 1995; Grilli and Zanalda, 1999). Alternatively, it could be argued that
these countries are near to full employment level and the equilibrium lies on the
upward-sloping part of the labour supply schedule. Fast output growth
therefore, translate mainly into real wage increases and productivity growth in
the fast developing countries. The manifestation of higher labour productivity
in output growth is consistent with the rates of capital accumulation in NICs
over the past several decades, in absolute terms as well as relative to other
developing countries (Grilli and Riedel, 1995). In the remainder of the
developing countries, which were generally slower growing and with lower
investments than those of NICs during the 1980s (and before), labour
productivity grew much slower, and, therefore, output growth required,
comparatively, a faster growth of labour demand (Todaro, 2000; Grilli and
Zanalda, 1999).

1. Researchers have found that the employment elasticity of output declines with the level of
income. From 1870 to 1979 as shown by the table 2.1 the employment elasticites of real
output growth in developed countries have decreased considerably due to technical progress
and the widespread adoption of labour saving technologies. The same trend can be seen in
developing countries also. For example, the cross country evidence in developing countries
shows that the employment elasticities of output were higher before the 1960s than in the
later years (see table 2.2).
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However, the progress achieved by a large number of developing countries in
employment generation from the time of their political independence was not
up to expectation. For example, in Sri Lanka, unemployment increased
continuously after obtaining its political independence in 1948 up to the late
1970s. Similarly, in the 1960s and the early 1970s, although the industrial
countries had mostly reduced open unemployment to about 3 to 6 percent of
their labour force, the comparable figures for other parts of the world were
frequently over 10 percent, and on top of this there were other forms of under
employment (ILO, 1971). In such a background of increasing unemployment, a
flurry of writings and research by economists on employment and income
distribution emerged with the reflection of a growing professional and political
judgement that development policies pursued through the 1950s and 1960s,
although fairly successful in terms of overall rates of growth in GNP, have
largely failed in their implicit goal of making the bulk of poor people better off
(Timmer et al. 1975). This situation was partly reflected by the persistent level
of high and rising rates of urban unemployment occurring simultaneously with
the slow growth of manufacturing sector employment, and high and rising
capital-labour ratios in industries in many developing countries (White, 1978,;
Gupta, 1989; ILO, 1996/97).

As unemployment grew worse from the beginning of the 1960s, international
organizations such as the ILO and UNIDO took a serious view of this problem.
For example, the ILO adopted the Employment Policy Convention-1964 (no.
122), committing governments to adopt “active” full employment policies, with
an accompanying recommendation urging the establishment of employment
targets, indicating the lines of policies to be followed, and proposing both
bilateral and multilateral forms of interational co-operation (ILO, 1971).
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Further, these organisations started sponsoring a large number of studies
related to the problem of employment creation in developing countries.
However, doubts about the capacity of economic growth, particularly of the
ability of industrialisation to generate employment existed and remained
widespread (Friedman and Sullivan, 1974, Farooq and Ofosu, 1992).

According to Gupta (1989), the rate of labour absorption in the manufacturing
sector of developing countries has been quite inadequate. In most cases,
wider conflicts have emerged between major objectives with regard to the
choice of different technologies selected to industrialise these economies. It is
argued that there is a trade-off between output and employment expansions,
because efforts to increase output do not always imply employment expansion.
There are also good reasons to believe that the employment-output nexus can
be affected by policies having to do with factor growth, and more generally by
the incentives that they provide to firms to use more capital in their production
choices (Grilli and Zanalda, 1999). In this background, the growth of
manufacturing output for many developing countries, even during the rapid
growth years of the 1960s, exceeded the growth of employment by a factor of
3 or 4 to 1 and this phenomenon of jobless growth (output-employment lag) is
expected to continue further (Todaro, M. P., 2000). In a normal well
functioning economy, manufacturing employment is expected to grow less
rapidly than manufacturing output because of capital deepening and
technological change. Thus, the observation of a gap in growth rates should
not by itself be a cause for concern. But the very large differentials that are
observed and believed to be caused by the introduction of capital-labour ratios
far above the average indicate that the manufacturing sectors in many
developing countries are not functioning as expected (White, 1978).
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Hence, in relation to the surge of interest in the employment issue in
developing countries, there has been considerable discussion of the extent to
which there is a conflict between the employment and output objectives in the
designing of development strategies (Pack, 1980; Agarwala, 1983 and Gupta,
1989). Much of this debate has been centred on the question of choice of
appropriate factor proportions within the industrial sector and on whether or not
factor price distortions have favoured the choice of more capital-intensive
techniques and reduced employment. Thus, the question of appropriate factor
proportions for developing countries has emerged as an important area for
research and for policy from the 1970s. The “appropriate factor proportions”
mean a combination of factors that are roughly in line with the overall factor
availabilities in an economy. The poorer the country, the less capital (physical
and human) relative to labour is expected to be found and, hence, the more-
labour intensive the appropriate proportions would be (White, 1978: 28).

Thus, prevailing techniques of production in developing countries might be
regarded as inappropriate. If labour is more abundant and capital is scarcer in
developing countries than in developed countries, we might expect to observe
the use of more labour-intensive techniques of production in the industrial
sector of developing countries. In practice, however, it is the other way round.
Especially in the modern sectors of developing countries, techniques are much
more capital-intensive than would be predicted on the basis of knowledge of
factor endowments (Thiriwall, 1994). For example, in Pakistan at the
beginning of the 1990s, the capital-labour ratio (K / L) in small scale
enterprises was only 20 percent of that in the large scale modern sector
(Kemal, 1993). In Bangladesh, the large industry sector may be termed as
moderately capital intensive, but there also, fixed assets per worker in large
industries is nearly 4 times higher than that in small industries and 31 times
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higher than cottage industries (Rahman and Bakht, 1997). The study carried
out by Bajpal (1992) on the Concentration of Capital in Indian Factory Sector
estimates that the degree of concentration of capital in larger factories
increased by one and a half times, that was from 0.506 in 1979/80 to 0.731 in
1984/85. Also, it was found that K/ L ratio in Indian manufacturing industries
increased from 1.51 in 1969/70 to 47.4 in 1989/90. Karunatilake (1987) reports
that Sri Lanka’s public sector was 10 times more capital-intensive compared to
the private sector in the 1970s and the 1980s. These figures indicate that
even in highly populated countries like Pakistan, Bangladesh, India and Sri
Lanka, capital intensity not only in small industries relatively to their large
industries but also in large-scale industries is high and has increased rapidly.
This evidence proves the fact that most of the developing countries have
adopted inappropriate factor proportions, particularly in their modern sector
industries.

2.3 Factor Market Distortions in Developing Countries

Factor price distortions exist when the prices of capital, labour and other
factors do not correctly reflect their scarcity or opportunity costs. Such
distortions may be caused by monopolistic tendencies in the private and the
public sectors. In other instances, governments, sometimes deliberately and
sometimes inadvertently, introduce price distortions in pursuit of some social or
economic objectives (Agarwala, 1983).

Since the presentation of Adam Smith's famous insight that the 'invisible hand'
of the price market system brings about the harmonisation of private and public
interest that launched economies on its scientific path of development, many
economists have emphasised the efficiency of free market forces in resource
allocation (ibid, 1983).
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According to Rains (1973), a successfully growing developing economy can be
said to be moving from a land intensive to a labour and ultimately a skill and
capital intensive phase of development. But the growth path within these
various regimes, and more importantly, the transition from one to the other, are
much facilitated if, in fact, the signals reflecting changes in factor endowment
over time are permitted to be transmitted correctly to the decision-making units
in the society. Freeman (1992) is of the opinion that in the absence of
interventions, labour markets set wages at opportunity cost levels and
determine Pareto-efficient levels of employment.

But the allocation role of price is not free of questioning. A number of market
failures are emphasised in the literature, and those economists who highlight
them rigorously advocate state intervention in economic activities. Historically,
the great depression fuelled the view that markets were inefficient, and that
intervention was desirable. Those ideas were still powerful in the early post
war period and underpinned the creation of welfare states and mixed
economies, characterised by a deep and pervasive presence of government in
economic activities.

Similar to this interventionist role in welfare states and mixed economies, the
development economics in the 1940s and 1950s was dominated by what Little
(1982) has described as the ‘structuralist school’. Members of this school
included such distinguished figures as Rosenstein-Rodan, Nurkse, Lewis,
Prebisch, Singer, and Myrdal. Their approach played down the role of prices
and flexibility in resource allocation and assumed that the government can, on
the basis of the past experience, find out the optimum patterns of development
for a country and can implement the necessary program of resources
mobilisation and allocation through administrative fiats (Agarwala, 1983).
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Free trade, in the opinions of the structuralist school, was regarded as a
colonial imposition likely to perpetuate economic dependence on the centre
(that is, on the developed, industrial countries) even after political
independence. Thus, political independence of a large number of developing
countries after the Second World War created an environment conducive to
more government intervention in economic activities, even though these
countries mostly maintained /aissez-faire economic policies in the pre
independent periods when they were under colonial administration.

Pessimism about the demand for exports of primary products surfaced from the
great depression and fluctuation in export earnings strengthened the
arguments in support of commencing industries to cater to the domestic market
(secondary inward looking policies). In the 1940s and 1950s, the strategy of
industrialisation through Import substitution (IS) was ubiquitous among
developing countries. Advocates of import substitution believe that LDCs
should initially support domestic production to substitute previously imported
simple consumer goods (first-stage IS). The next stage of import substitution
expands domestic production to a wide range of more sophisticated
manufactured items (second-stage IS) - all behind the protection of high tariffs
and quotas on the competing imports that the local production is substituting
for. In the long-run, IS advocates cite the benefits of greater domestic
industrial diversification (‘balanced growth’) and ultimately expect an improved
ability to export previously protected manufactured goods as economies of
scale, low labour costs, and positive externalities of learning by doing, cause
domestic prices to become more competitive with world prices (Todaro, 2000).

During the period when ISI was most popular, it was universally concluded that
rapid industrialisation was synonymous with rapid growth (Krueger, 1995). In
this context, the infant industry argument was thought to be applicable on a
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wide front. The USSR experience in industrialisation also seemed to suggest
that industrial growth was possible and that industries were important for
economic growth and defence needs.

However, the outcomes of the IS industrial strategy largely deviated from
expectations, and its costs were evident by the 1960s. Even the earlier
proponents of the ISI strategy (for example, R. Prebish) recognised several
costs brought about through this strategy by the1960s. But they were not
convincingly demonstrated until several in-depth studies (Bagwati, 1978;
Krueger, 1978; Balassa, 1977, Little, et al. 1970), pointed out the adverse
effects of this strategy. Amongst the most common adverse effects of the ISI
strategy were high capital intensity, excess capacity, low value added at
international prices, loss of economies of scale, lack of competition, and growth
of production of luxury goods behind trade barriers. The trade studies on ISI
strategy carried the discussion further by putting the problems in a political
economy context emphasising the 'bureaucratic failures’ inherited in the S|
strategy. When protection was provided through quantitative restrictions, it
created strong temptations for corruption. Efforts to prevent corruption, in turn,
led to mechanical methods of allocation of import licences or to imposing of
other quantitative restrictions on the basis of ‘past shares’, which tended to
shelter the existing inefficient firms and reduce the speed of adjustment in the
economy. Since the ISI strategy did not involve budgetary costs for the central
government (in fact, it generally produced budgetary revenues for the treasury
from tariffs), the national welfare costs were spread over many consumers and
exporters. Thus, most of the distortions occurring under the IS| strategy were
more likely to be carried to extremes without being detected (Agarwala, 1983).

Thus, the policies followed by many developing countries, particularly from the
immediate post independence era, gradually created a high degree of market
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distortions. Especially, ‘factor market distortions’ that emerged in this manner
have been frequently cited as a major cause that stimulated developing
countries to adopt inappropriate (developed country) technology in their
manufacturing which limited the employment generation. The international
body of development economists thus began to perceive gradually that
strategies resulting in growing unemployment and poverty are no longer
acceptable to concerned economic decision makers in developing countries.
New directions, therefore, are being sought and the past experience helps to
review the neoclassical vision of the world in development economics. In this
vision economic agents respond well to price signals (Krueger, 1995,
Agarwala, 1983, White, 1978, Timmer, et al. 1975). In this background, the
response has now been to the following familiar checklist of obvious sources of
distortions which are believed to have retarded employment creation in most of
the developing countries;

1. The interest rate is too low relative to what a free market would set as its

value.

2. Foreign exchange (and hence imported machinery) is priced well below
its opportunity cost to the economy on account of maintaining overvalued
exchange rates.

3. Internal terms of trade are highly favourable for industries that produce
for the domestic market, and

4. Wage levels are made artificially high through premature labour union

pressure or government regulations.

These characteristics represent deviations from free market conditions and can
cause only less than optimal allocation of productive resources.
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Consequently, these departures from optimality are popular with economists as
a means of explaining the chronic unemployment problem in developing
countries (Gupta, 1989; Agarwala, 1983). The developing countries firmly
believed in following a low and controlled interest rate policy owing to a number
of reasons. They included: a desire to keep down the cost of servicing public
sector debt; the suspicion that the free market charges exorbitant rates of
interest that is harmful for small borrowers; the belief that without a lower
interest rate, investment cannot be promoted, and the concern that higher
interest rates create inflation (Chowdhury and Islam, 1993; Agarwala, 1983).
Then, the policy of import-substitution adopted by most of the developing
countries consisted of a combination of overvalued exchange rates and
favourable internal terms of trade for industry which made the import of capital
goods less costly. Moreover, a number of other incentives, such as tax
concessions, and accelerated depreciation on investment in capital goods etc.,
are given to investors to promote industrialisation. On the other hand, labour
became very costly as a consequence of union and government pressure via
minimum wage and other labour legislation, mandated fringe benefits, and
restrictions on the ability to lay off workers (Agenor, 1996). In such a
background, the credit offered at artificially low interest rates, together with real
exchange rate overvaluation and preferential treatments accorded to capital
goods imports in controlled trade regimes in developing countries, encourages
capital intensity in industry, and thereby lowers the employment creation
(Krueger, 1983).

Thus, in the literature, it is often stressed that the relative prices of capital and
labour are frequently badly out of line with their true economic values. It is
widely believed that these reasons (extremely low interest rates, overvalued
foreign exchange rates, favourable internal terms of trade for domestic market
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industries and artificially high wage levels etc.) as stated above have mainly
led to distort factor markets by making capital cheaper though it is scarce while
increasing the labour cost though labour is abundant in developing countries
and thereby more scarce capital has been substituted to relatively plentiful
unskilled labour in the economy’s production function. Thus, adoption of
developed country technology results in a low employment generation in
manufacturing industries. In developed countries, an anti-labour bias can
always be seen in technical progress since labour is relatively scarce in these
countries. [f technical change takes this direction in developing countries as
well, it will obviously tend to weaken the output-employment growth
relationship in these economies.

Thirlwall (1994) among other commentators explains the undue capital bias in
developing country production through the ‘Leonteif Paradox’. Although labour
may be abundant and its money price may be lower than in developed
countries, it is not necessarily cheaper or less costly to employ, because its
productivity may be lower along with other implicit costs created by factor
market distortions. In other words, the so called ‘efficiency wage’ (wage rate
divided by the productivity of labour), or wage cost per unit of output, may differ
very little between developing and developed countries 2. Evidence shows that
in a number of countries, the relative distortion of labour and capital prices,
rather than getting better, has become worse during the years since the
Second World War. .

2. The measure of unit labour costs represents a direct link between productivity and the cost
of labour used in generating one unit of output. Accordingly, a more than proportional rise in
labour costs relative to productivity is a threat to a country’s cost competitiveness. Therefore,
the unit labour costs can be used for production costs comparisons among countries. But the
international comparability through this criterion has been severely restricted owing to lack of
relevant data, particularly for developing countries such as Sri Lanka. For a detailed
description of this measure see Report on Key Indicators of Labour Market (1991, ILO).
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For example, according to Witte as cited in White (1978), the wage/capital-
rental ratio for all Mexican manufacturing rose from an index of 100 in 1954 to
280 in 1964, for Peru, the same factor-price ratio for a number of industries
rose from 100 in 1958 to a range of 190-270 in 1966. Also, Romer reports that
the same ratio in Ghana rose from 100 in 1960 to 124 in 1966 (but substantially
fell to 90 in 1970). But generally the pattern reported is raising real wages in
manufacturing in most LDCs, while capital remains cheap or becomes
cheaper, and this might further increase wage/capital ratio (White, 1978).

However, since the early 1980s (in some cases from the late 1970s), removing
market distortions has been at the core of economic policy reforms.
Developing countries have implemented structural and sectoral adjustment
programs, usually with the support of the World Bank and other donor
agencies. These reforms include liberalising foreign trade, curtailing subsidies,
suppressing legal monopolies, and eliminating direct allocation of credit and
foreign exchange through domestic market liberalisation among other things.
Although these reforms have been positive to a considerable extent, some
disturbing facts remain. Some countries that had begun the process of
liberalising eventually built up new distortions that represented a major
departure from the initial program (Rama, 1997).

Thus, analysis of the employment issue, especially in developing countries,
has frequently cited “factor market distortions” as a major cause of
unemployment, and leading to the adoption of capital intensive technologies
and, cetenis paribus, to a lower demand for labour. In contrast to this, in the
absence of gross distortions in the factor prices and of large anti-labour bias in
production technology, output growth should normally be strongly employment
generating, particularly in the early stages of economic development
(Frieddman and Sulliva, 1974; Farooq and Ofosue, 1992).
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2.4 Debate over Labour Market Distortions

There is an intense controversy among economists over the impact of labour
institutions and regulations on the functioning of labour markets in developing
countries. Thus, two divergent views appear to demonstrate this controversy:
the “advocate” view and “distortionist” view (Agenor, 1996; Freeman, 1992).
The advocate view holds that labour regulations such as minimum wage laws
have welfare enhancing effects such as reducing poverty, raising productivity,
and less turnover etc. (Cahuc and Michel, 1996; Dasguptha and Ray, 1986).
This group stresses the potential benefits of interventions and holds that
regulated markets adjust better than unregulated markets, and endorse
tripartite consultations and collective bargaining as the best way to determine
labour market outcomes. The distortionist view, by contrast, suggests
government regulation of wages, mandated contributions to social funds, job
security, and collective bargaining as distortions, and that they lead to
excessively high wage costs with the effect of restraining the expansion of
labour demand (Rama and Tabellini, 1995). The debate over advocate view
versus distortionist view can be tested against some available evidence in the
literature under such sub-topics as public sector employment, labour market
regulations, and labour market institutions.

2.4.1 Public Sector Employment

Public enterprises in developing countries particularly act as model employers,
and may be required to serve as employers of last resort and seek to protect
workers against declines in the wage rate (Squire and Narueput, 1997). Under
this background, distortional viewers pointed out that, in the 1960s and 1970s,
government interventions in many developing countries in favour of formal
sector workers created a massive public-private, formal-informal, or urban-rural
wage differentials and labour market distortions (Freeman, 1992).
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Particularly, the high and increasing government employment during this period
raised concerns that a large public sector itself might be a major distortion in
the labour market, and a bloated government sector can choke off productive
employment and economic growth (Gelb et al. 1991). In this background,
public enterprise employment and wage bills have often grown very rapidly and
have remained large. Nunberg (1988) found an excessive wage bill in public
sector employment to be a major problem for the majority of countries. Hewitt
and Caroline (1995) present data on central government wages based on a
group of 99 countries over the period 1980-90. Accordingly, they have found
that wage expenditure of the central government in developing countries has
averaged about 7.5 per cent of GDP as opposed to 5.5 per cent for industrial
countries. However, regional differences in public enterprise employment
remain large. Between 1986 and 1991 the share of public enterprises in total
employment in Africa was 18.1 percent, significantly larger than the
corresponding share in Latin America (3.7 percent) and Asia (4.7 percent).
This share was as high as 46.4 percent in Niger, 45.3 percent in Senegal, and
37.2 percent in Zambia (Galal, 1994).

Thus, the massive size of the public sector creates distortions through a
number of ways such as lowering productivity, reducing investment in fixed
capital, and compressing the wage structure in favour of unskilled workers.
For example, Harrison (1993) found that in Mexico, overall productivity in
formal manufacturing fell between 1985 and 1990 with a larger decline in the
public sector. Yet, the real wages in the public sector in that period increased
by 0.4 per cent per year. In Bangladesh, five out of seven public enterprises in
the 1980s experienced a growing trend in average labour cost that outpaced
increases in productivity (World Bank, 1994).
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Further, with fiscal constraints, governments may seek to protect employment
by reducing spending on materials. This led to increase the ratio of wage to
non-wage public expenditure in many countries indicating an imbalance in the
input mix of public sector production. In Liberia, for example, the wage bill in
relation to revenues increased from 36 percent in 1977 to 66 percent in 1981
(Lindauer, 1988). The government may also compress the wage structure to
protect the employment of lower paid workers, often reducing wages for their
more skilled employees below those offered for equivalent skills in the private
sector (Squire and Narueput, 1997).

However, from the advocate viewers' perspective the government influence
does not create distortions and rigidities in the labour market to the extent that
distortional proponents stressed. In their opinion, the sluggish world economy
and the debt crises in the 1980s were major tests to check for the flexibility of
labour markets of developing countries. Accordingly, at a crude level, the
sharp drops in real wage disprove distortionist fears that labour market
institutions or interventions produce wage rigidity when declines are necessary
(Freeman, 1992; Horton et al. 1991). Fallon and Riveros (1989) concluded
that ‘there is little prima facie evidence on downward real wage rigidity based
on a study of 16 countries including Latin America and Africa.” In Africa, the
public sector real wages for the lowest salary groups fell 45 percent between
1975 and 1985, whereas the highest salaries in the public sector fell more than
60 percent on average during the same period (Squire and Narueput, 1997,
Colclough, 1991; and Lindauer, et al.1988). In Chile and Argentina, real wages
fell more than 30 percent, while in the case of Bolivia real wages more than
halved in the 1970s and the 1980s. Thus, according to the advocate view,
declines and changes in relative wages in many developing countries from the
1980s showed that government intervention in large public sector enterprises
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does not create a high level of distortions and labour market rigidities.

Moreover, distortions viewers point out that Public enterprises act as
employers of last resort. To reduce unemployment, governments in many
developing countries often guarantee jobs and provide funds to hire graduates.
For example, in Egypt, such a policy has resulted in significant overstaffing in
public sector organizations and a rapidly increasing wage bill, which grew from
22 percent of government expenditure in the mid-1970s to 33 percent in the
late 1980s (Banerji and Sabor, 1994; Gelb et al. 1991). In Sri Lanka, the public
sector enterprises were considered by politicians as the easy way of providing
jobs, leading to having over staffing in those organisations.

Further, it has been emphasised that the public sector salaries are higher than
those of the private sector in most developing countries. On the other hand
drawing on studies of Bombay’s labour markets, Mazumdar (1989) revealed,
that even ‘long before the era of trade union or government intervention,
wages in large textile factories were high in comparison with alternative
earnings’. Large wage discrepancies were found in urban labour markets in
Indonesia, where the institutional apparatus for wage determination was at a
rudimentary level. Calculating standard deviations of log earnings among
manufacturing industries based on the ILO Yearbook of Labour Statistics
Freeman (1991) reveals that wage differentials are greater in less

interventionist, than in the more interventionist high-income countries.

2.4.2 Labour Market Regulations

In the literature labour regulations in most countries are considered as a major
source of labour market distortions. Those who hold the distortional view,
especially emphasise the effect of the minimum wage policy in discouraging
labour absorption and present evidence for a number of such occasions.
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Accordingly, Castillo and Freeman (1991) highlight that the application of the
U.S. minimum wage (1983) to Puerto Rico, where productivity and earnings
are considerably below mainland levels, raised average earnings on the island
and lowered the aggregate employment / population ratio by a significant
amount, and shifted employment away from low wage sectors, which had to
raise pay substantially to meet the minimum wage. Fallon and Robert (1991)
showed that the large increase in minimum wages in Zimbabwe after
independence had substantially affected the wage structure.

But institutional viewers do not believe that minimum wage policy has any
employment retarding effect. Freeman (1992) shows that real minimum wages
fell precipitously in many countries in the 1980s and therefore the minimum
wage floor proved to be sawdust not hardwood as distortional viewers feared.
In Latin America, for example, the average real minimum wage in 1991 was
$88 a month - 35 per cent below the 1980 level. Minimum wages during the
period 1980-1991 fell 40 percent in Venezuela, 60 percent in Mexico, and 85
percent in Peru, and the reasons for this deterioration are threefold:
accelerated inflation, weaker union bargaining power, and deliberate policies to
abandon the minimum wage for the sake of stabilisation and adjustment
(Tokman 1992). Similarly, Fallon’s (1987) study of labour regulation in India
rejected the importance of minimum wages, stating that unskilled wages were
substantially above minimum rates in large establishments, and in small
establishments advisory boards use going wage rates as the basis for setting
minimum rates in the first place.

However, Paldam and Riveros’ (1987) review of minimum wages in Latin
America reports mixed results of the effects of minimum wages on wage
determination. They conclude that the existence of the minimum wage causes
aggregate effects only when it is used aggressively as a policy tool.
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The ILO researchers report a statistically insignificant relationship between
changes in real minimum wages and changes in real average wages in the
1970s and 1980s in fourteen African and Latin American countries (ILO, 1992).
Tokman (1992) emphasises that the risk of increasing already high wages and
hence of reducing employment in the modern sector through minimum wages
is not great, because the entry level of wages, which is determined through
collective bargaining in those sectors, is usually more than twice the minimum
wage. Comparing minimum wage rates with starting wages for production
workers in Ghana over the period 1970 to 1995, Teal (2000) reveals that for
nearly all these years, starting wages were substantially higher than the official
minimum wages. On the other hand, Lopez and Riveros (1989) reveal mixed
effects of minimum wages on skilled and unskilled workers in Latin America.
Accordingly, the minimum wage raised the wages of skilled workers in
Argentina, reduced the skilled workers wages in Chile, Colombia and Uruguay
and had a weak effect on wages of unskilled workers in all cases.

Institutional viewers emphasise that the effect of the minimum wage policy on
wage determination has further diminished due to increasing non-compliance
with labour laws. For example, household survey data for Mexico discloses
that, in 1988, 16 percent of all full-time male workers in the informal sector and
as many as 66 percent of female workers in various sectors were paid below
the minimum wage (Bell, 1994). Only 18.2 percent of all enterprises in 1988
were estimated to have been fully meeting all legal requirements regarding
commitment and contributions (Standing, 1991). In Colombia, in 1983, 4.7
percent of even the large manufacturing enterprises did not comply with the
minimum wage legislation (Bell, 1994). In Morocco, more than 50 percent of
the firms paid their unskilled workers less than the minimum wage in 1986
while in Puerto Rico, non-compliance (in the entire population of workers) rose
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from around 20 percent in 1979 to 35 percent in 1983, when the minimum
wage increased (Harrison, 1993). The survey of the informal sector firms
conducted by Morrison (1993 as cited in Squire and Narueput, 1997) revealed
that, in Nigeria, 293 out of 300 did not comply with minimum wage regulations.
In Swaziland, 242 out of 290 failed to comply with the minimum wage. Only 49
out of 503 firms in Thailand, and 29 out of 269 in Ecuador, were in non-
compliance with minimum-wage regulations. On the other hand, there are
some occasions where non-compliance in some countries has reduced with
wage decreases. For instance, the non-compliance in Mexico decreased along
with the costs of non-compliance when the real minimum wages decreased
during the 1980s. The ratio of the minimum to the average wage for blue-collar
workers fell from 0.42 to 0.34 from 1984 to 1989, while the percentage of large
manufacturers paying average wages below the minimum similarly fell from 3.0
to 1.9 percent (Bell, 1994).

Another trend in diminishing the effect of minimum wages has appeared
recently. For example, certain regulations such as exemption of teenagers,
apprentices, workers in training, and part-time workers, from the minimum
wage legislation provides significant inducement for legal avoidance in many
countries. In Morocco, for instance, firms are allowed to pay as little as 50 and
80 percent of the minimum wage for 14 to 15 years olds and 17 to 18 years
olds, respectively. The renewal of temporary contracts is also a common
means of avoiding payment of the minimum wage in Mexico (Squire and
Narueput, 1997). Morrisson’s (1993) as cited in Squire and Narueput, (1997),
survey of informal sector firms, further shows that even when firms formally
comply with minimum wage regulations de jure, they may have avoided them
de facto by hiring “false apprentices”. In Algeria, Jamaica, and Thailand,
compliance with minimum wage legislation was significantly higher than
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compliance with regulation regarding the payment of overtime. In Jamaica,
while 58 percent of firms complied with minimum wages, only 21 percent
complied with the payment of overtime. In Algeria and Thailand, 54 and 77
percent respectively complied with the payment of minimum wages, but only 46
and 64 percent respectively complied with the payment of overtime (Squire and
Narueput, 1997). Thus, this phenomenon indicates that the labour regulation
on minimum wages does matter to labour market outcomes to an extent as the

distortional viewers emphasised.

A further critical area highlighted by distortional viewers as a source of
potential labour market distortions is institutionally induced non-wage costs of
labour ranging from payroll taxes and unemployment compensations to other
fringe benefits. It is normally stressed by intervention viewers that to the extent
that these costs add to the competitive market cost of employment, they will
reduce the number of workers. But against this, Riveros (1989) argues that in
most less developed countries the existence of non-wage costs does not
necessarily constitute a distortional effect.

Job security and other employment regulations are also considered to be a
further source of labour market distortions. Job security regulations require
firms to comply with strict worker dismissal regulations including high
severance payments. Fallon and Robert (1991) reveal that there is only little
evidence to prove that job security laws in India and Zimbabwe have affected
wages, but there is considerable evidence to prove that they reduced total
employment in relation to output. On the other hand, Standing (1989) reports
that almost all firms in an ILO survey stated that job security laws in Malaysia
had no impact on employment.

37



However, Spain’s experience with job security regulation provides a strong
case in favour of distortional views, in which relaxation of regulations spurred
job growth. In 1980, the government introduced fixed-term employment
contracts as an alternative to permanent contracts. This resulted in increasing
flexibility in labour hiring and firing regulations with increasing number of fixed
term workers substituting out those in permanent contracts. Ultimately, this led
to achieving a growth of aggregate employment.

Forteza and Rama, (2001) in a study of 119 countries, conclude that abolishing
minimum wages or curtailing social security benefits might not contribute much
to economic performance at all. They do, however, state that specific labour
market regulations such as mandated job security are very distortional, and
efficiency gains from removing or by passing those regulations could be
sizable.

2.4.3 Labour Market Institutions

Trade unions as a labour market institution play a very significant role in
determining both labour market functioning and economic growth. The political
and social effects of independent trade unions are generally thought to be
positive. Unions fought for democracy in Poland, equality and the end of racial
segregation in South Africa, and national independence in Bangladesh, India
and Sri Lanka. But the impact of labour unions on efficiency, equity, and
growth, however, are not clear (Devarajan et al. 1997). Consequently,
distortional viewers and institutional advocate viewers bear different opinions
on this matter. In the distortional viewers’' perspective, unions can act as
monopolies, increasing their members’ wages and discouraging investment
and job creation. The wage premiums that unions obtain for their members are

often at the cost of slower growth and lower wages and employment for
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unorganised workers (Teal, 1994; Panagidies and Harry, 1994; Moll, 1993;
Standing, 1992; and Park, 1991).

The ratio of trade union members to the total workforce in many countries is
considerably low. Most workers in developing countries are in the rural and
informal sectors where unions do not exist. But the strategic importance of the
unionised sector is much greater than is indicated by its share in total
employment or gross domestic product (GDP) (Devarajan et al. 1997). In
some countries, unions have strong ties to political parties and they can exert
pressure on the government, particularly they are strong in highly protected or
subsidised sectors. Accordingly, unions have been increasing their pressure
on governments to ensure continued protection and support for their members.
This pressure has taken the form of widely publicised nationwide strikes and
hartals (lockouts with civil protests) in many countries. Thus the existence of
militant unions clearly raises the political cost of economic liberalisation
policies.

Moreover, distortional viewers highlight that the countries with more rigid
labour markets respond very slowly to economic policy adjustments. Forteza
and Rama (2001), comparing annual growth rates across 119 countries, using
data from 449 adjustment credits and loans given by the World Bank between
1980 and 1996, indicate that countries with relatively ‘rigid’ labour markets
experienced deeper recessions before adjustment and slower recoveries
afterwards, and reforms have been successful in countries where trade union
membership and government employment are small. Further, many policy
makers think that organised labour has become a key opponent to economic
reforms. In countries like Nigeria and Venezuela, street riots and political
turmoil led to reversal of the reform program. In the Ukraine, striking by coal
miners forced the government to put an approved plan of pit closure on hold.
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In Zambia, the reform program was derailed because of opposition by trade
unions (Rama, 1997).

In contrast to the above mentioned distortional views on unions, Lee and Nam
(1994), and Panagides and Harry (1994) present evidence that unions improve
the distribution of income and reduce discrimination against women and ethnic
minorities. Standing (1992) indicates that unions can help to raise productivity
and improve competitiveness. Under the ILO's World Employment
Programme, an enterprise level survey of 3000 establishments in Malaysia
(Standing, 1991, 1989) on the micro-effects of unions on wages, mobility,
flexibility, training and productivity shows that unionism is associated with wage
and non-wage outcomes similar to those found in industrial countries. The
analysis also reveals that industrial unions have greater effects on some
outcomes and smaller effects on others than weaker ‘house’ or company
unions. The overall effect of unions is positive, despite the welfare triangle
losses from higher wages and lower employment.

Further, institutional advocate viewers emphasise that the experience of
developed and developing countries in general does not sustain any
generalisation that less unionism means more growth but rather shows that
unions are no impediment to rapid economic development. For example,
Japan and Germany, in particular, have had outstanding growth records with
highly unionised labour institutions. The poor performance of the U.S.
economy in the 1980s, when the private sector was largely non-union
compared with the 1950s and 1960s, also shows that low levels of unionism
are no guarantee of economic success (Freeman, 1992). Lindauer's (1991)
analysis of the labour market in Korea emphasises the importance of letting
trade unions to function freely. Accordingly, the suppression of labour in South
Korea was associated with high accident rates and produced an extremely
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disgruntled work force despite large gains in real wages. Similarly, evidence is
presented that weakening the unions in countries such as Bolivia does not
seem to be sufficient to ensure recovery. Thus, the role of labour market
institutions cannot be considered in isolation from other economic structures
and developments. Union responses to economic adjustment programs range
from militant opposition to an active cooperation and that the strength of unions

need not bear any simple relationship to the prospect for recovery.

2.5 Non-price Factors Influencing Technology Choices by
Developing Countries

Most of the commentators highlight that factor market distortions (or distorted
prices) are mainly responsible for selecting inappropriate technologies in
developing countries which retard employment creation in the manufacturing
industry. But an in-depth analysis of the adoption of inappropriate factor
proportions in the manufacturing sector of developing countries may reveal that
factor price behaviour alone does not seem to offer a complete explanation of
this issue. A number of other factors, which are not directly related to factor
prices, have been emphasised in the literature linking technology adoption by
developing countries with job creation.

There is a strong tendency for firms in developing countries to adopt
developed-country mechanised technology as the ideal, regardless of relative
factor prices. The major argument in favour of such decisions is that modern
mechanised technologies are simply more productive and efficient than labour-
intensive alternatives (White, 1978). If markets are imperfect, entrepreneurs
seem to be willing to sacrifice some of their potential monopoly profits in order
to achieve the goal of mechanisation, thinking that modern technologies are
the most efficient. Thus, though alternatives might exist in a technical sense,
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they would be sometimes considered inferior.

On the other hand, from the foreign aid side, the practice of donor countries
very often prevents developing countries from obtaining capital goods in
suitable forms from the cheapest sources. The requirement of using aid
through donor country firms or buying products from the donor country
frequently forces the recipient developing country to acquire modern,
mechanised technologies irrespective of their requirements, and factor price
situations. Even without a compulsory requirement of buying machinery from
the donor countries, both recipient and donor country engineers tend to select
developed country technology since they are highly influenced by the advanced
donor country thinking that the latest technology usually dominates in every
respect (Forsyth, 1990). Also, badly conceived capital-intensive large scale
public sector projects discourage labour-intensive selection of production. This
situation is further aggravated by what is often called the ‘excessive
preference’ of policy makers in developing countries for capital-intensive
industries, derived from a misguided desire to modemise and industrialise
along the lines prevailing in more advanced countries.

In certain instances, choice of technology in developing countries may be
explained by a skill constraint. As a result, a shortage of skilled manpower is
considered to be an obstacle to development and adopt more labour-intensive
technology. Some of the expert studies commissioned by the Worid Bank and
ILO confirm that labour intensive small-scale projects require a great deal more
of skilled personnel per unit of output, both technical and managerial, who are
in even shorter supply in most LDCs (Pack, 1980; Bhalla, 1976). In this view,
compared to labour-intensive techniques capital-intensive techniques require
mainly a preponderance of semi-skilled labour to undertake routine tasks.
Hence, capital may be substituted for skill in developing countries.
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Further, developing countries will still have to depend on techniques turned out
by developed countries since they do not have a robust capital goods industry
(Uniamikogbo, 1992; Forsyth, 1990). Consequently, it would be difficult to
order suitable machinery locally because of the almost complete absence of
mechanical engineering.

Moreover, most of the developing countries at present obtain technology
through Foreign Direct investment (FDI), encouraging multinationals to
establish local production facilities (Glass and Saggi, 2002). Bloom (1992)
finds that substantial technological transfer has taken place in South Korea
through multinationals. Pack (1997) reports that in the chemical industry in
Taiwan during the mid-1980s, almost 50 per cent of all engineers and 63 per
cent of skilled workers quit multinationals to join local firms. Now more East
Asian firms (investment) go to other developing countries with certain amount
of new technologies. However, it is generally assumed that the technology
transferred by multinationals is inappropriate. Also, they have come to be
widely criticised for the non-provision of learning facilities for local employees,
and perpetuating technological dependency on host countries. In this
background, it is unlikely that foreign firms will undertake major expensive
alterations to technology, simply to suit local conditions by taking into
consideration the factor price relations in the country that these firms function.

In the circumstances mentioned above, direct pricing factors in developing
countries are not much relevant in technology choices. Thus, in contrast to
conventional wisdom (in the literature more emphasis is given to price factors),
it is logical to assign considerable weight to non-price factors, too, when
analysing the reasons for developing countries to adopt mostly developed
country technology.
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Although the aforementioned analysis highlights that most of the developing
countries obtain technology mainly from developed countries studies on
technology transfer very often emphasise that technology transfer is not an
easy one way flow of knowledge transfer. In other words, the accumulation of
technological capability should be treated not as a by-product of some other
activity but as an activity in its own right (Yan Aw and Batra, 1998).
Accordingly, a successful technology transfer requires the capability, on the
part of the host country as well, to acquire advanced technologies and
management skills used by the foreign firms. This is what the Japanese
systematically acquired from the Meiji era onwards (Lakshman and Ratnayake,
2003). In this perspective technological capability is defined as the ability to
adapt or assimilate technology imported from abroad and to incorporate the
additional and distinct resources needed to manage and put to productive use
the newly acquired technology (Yan Aw and Batra,, 1998: 59). These
resources include skills, efforts, knowledge, experience, and institutional
structures and linkages. Technological adoptability through this manner
requires the host country firms to play a critical role, by developing in-house
technological capabilities. Rosenberg (1990), Cohen and Levinthal (1989) and
Desai (1980), among others highlight that firms with more investment in
developing in-house capabilities have been able to receive greater benefits
from technology imports in terms of their own product and process
development which will be more suitable to the local environment.

Thus, enterprise’s technological learning is important, and is likely to be
embodied in its employment of scientists, engineers and technologists (SETs),
and the level of research and development (R & D). Countries such as South
Korea and Taiwan fully realised the importance of acquiring and developing
appropriate technology by firm level efforts.



For example, under the “Ten-Year Science and Technology Development
Plan” (1986-1995) the Taiwan Government called for increasing the share of
private sector R & D from 40 per cent in 1986 to 60 per cent of total R & D
expenditure by 1995 (Dahlman and Sananikone, 1990). However, in other
developing countries attention to pay in-house technological development and
the proportion of expenditure going into industrial research are negligible with
the result that there is little possibility of developing a technology tailored to the
needs of developing countries. In India, Goldar (1998) found that growth of R
& D expenditure in the post reform period after 1990 has in general been
sluggish, and in many cases there has been a decline in real R & D
expenditure } Accordingly, manufacturing firms in LDCs appear to spend only
less than 1 % of their sales revenue on R & D. As a whole, R & D expenditure
in LDCs is equivalent to 5 per cent of all R & D conducted in developed
countries. The G-7 countries have spent 2.4 per cent of their GDPon R & D in
the year 2000 (ILO, 2001). Also, in most of the developing countries R & D
activities are carried out by the public sector institutions. Yet, technologies
developed by these institutions never reach the shop floor (Deasi, 1980).

In this setting, it is appropriate to outline how Sri Lanka as a developing
country has so far obtained its technological requirements. A comprehensive
study carried out by the Marga Institute for the UNTAD Secretariat on
“Technology Transfer & Reverse Flow” (Gunatilleke, 1978) identifies the
various sources of technology transfers to Sri Lanka from the 1940s to the mid
1970s and their drawbacks.

3. A number of indicators have been developed by statistical agencies to measure science
and technological development in a country. But the most commonly used measure of a
country’s level of innovative performance is R & D spending. For a detailed description on
this matter see Hall (2002).
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In the post-independence period (1948-56), Sri Lanka had a small state-owned
manufacturing sector which was inefficient and unprofitable, and consequently
a burden on public revenue. The Marga study attributed this failure mainly to
the weaknesses of the procedure of technology transfer for manufacturing at
that time. At that stage, the government was not interested in joint ventures
with foreign partners, and did not normally follow the “turnkey” method whereby
one single contractor is held responsible for all parts of a project. The
government sought to distribute various elements of a project to different
foreign agencies. Then coordination problems arose, thus causing numerous
operational difficulties. The technology selected in this manner was later found
to be not the most suitable one.

After the change of the government in 1956, Sri Lanka entered another phase
in the transfer of technology. Accordingly, a number of large-scale factories
were set up by obtaining the project aid from the socialist bloc countries. In
comparison with the pre 1956 situation a number of positive aspects with
regards to the technological transfers from the socialist bloc countries have
been identified by the Marga study, as follows: (1) in the case of the socialist
package the seller of the goods, the provider of the technology, and the
consultants and experts who managed the whole operation from feasibility
studies to the running of the plant all came from the same source; (2) any
restrictive conditions in regard to procurement of raw materials or marketing of
products abroad were absent; (3) facilities were set up to improve the local
technical capabilities to run the plant; and (4) socialist governments offered the
plant on long-term credit at a lower rate of interest when compared with the
suppliers credit given elsewhere. Yet, this method of technology transfer also
had a number of shortcomings (Gunatilleke, 1978). Sometimes, there were
projects whose processes and types of production were found to be
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inadequate, mainly in terms of technological strength. On the other hand, most
of the socialist bloc country projects were too big compared with the market
size and the requirement of the industries, and they were more capital
intensive.

Next, with the commencement of the ISI era from the late 1950s, various forms
of technology transfers took place in the private sector manufacturing also,
mainly with the collaboration of foreign partners. Many of the local partners
who invited foreign participation were totally dependent on the foreign partners
for selection of technology since local partners did not have a sufficient
knowledge of the technology required. In these cases, the technology
selected, the costs of buying raw materials, and the level of technological
transfer, were not in the best interests of the host country. At this time, the
local entrepreneurs’ interest in technological choices was confined mainly to
technologies which would minimise the problems relating to labour
management (ibid, 1978).

Then, after introducing 1977 economic reforms attempts were made to obtain
technologies mainly through attracting foreign direct investment (FDI) by
providing them with a number of attractive incentives and facilities. Foreign
direct investment in this era increased substantially. Yet, most of these firms
are considered foot loose type of industries, and therefore, the contribution
coming from these firms is not considered much influential in developing the
country’s technological capabilities.

Thus, as a whole, it seems that like most other LDCs, in Sri Lanka too the
attempts made at both at the national level and the enterprise level to develop
technological capabilities of the economy are grossly inadequate (Rahaman
and Bakht, 1997).
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At the national level, the institutional arrangement for scientific and research
work relating to such issues as industrial applications, and acquisition and
adaptation of new technologies has not been expanded from the mid 1950s.
Only two government institutions; IDB and CISIR, are involved in technology
development related activities and the annual funds allocated even for these
institutions are very often inadequate to expand their activities to cater to the
national needs. Also, their findings very rarely reach the shop floor. Anecdotal
evidence shows that from the private sector firms’ front too, unlike such
countries as Republic of Korea, Taiwan, and India, the Sri Lankan firms are not
geared to develop any in-house technological capabilities from the inception of
Sri Lankan industrialisation.

Thus, at the enterprise level also, very little in-house efforts are being made to
improve product quality, innovate improved technology, raise workers’ skill
levels or improve management practices. This poor attention paid to
technological innovation is reflected by the failure to graduate to higher value
added products in the export structure in Sri Lanka even after following an
export oriented industrialisation policy for two decades.

The aforementioned reasons suggest that in most of the developing countries
such as Sri Lanka, choice of technology has been influenced not only by
distorted prices but also by a number of other non-price factors. Moreover,
technologies selected in these countries have not been changed to suit the
local needs and the factor endowment, and they have very often become anti-
labour biased, and the consequences of this strategy would be the reduction of
the contribution that industrialisation can make to employment generation.
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2.6 Fixed Factor versus Variable Factor Production
Functions

As explained in the preceding section there has been a strong tendency for
adopting capital-intensive technologies by investors in developing countries,
reflecting a lesser labour absorption irrespective of substantial investment and
growth in industrial output. Accordingly, the lack of alternative technologies
available to developing countries suggests that the elasticity of labour
substitution may be close to zero giving rise to an ‘L-shape’ production function
(Gillis et al. 1996; Thirlwall, 1994) (see Figure 2.1). In this case, if we accept
the scenario of institutional advocate views on the labour market as explained
earlier and assume that the non-price factors rather than price factors
dominate the choice of techniques, the whole issue of the impact of price
distortions on the output-employment conflict becomes invalid.

In contrast, those who emphasise the factor market distortions (distortionist
view) as the major cause that influences developing countries to adopt more
capital-intensive techniques implicitly believe that there is a spectrum of
alternative technologies, and correcting distortions leads to selecting
technologies that absorb more employment. According to this line of thinking,
the success in increasing employment should depend on both the availability of
altemative technologies and the size of substitution possibilities between
labour and capital (see figure 2.2).

International organizations such as the ILO and UNIDO etc. are consistently
persuading developing countries to promote and adopt “appropriate
technology” for solving their persisting unemployment problems from the 1970s

onwards.
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Figure 2.1

Factor Substitution with Relatively Fixed Factor Proportions
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Possibilities for producing a given level of output with different factor combination
under the technology represented by the figure 2.1 are severely limited, and therefore
the elasticity of substitution is extremely low. In this setting, factor price changes do
not bring about a higher employment level.

Source: Gillis, et al. (1996), Economics of Development, 4™ edition, pp.242
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Figure 2.2

Factor Substitution with Relatively Variable Factor Proportions

(High Elasticity of Substitution)
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Possibilities for producing a given level of output with different factor combinations
under the technology represented by the figure 2.2 are high, and therefore the
elasticity of substitution may get a high value. In this setting, if the wage-rental ratio
falls, the amount of capital used is sharply reduced while employment expands

significantly.

Source: Gillis, et al. (1996), Economics of Development, 4™ edition, pp-243.
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Empirical evidence (Forsyth, 1990; Pack, 1980) also reveals that developing
countries, which have already adopted more developed country technologies
(capital-intensive techniques), can create a higher level of employment through
adopting more appropriate technologies. Moreover, researchers on
engineering or process-analysis studies show that there are alternative means
of producing the same volume of a given product (White, 1978). Historical
evidence shows that in the 19" century Japanese spinning industry, the
number of workers per identical spindle was seven times that used in the U. S.
The Japanese increased the speed of their machines, used cheaper raw
materials, i. e. lower staple cotton, arranged two or three shifts, and engaged
more workers to the tasks of repairs and maintenance (Rains, 1973). Pack
(1980) reported that similar capital-stretching; labour-intensive techniques were
being used in Korea and Taiwan in textiles, electronics, woodworking, and
other industries in the 1970s. Also, he points out that, even for products in
which there may be technical rigidity in some main production processes, there
are always peripheral processes like material handling and packaging which
can be done efficiently with labour-intensive methods, so that the overall
production of the product still has scope for labour-capital substitution.

Another important type of capital saving or labour using innovation is the use of
the putting-out or cottage system. Accordingly, certain processing activities
are spread to homes, adjoining sheds and small workshops under sub-
contracting. Even under export bonded processing schemes, the sub
contracting, which can be so important a feature of labour-using technological
changes was being increasingly used at the international level by Korea and
Taiwan after Japan. More recently other developing countries have
increasingly adopted subcontracting system of production. All these are
substantial technological adaptation in response to international differences in
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factor endowment if these differences in factor endowment are permitted to be
reflected in the relative price signals in factor markets in developing countries.

Factor substitution can also be made possible through changing demand side
factors also. So far the issue of factor substitution was examined taking supply
side factors such as factor prices or distortions into consideration. Demand
side factors also play a major role in factor substitution. Demand patterns have
potentially important implications for both employment and output (Thiriwall,
1994). It has been shown that income distribution in LDCs is heavily skewed
towards the rich and as a result, there is a relatively high demand for capital

intensive luxuries, thereby lessening the demand for labour intensive products.

An export orientation may be another possibility to enhance factor substitution
in developing countries. The economic success achieved by such countries as
South Korea, Taiwan. Hong Kong and Singapore can be largely attributed to
gearing their economic policies to producing for exports. Hence, developing
countries can produce according to the factor endowment by exploiting their
comparative advantages. This leads developing countries to produce more
labour-intensive products, and thereby increasing factor substitution. The
model developed by Feerstrined and Hanson (1996) shows that capital flows
from the North to the South through FDI has increased the labour demand in
the South.

The above observations suggest that factor substitutions are possible, and
therefore, the fixed factor proportions view is far form being accurate in respect
of LDCs. The econometric analysis of the next section, too will confirm that
labour-capital substitution is possible. Thus, by following appropriate policies
factor market distortions and other obstacles to choose correct technologies

can be removed, and such policies are useful in contributing to employment
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growth. However, the ultimate success of these policies in absorption of labour
depends on the degree of labour market substitutions or the size of the
elasticity of substitution.

2.7 Econometric Studies

Although a few alternative approaches are available to measure factor
substitution the most common method is to estimate the production function
through an econometric analysis. Such analysis provides the elasticity of
substitution between factors and allows determining the role of factor prices
and output on the demand for labour (Gupta, 1989).

The technological relationship between output and inputs can be summarised
by a production function (Kmenta, 1986). The concept of a production function
plays an important role in both micro and macroeconomics. At the macro level
it forms the basis for development of the theories of economic growth and
distribution. At the micro level it is a useful tool for assessing the substitution
possibilities between the various factors of production and the extent to which
firms experience different returns to scale as output expands (Thomas, 1993).

An early effort at specifying the production relationship led to the introduction of
the Cobb-Douglas production function which is commonly given by the

following form.

Q =4KLP
(A>0;0<aq,p<1)

Q = quantity produced

A = an efficiency parameter

K =capital
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L =labour
a =elasticity parameter

P =elasticity parameter

After the famous study by Charles W. Cobb and Paul H. Douglas in the late
1920s on the U.S. manufacturing sector for the period 1899-1922, the Cobb-
Douglas production function has been estimated using cross-section and / or
time-series data of different firms, industries, and countries (Kmenta, 1986).
Douglas was mainly interested in the factor shares of output which under
perfect competition are given by the elasticity parameters. @A major
shortcoming of the Cobb-Douglas specification is that it is restricted to imply
that elasticity of substitution is constant and equal to one. One of the purposes
of production function analysis is to examine the extent to which factor
substitution is possible and such substitution may obviously vary between firms
and industries. In this case, if we wished to compare the substitution
possibilities in two different industries, the estimation of Cobb-Douglas
functions for each industry could tell us nothing of value (Thomas, 1993).
Cobb-Douglass function also limits the returns to scale parameter to be the
same at all levels of output. As a result, the technology cannot exhibit
increasing returns at a low level of a firm’s output and decreasing returns for a
high level of output, and in other words, it implies that the average cost curve
cannot take the standard text book ‘U — shape’.

Unlike Douglas later economists showed more interest in measuring
substitution elasticities, especially between capital and labour based on
production function estimations. The study carried out by Ragner Freish
(1935) on measuring input substitution possibilities in the chocolate
manufacturing industry can be considered the first empirical attempt of this
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nature. He computed substitution coefficients directly through a number of
mathematical approximations, rather than using regression or other statistical
methods (Berndt, 1991). Next (in 1961), Kenneth J. Arrow, Hollis B. Cheneray,
Bagicha Minas, and Robert M. Solow developed the “constant elasticity of
substitution (CES) production function” which can be considered as a more
direct generalisation of Cobb-Douglas specification, and given in the form of:

0 -89-1/6
]

Q=yr[6K™ +(1-5)1L

0O = quantity demanded
K =capital
L =labour

y = an efficiency (scale) parameter

o = distribution parameter
6 = substitution parameter

In the CES technology, although elasticity of substitution is constant, it is not
constrained to be equal to unity like the Cobb-Douglas form. The fact that the
elasticity of substitution can take different values means that the CES function,
unlike the Cobb-Douglas function, is a more suitable tool for investigating the
varying substitution possibilities between different industries (Thomas, 1993).
The CES production function has gained a great degree of popularity because
it subsumes a number of other specialised production functions. Thus CES
can be considered a family of production functions that includes Cobb-Douglas,
input-output and linear production functional forms, depending on the value
assigned to the “substitution parameter” of that function (Bairam, 1988;
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Kmenta, 1986; Intriligator, 1971).

An alternate approach for the estimation of production function is that of the
dual cost function. Such a cost function is dual in the sense that it embodies
all the parameters of the underlying production function. Moreover, the
production function parameters can, sometimes, be uniquely recovered from
the estimation of the parameters of the dual cost function (Berndt, 1991).
Econometric implementations of cost and production functions differ in their
assumptions concerning exogeneity. In the production function regression
equation, output is endogenous, and input quantities are exogenous. By
contrast, in the dual cost function, production cost and input quantities are
endogenous, while input prices and the level of output are exogenous.

Through a pioneering study on the electric utility industry in the U. S. Marc
Nerlove in 1963, for the first time, derived and estimated the Cobb-Douglas
dual cost function (Nerlove, 1967). The problem of this specification was that it
required the elasticity of substitution among inputs to be equal to unity. A cost
function that was dual to the CES production function could be used instead
but this also required the elasticities to be constant. As a consequence,
Nerlove was interested in developing a more flexible functional form in which
substitution elasticities between different pairs of inputs did not have to be
equal to each other and which also allowed for the possibility that restrictions

vary with changes in the input mix.

W. Erwin Diewert's (1971) ‘generalised Leontief(GL) functional form was the
first in a series of developments in the modelling of flexible functional forms for
cost and production functions. These functions place no prior restrictions on
substitution elasticities and are consistent with the constraints that are typically
assumed in economic theory (Berndt, 1991).
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A generalised Leontief (GL) cost function can be written as follows.

c =Y[iidy(%)%}

=1 j=1

where C denotes total cost, Y is output, F, and P, are input prices and d, are

parameters.

Another prominent flexible form is the one introduced by Laurits R.
Christensen, Dale W. Jorgenson and Lawrence J. Lau in 1970, and is known
as the ‘transcendental logarithmic’ (or translog) production function. This form
is flexible in that it arbitrarily approximates production technologies in terms of
substitution possibilities. A flexible form for the cost function can be
represented similarly by any arbitrary cost function in terms of a second-order
Taylor's series approximation in logarithms. These functional forms either in
the form of a production or a cost function, respectively, are given by:

lnY:lnao+ZailnX,+%ZZﬁylnXlan 1
i i J

InC =lne, +ia,. InP, +%iiyij InP InP,
j=1

i=1 j=1

+ayInY +1y (InY) +z”:y,.y InP,InY

J=1

where Y denotes output, C is total costa,, £, and y, are parameters which
are different in the two specifications, a.represents the state of technology, X;

are X are inputs with prices P and P, respectively.
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Note that the ‘translog specification’ reduces to Cobb-Douglas by restricting the
parameters of the quadratic terms to be equal to zero. A Shephard’s Lemma
can be applied to the cost function, by differentiating the function with respect
to P; to obtain (cost minimising) input demand functions. Alternatively, by
assuming profit maximisation, the production function can be differentiated with
respect to X, to obtain a system of factor demand equations. Other types of
flexible functional forms, which in some cases can be considered even more
general than GL and ‘translog’, include the symmetric generalised McFadden,
the generalised Box-Cox, the Fourier, and Minflex Laurent functions (Berndt,
1991, Bairam, 1988). From these flexible forms, the one most commonly used
in applied econometrics is the so-called ‘Box-Cox transformation’ (Kmenta,
1986). A Box-Cox function for labour demand is shown as follows.

L% -1 t* -1 Y* -1 wh -1
0 =ﬂ0+ﬂ1(7)+ﬂ2( 1 ]*"B{ 1 j"’g

where o~ <8, A<x*, L is employment, t is time trend representing the rate of

technological change, w is the wage rate, and Y is output.

Special cases of the Box-Cox transformation include the linear form (4 = 1) and
the log-linear form (2 = 0). Box-Cox specifications in which each regressor is

transformed using different values of 4 are possible.

Economic theory provides little guidance on what the functional form should be,
aside from requiring that any given form chosen should conform to the
underlying theoretical restrictions. A production function may theoretically have
advantages over another function. While the translog function has the
advantage over the CES function in that the elasticity of substitution is allowed
to vary, it may also have some potential disadvantages such as a high degree
of multicollinearity in the multi-factor case and a substantial loss of degrees of
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freedom (Hsing, 1993). Thus, without actually testing the data, we cannot
ascertain the functional form suits the sample better. One possibility is to
specify the function as a generalised Box-Cox model (Bairam and Dasguptha,
1988). The Box-Cox function minimises the multicollinearity problem also to a
greater extent. In estimating the demand for labour with time series data,
seemingly autoregressive residuals may be a result of either an incorrect
functional form or autoregressive disturbances, or both. This may result in a
biased estimation of regression parameters (Hsing, 1989).

Thus, it may be argued that Box-Cox transformations by letting the data
determine the functional form address to some extent some of the modelling
specification issues. Although such a development in empirical production
functions could be seen as promising, the models, mainly used in the context
of developing countries are still limited to Cobb-Douglas, CES and a few uses
of ‘translog’ cost functional forms. The problems of these studies bearing on
concepts, data, and econometric techniques, have been reviewed by a number
of authors in the literature (Berndt, 1991; Gupta, 1989; Bhalla, 1976; Morawetz,
1974 and 1976; O’Herlihy, 1972).

According to these reviewers, most of the studies are circumscribed by a
number of shortcomings. In some studies the dependent variable is not
defined clearly, i. e. whether it is production workers or non-production
workers. In some cases, variables such as wage, output etc were not deflated,
which is clearly inappropriate. Most of the studies were confined to only two
factors; capital and labour, and this does not permit other important factors to

come into the picture.
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Both labour and capital are assumed to be uniform. Mostly, it is assumed that
firms operate under perfect competition in the factor and product markets, and
also have constant returns to scale in most cases, which may be more
appropriate for developed countries than developing countries. It is also
supposed that firms are on their production frontier which is also not realistic
for most of the developing countries. Thus, experiencing difficulties in
incorporating technical changes, working capital, skilled and unskilled labour
and changing rates of capital utilization over time has been common.

Although such shortcomings are found in some of the studies a majority of the
empirical studies are substantially rational and indicate that efficient factor
substitutability is possible. These estimates of elasticity of substitution mostly
vary between the 0.5 and 1.2 values, and thus, considerable substitution
possibilities do exist. A higher elasticity of substitution indicates that there
exists flexibility of substituting the faster growing primary factor easily to the
slower growing one.

Accordingly, if the factor market distortions are removed by following more
appropriate policies, labour absorption can be increased by substituting more
labour for capital in manufacturing industries in most of the developing
countries where labour is abundant and capital is scarce. The estimated
coefficients of elasticity of substitution of factors of some of the selected
studies for industry are summarised in table-2.3 (see table 2.3).
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Table - 2.3

Factor Substitution Elasticities of Selected Studies

Of Developing countries

Researcher Study year Substitution
Elasticity
Eriksson Cross section estimates across 1969 Average about
industries within each country for 30 to 0.7
75 industries in Argentina, Brazil,
Colombia, Costa Rica, and Mexico 2
Williamson Pooled cross section time series 1971 Most greater
estimates for six industry groups in than 1 and three
Philippines ' below 0.4
Bruton Cross section estimates for 18 two-digit 1972 Most in the
industries in 22 developing countries 2 range of 0.5 to
12
Lumas and Pooled cross section estimates for four- 1981 From 0.1 t0 0.7
Williams digit industries using major industrial with most above
group data in India 2 0.4
Kown and Pooled cross section estimates for four- 1982 From0.3to 1.1
Williams digit industries using major industrial with most above
group data in Korea ? 0.4
Bairam and Cross regional data for Indian 1988 From 0.56 to
Dasguptha manufacturing 2 1.79
Jaforullah Cross section estimates for Bangladesh 1997 1.0
hand loom textile industry *

Source: Eriksson (1969), Williamson (1971), Bruton (1972), Lumas and Williams (1981), Kown and Williams

(1982) as cited in Gupta (1989); Bairam and Dasguptha (1888); and Jaforullah (1997).

Note: 1 = production workers, 2 = not clear
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2.8 Selected Empirical Studies on Factor Distortions in
Developing Countries

There are only a few empirical studies in the literature on factor market
distortions and their effect on labour absorption in manufacturing industries in
developing countries. The study carried out by Byerlee et al. (1983) in 1979 on
“Employment-output conflicts, factor price distortions and choice of technique”
in Sierra Leone was one of the early studies on this topic. This study was
based on the data collected through a nationwide survey in 1974/75, which
covered a number of fields including 250 small industrial firms in both rural and
urban areas, together with secondary data on large-scale industries, with a
view to accounting for the different types of production techniques employed in
the entire industrial sector.

The study identified that both capital and labour markets were distorted.
Banks were charging negative real interest rates due to higher inflation and
were giving preferential treatment to large-scale firms, against the small-scale
producers that were charged higher interest rates. Small-scale producers had
to pay substantially higher tariffs on imported inputs than the large firms. The
study estimated that the ‘Leone’, currency of Sierra Leone, was overvalued by
approximately 15 percent, and that this overvaluation provided a greater
benefit to large-scale producers, who imported a larger proportion of their
inputs.

Byerlee et al. (1983) found that the wage rate for unskilled labour was
adversely affected by the dichotomy between small-scale and large-scale
sectors. The wage rate paid by large private firms for unskilled labour was
about double the wage in the small-scale sector, and higher than the wage
rates dictated either by a competitive market or government minimum wage
legislation.
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But this sector employed only less than 10 percent of urban unskilled labour.
The wage rate in rural sectors was, on average, 55 percent of the wage in
urban small-scale sectors. However, the largest wage differentials appeared in
urban areas between the large-scale private sector firms and the small-scale
firms, rather than between rural and urban sectors. The study identified that
small-scale firms were associated with higher output-capital ratios than large-
scale sectors and concluded that both employment and output could be
expanded by correcting the factor price distortions, especially between the
large and small-scale sectors.

Another study directly related to factor price distortions is Agarwala’s (1983)
study, which attempts to assess the impact of distortions in prices of both
traded and non-traded goods, and factor prices and exchange rates on growth
performance of developing countries in the 1970s. The basic approach
followed in this study was to contrast the average growth performance of
countries with high price distortions with that of low distorted countries. The
study used the available World Bank data for a panel of 31 developing
countries, which represent more than 75 percent of the population of the
developing world, excluding China. The distortions in this study, were not
measured against some theoretical model, but were practical approximations
commonly used in policy analysis.

Based on the gross effective protection rate as an indicator of trade-related
distortion in the pricing of value-added in manufacturing, the study revealed
that the countries with high protection were particularly concentrated in South
Asia and East Africa. In the case of the exchange rate, Argentina, Bolivia,
Chile, Ghana, Nigeria, and Uruguay had high distortions, whereas, most
countries in Asia had low distortions during the 1970s. In several countries,

credit was provided at negative real interest rates.



The cost of credit market distortions was mainly borne by savers losing 10
percent a year in real terms, on the average, for the whole 1970s decade. In
some cases, particularly in Latin America, the real interest rate was lower than
minus 20 percent per year. In most cases, the highly negative rates were not
deliberate policy decision but the consequences of high inflation rates. Only
Thailand and Ethiopia out of the 31 countries investigated could manage to
have positive real interest rates over this period. Where labour market
distortions were concerned, the study identified that Tanzania, the Ivory Coast,
Jamaica, Egypt, Chile, Bangladesh, Pakistan, and Sri Lanka were the worst
affected.

The countries studied were classified into high, medium, and low distortion
categories on the basis of an average degree of distortions in different prices.
A negative relationship between growth and price distortions was found.
Accordingly, the average growth rate of countries with low distortion in the
1970s was about 7 percent a year which was 2 percentage points higher than
the overall average. Countries with high distortions had an average growth
rate of about 3 percent per year, which was 2 percentage points lower than the
overall average. Regression analysis accompanied in this study indicated that
price distortions explained only one-third of the total variation in growth rates.
The overall conclusion of the study is that price distortions do, among other
factors, have an effect on growth.

Gupta’s (1989) study was an attempt to identify the factors that determine the
demand for labour in the manufacturing sector of 13 developing countries from
1960 to 1983. He proceeded at two different levels of aggregation in three
parts. Part 1 used annual time series data for three-digit industries for India
and South Korea and reported estimates for each industry separately. In part
2, pooled time series and cross section data were used to estimate labour
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demand functions for total manufacturing as well as for three separate groups,
namely, consumer goods, intermediate goods, and capital goods for the
remaining eleven countries. In Part 3, using pooled data, inter-related demand
functions are estimated for India and South Korea, for the same three sectors
as well as for total manufacturing.

This study examined the effects of two factor prices only (capital and labour)
for India and South Korea and one factor only (labour) for the other eleven
countries due to data limitations. For India, a number of patterns were
reported. First, with the exception of the period after 1971, the two factor
prices moved fairly close together for all industries. Second, there were less
marked fluctuations in the user cost of capital than in the real wage rates.
Third, after 1971, real wage rates showed considerably greater variability than
for the earlier period. Fourth, it has been shown that, contrary to popular
belief, factor prices in general have not moved in favour of capital. Finally,
there was no evidence of significant overall increases in real wage rates,
except after 1971 for a few industries. The study reported that for almost all
industries, the wage-rental ratio remained virtually constant during the decades
of the 1950s and the 1960s, but there were some fluctuations thereafter. The
main point is that there was no systematic increase in the cost of labour
relative to that of capital in India. Relating to South Korea, the data showed
quite a different pattern in the behaviour of factor prices. The real wage
steadily increased in almost all industries in South Korea. The behaviour of the
real user cost of capital, on the other hand, was almost the opposite of that
observed for India. After reaching a peak level around 1965, it steadily
declined until 1974, then rose until 1980, and then started to decline again.
The wage-rental ratio, therefore, indicated a definite break around the late
1970s. Relative factor prices turned in favour of capital after this period,



whereas for the earlier period the ratio seemed to be decisively in favour of
labour. In the case of seven of the other eleven countries, with the exception of
Chile, The Dominican Republic, Kenya, and Panama, the real wage rate
increased at the aggregate manufacturing level during the period 1970-81.

Gupta assessed the distortion in the price of labour through wage-productivity
comparison. Accordingly, in both countries, India and Korea, at the aggregate
level real wages grew at a lower rate than productivity. In India, the real wage
would appear to have either remained stagnant or experienced very low growth
rates. In South Korea, on the other hand, real wages grew at a very high rate.
But what is more important is that in both countries, the real wage did not
increase, on the whole, at a rate higher than productivity. In the other eleven
countries, except Colombia, Malta and Tanzania, rates of growth in productivity
were higher than that of real wages in total manufacturing. On the basis of
these comparisons Gupta concluded that labour markets in most of the
countries were not distorted as assumed.

Evidence about the cost of capital in this study was available only for India and
South Korea. It was found that the degree of distortion was sensitive to the
measure of an alternate rate of interest used in estimating shadow prices for
the cost of capital, as well as to the time period used, and on this basis, it was
concluded that the distortion was somewhat more severe in India than in South
Korea. The standard view that the capital cost in developing countries tends to
be distorted in the downward direction generally tended to be confirmed. But
the study revealed that distortions in the rental cost of capital have been more
costly than those in the wage rate, as measured by the percentage of
employment lost. Thus, it concluded that the extent of distortion in wages in
the countries in the sample is far less pervasive than the standard belief. The
main finding of this study is that, in the long-run, factor price changes as well

67



as output changes play a considerable role in determining employment. But to
achieve a target rate of employment, output expansion rather than factor price
manipulation has been identified as the preferred strategy.

A comparison can be done between Agarwala’s and Gupta's studies with
regards to the cost of labour in respect of some countries in the 1970s decade.
For Chile, Agarwala reports a high degree of distortion, whereas Gupta reveals
that the real wage declined more than productivity declined. In respect to
Colombia, Agarwala finds a low degree of wage distortion, while Gupta
indicates that productivity growth was negative while the real wage had
increased. In the case of India, Agarwala finds a medium degree of wage
distortion, while Gupta shows that productivity had increased at a much higher
rate than the real wage increase. However, these discrepancies might be
mainly on account of the different methodologies adopted and the different
sources of information used in these two studies. Overall, these empirical
studies confirm that factor markets in developing countries were considerably
distorted and policies designed to correct the distortions bring about an
increase in employment growth.

28 Summary

The literature review begins with highlighting that corresponding to developed
countries there has been a considerable output-employment gap in developing
countries also during the past few decades. This phenomenon is considered
as evidence to suggest that employment generation, particularly in the
manufacturing industry as the most dynamic sector of many developing
countries is limited. In the literature, such a retardation of employment creation
in manufacturing is mainly attributed to following the developed country

technology due to factor market distortions.
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However, a debate has emerged of the causes of factor market distortions,
particularly of those of labour market. Therefore, the literature review outlines
this debate as well.

Also, the review emphasises the role played by non-price factors in selecting
developed country technology. Next, the evidence of adopting alternative
factor substitutions in some of the fast developing countries is presented.
Afterwards, outlining the theoretical evolution of production function analysis,
the possibility of factor substitution is further established by presenting the
results of a few selected studies of econometric estimations of elasticity of
factor substitution. Finally, results of a few empirical studies on the subject are
reviewed, and the chapter ends with emphasising the significance of correcting
factor price distortions so that the manufacturing industry can adopt alternative
production techniques to absorb more labour, and thereby generating more
employment for developing countries such as Sri Lanka.
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CHAPTER 3

An Overview of Industrialisation of the Sri Lankan
Economy

Introduction

This chapter presents an overview of the evolving of industrial policies in
Sri Lanka underlining a rationale to adopt each subsequent industrial
strategy. Accordingly, the first to be identified is the industrial policy in the
pre Second World War period. Then, the industrial strategies implemented
during the Second World War, post-war and post-independence eras are
considered, highlighting strengths and weaknesses of each policy stance
respectively. Then, the causes that forced the adopting of import-
substitution industrialisation (ISI) from the late 1950s are discussed,
highlighting its impact on creating factor market distortions which are
assumed by this study to be a major cause for limiting labour absorption in
manufacturing industries. The last section of the chapter demonstrates
how ISI led to taking on an export-oriented industrialisation (EOI) from 1977
onwards. The chapter concludes with an emphasis on the manufacturing
industrial sector’s relative strengths and weaknesses in absorbing labour,
in order to make a background to form a set of prior hypotheses for the
study and to test them in the subsequent chapters.

3.2 Different Trade Policies Followed

Most developing countries have employed varying trade policies in their
efforts to speed up development. While these policies have had different
degrees of emphasis at one time or another, in many cases it seems that
they have been pursued chronologically in the following order:
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e Primary inward looking policies (Mainly agricultural self-sufficiency),

e Primary outward looking policies (Encouragement of agricultural and
raw material exports),

e Secondary inward looking policies (Manufactured commodity self-
sufficiency through import substitution),

e Secondary outward looking policies (Promotion of manufactured
exports) (Todaro, 2000: 499).

Sri Lanka’s developmental efforts too can be reviewed in accordance with
the above stated typology. Prior to the establishment of commercial
plantations by the British colonial rulers from the 1830s onwards, the
international trade of the country was limited to native-grown cinnamon,
pearls, ivory, and other exotic commodities for which ‘Ceylon’s had been
renowned since ancient times (Snodgrass, 1966: 16). The economy in that
era was a closed feudal agrarian subsistence economy.

Then, from the middle of the 19™ century the British introduced commercial
plantations on a large scale and more emphasis was laid on the export of
those products, so the country became a primary commodity exporter. The
primary outward looking policy that emerged in the British colonial period
was followed without much change even until a decade after the country’s
gaining political independence in 1948 (Snodgrass, 1966).

However, by the late 1950s the country’s major primary exports - tea,
rubber, and coconut, began encountering persistent unfavourable price
trends in the world market while the prices of imports continued to increase.

1 In 1972 Ceylon was renamed Sri Lanka and the Ceylonese were named as Sri Lankan
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This unfavourable trend in the terms of trade, along with the change in the
political leadership in 1956, induced a policy shift resulting in the
abandonment of the liberal economic policies that the country had followed
from the inception of the colonial era (Athukorala and Jayasuriya, 1996).

Thus, the broad economic policy that came into effect from the late 1950s
was more protective, and could be identified as a secondary inward looking
policy with the emphasis on import substitution (IS) industrialisation. This
inward looking policy continued for about two decades, and by the mid -
1970s the Sri Lankan economy had become one of the most inward-
oriented and regulated economies outside the socialist bloc countries
(Athukorala and Rajapatirana, 2000). Then, responding to the depressing
outcomes of the closed economy era, the country adopted a more outward-
oriented strategy from 1977 onwards under which a more prominent place
has been given to promoting export oriented (EO) industrialisation.

3.3 Industrial Efforts Prior to 1956

3.3.1 Industrialisation in the Pre Second World War Period

Modern economic development of Sri Lanka commenced with the
introduction of large-scale coffee plantations from the 1830s onwards. The
coffee industry expanded rapidly and flourished until 1870. Subsequent to
the devastation of coffee, its place was taken by tea plantations which
propelled the economy forward during the period, 1888-1913. After 1913
rubber plantations started growing faster than tea. By the turn of the 20"
century the overwhelming pattern of dominance of the three major
plantation crops - tea, rubber, and coconut, had firmly taken root in the
economy (de Silva, 1977: 66). Thus, the plantation system brought about a
profound effect on Ceylon, transforming its economy from a closed feudal
agrarian subsistence status, which had a history of more than 2000 years,
into a dual economy comprising a plantation sector (par excellence) and a
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backward subsistence agrarian sector (Karunaratna, 1973: 11). The
economy that emerged in this manner was later branded as an export
economy (Athukorala and Huynh, 1987: 35). An export economy is defined
as one with not merely a high ratio of imports and exports to national
income, but one in which all the important macro economic variables -
government revenues and expenditures, private investment, import and
national income itself possess strong functional dependence upon the level
of export receipts (Snodgrass, 1966: 17).

Thus, the rapidly expanded estate sector in Sri Lanka during the late 19"
and early 20™ centuries became an engine of growth for the economy for
more than a century (ibid, 1966: 50). The plantation economy particularly
showed a rapid growth in the periods of 1913-29, the Second World War,
the Korean War boom in 1950-52, and the tea boom in 1954-55
(Snodgrass, 1966; Karunatilake, 1987). But apart from these limited boom
periods, most other times the terms of trade turned against the island’s
economy. So, densely populated Ceylon was not able to raise her people’s
living standard appreciably through the exports of primary agricultural
products alone. Some diversification, therefore, appeared essential for any
substantial long-run development (Oliver, 1957: 29).

For the first time, the experience during the First World War (1914-1918)
led the government to realise the vulnerability to external vagaries of an
economy, which was specialising in a few plantation crops for export
(Karunaratna, 1973: 11). As a result, the colonial government took some
steps to make Ceylon less dependent on plantation crops commencing as
early as in 1916 with the appointment of the ‘Industries Commission’ with
the objective ‘to inquire into and report upon what measures are desirable
to encourage such industries (other than agriculture) as exist in this island,
and to promote the establishment of new industries’ (Report of the
Industries Commission, 1922: 1). The Industries Commission Report that

73



was issued in 1922 identified a number of new industries such as glass,
paper, soap, cement, cyanamid, charcoal, acetic acid, alcohol, and other
chemical products, fish oil, fish manure and tinned fish as suitable new
industries to be set up in Ceylon. Nevertheless, recognising the increasing
cost of imported fuel, the Commission emphasised the importance of
having a cheaper source of power for establishing manufacturing
industries. In this regard, the Commission recognised the potential that Sri
Lanka had for generating hydro-electricity. Also, the importance of
scientific research for developing industries was highlighted. The
Commission recognised the difficulty of inducing the private sector to sink
capital in the first instance into these new industries and recommend the
government to start new industries purely on an experimental basis, and for
this purpose the establishment of a Bureau of Industry and Commerce was
proposed (ibid, 1922: 8). Further, the Commission identified the
importance of developing home industries (handicrafts), and suggested
establishment of a central institute, a ‘School of Handicraft’ for promoting
such domestic industries (ibid, 1922: 12).

Next, the Banking Commission Report (1934), the Report on Industrial
Development and Policy (1946), foreign advisors as well as Ceylonese
professionals suggested that the island should strive to be less dependent
upon the plantation industry, and that it should increase local production
including essential manufactures. Yet, as shown by Snodgrass, industrial
activity remained an insignificant part of Ceylon’s economy before the
Second World War (Snodgrass, 1966: 168).

At the beginning of the 20™ century a few industries such as aerated water,
beer, textiles, and confectioneries etc. could be seen in the economy.
Apart from these industries, hundreds of primary product processing
factories such as tea factories, rubber mills, and coconut oil mills, did spring
up mainly throughout the Central and South-Western Provinces in the
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island where commercial crops were grown. Others were the industries
that provided engineering requirements for the plantation industry (Reports
of the Industries Commission, 1922; 1). By 1939 the total number of
primary product processing factories in Sri Lanka was over 2000
(Karunatilake, 1987: 93). This spread of primary product processing
factories indicated that Sri Lanka, unlike many other less developed
countries at that time, was not without an entrepreneurial class.

In this background, taking the Industries Commission’s recommendations
(1922) into consideration with the view to diversifying the economy, the
colonial government appropriated funds for commencement of a Hydro-
electric Power Scheme in 1924 and voted into the establishment of the long
demanded State Mortgage Bank. However, the success of these projects
was not entirely impressive. The hydro-electricity project, due to a number
of obstacles, could not provide power until 1950. The State Mortgage Bank
established in 1931 played an insignificant role in promoting the setting up
of industries, mainly on account of its limited powers, and cautious loan
policies followed plus investor apprehension, especially during the great
depression (Karunatilake, 1987; Oliver, 1957).

Then, in 1939 the Bank of Ceylon was established on the recommendation
of the Ceylon Banking Commission (1934), aiming at narrowing down the
gap created by the failure of the State Mortgage Bank to provide funds to
local investors for manufacturing and the reluctance of the expatriate banks
to finance projects other than plantation activities. In the decade of 1940s,
the industrial drive was further expanded by establishing a coir factory and
a plywood factory as the government’s pilot projects. However, mainly the
outbreak of the Second World War disrupted work on other planned public
sector model factories such as paper, glass, and rubber goods (Athukorala
& Rajapatirana, 2000; Karunatilake, 1987; Oliver, 1957).

75



During the period prior to the Second World War, the aim of the industrial
policy was largely to promote private enterprises to commence industries.
Even the recommendations of the Industries Commission (1922) were
meant for assigning a larger role to the private enterprises for engaging in
manufacturing industries after commencing them by the government. In
1933 the Executive Committee of Labour, Industry and Commerce argued
that the government’s industrial functions should, in normal years, be to
conduct research, construct and operate model factories, and grant loans
to private enterprises. Even the Banking Commission (1934)
recommended promoting the private sector to engage in industry.
Throughout this era the State Council hoped to channel funds from the
state-aid bank to private enterprises (Oliver, 1957: 81).

Yet, despite various promotional efforts taken throughout the 1920s and the
1930s there was a great reluctance on the part of the private sector to
participate in industrial manufacturing. For instance, in the case of the
plywood factory, the government prepared land and offered the project to
the private sector, but no response was forthcoming (Karunatilake, 1987:
92). In this era the domestic private sector was dominated by merchant
capital (Dunham and Kelegama, 1994: 8). Also, in a background where
funds were not available for investing in manufacturing and high quality
manufactured products being imported without any restriction, the
reluctance of the private sector to engage in the manufacturing industry

was understandable.
3.3.2 Industrialisation in the Second World War Period

The Second World War (1939-1945) disrupted international trade and
communication and created severe shortages of all kinds of goods in the
domestic market (Karunatilake, 1987: 91). This led both the government
and the private sector to engage in manufacturing more effectively than
previously. On the government's side, quick actions were taken to start
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plants to produce a wide variety of products such as hats, coir products,
leather goods, acetic acid, quinine, steel-rolling, glass, ceramics and paper
factories (Snodgrass, 1966: 77). Most of the war-time factories had been in
the pre-war scheduled list. But these industries were geared towards
short-term import substitution (Athukorala and Rajapatirana, 2000: 30).
During the war years most of the government factories reported a net profit.
However, costs and prices of the war-time factories were high and the
quality of the end product was low, but in the sellers’ market of the early
1940s nobody objected (Snodgrass: 1966. 77; Oliver, 1957 81). Private
manufacturers too, under the war-time industrial programme, responded
well to the sellers’ market. However, the resumption of industrial imports
after the end of the war put a sudden stop to the ‘war generated industrial
import substitution boom’ without leaving any significant lasting effect on
the structure of the classical economy (Athukorala and Huynh, 1987: 36-
37).

In 1946 a new policy statement on industries was issued taking into
consideration the failure to attract private capital into industries, particularly
during the pre-war period and the situation that industries faced just after
the war. Under the new industrial policy state ownership and management
were considered the preferable means to progress in industries.
Accordingly, the government undertook the responsibility for promoting
basic industries while the other industries were left to government, private
and mixed enterprises (Oliver, 1957). The 1946 industrial policy continued

as the official policy until 1952.

3.3.3 Industrialisation in the Post Independence Period up to
1956

After the Second World War there was a much greater acceptance of
interferences in the market mechanism and planning in developing
countries. State planning, which included interventionist trade policy, was
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intertwined with colonial independence and Keynesianism (Thiriwall,
1994:5). Post independent Sri Lankan governments too showed some
interest in economic planning. Accordingly, the first six-year plan (1947/48
—-1952/53) was issued in 1950, and the second plan as a new six-year
programme of investment (1954/55-1959/60) was presented in 1955.

Oliver (1957) analysed industrial policies that appeared in the first six-year
plan and the subsequent six-year investment programme under three
periods - 1947-50, 1951-53, and 1954-56. During the first period the
government industrial policy was framed in line with the 1946 industrial
policy statement. Accordingly, ‘basic industries’ were further left for the
State sector. The government in this phase continued to operate most of
the war-time factories and announced the setting up of several new
factories also.

During the second phase (1951-53) the initial industrial policy was
questioned, mainly by the recommendations of the World Bank Mission that
came to the country to study the performance of the various sectors of the
economy in 1952. The Report criticised certain industrial projects already
commenced or under study and recommended the closure of most of the
inefficient war-time ventures at the earliest possible date. Disapproving
complete state ownership and management, the Mission stated that
Ceylon’s main industrial growth at present should be centred on the
development of numerous small and medium-sized industries rather than
large ones. The Mission further recommended that government assistance
should include technical advice, tax incentives, marketing and similar
measures to encourage the private sector to perform its role (World Bank,
1952).

During the third phase (1954-56) the government adopted a programme
formulated mainly in line with the World Bank Mission’s recommendations
(1952). The main objective of the industrial strategy under this programme

78



was to reduce the state’s direct involvement and to encourage the private
sector (Six Year Programme of Investment, 1954/60: 238). Accordingly,
steps were taken to transfer government owned factories that were
functioning at the time to private ownership by the enactment of Acts such
as the Government Corporation Act No.19, (1953) and the Government
Sponsored Corporation Act No. 19 (1955) for facilitating of this conversion.
Thus, in the last phase (1954-56), the government’s policy indicated a shift
of emphasis from the large-scale to small-scale industries and the role of
the state to that of a promoter rather than a sole entrepreneur.

The government’s policy change towards industrialisation was reflected by
the reduction of funds allocated for industries during the post war period.
For example, figures in table — 3.1 reveal that for the six-year plan period
(1947-53), only 5.25 per cent of the total budgetary outlay was set aside for
industry while it was 4.43 per cent for the next six-year investment
programme (1954-60). In contrast to the lower allocation of funds for
industries, the agricultural sector’s allocation for the first six-years was as
large as 7.95 times of the industrial budgetary allocation and the
corresponding figure for the subsequent six-year programme was as large
as 8.25 times (see table — 3.1).

Some critics argued that the high ratio of agricultural to industrial outlay had
represented a deliberate attempt to slow manufacturing growth, first by the
colonial government and next by Ceylonese-planter governments (Oliver,
1957). On the other hand, considerable economic prosperity which was
enjoyed by the economy as a result of war-time export prosperity, the
Korean War boom (1950-52) and the tea boom (1954-55) had brought
about a false sense of security about the viability of the existing system.
This erroneous attitude too led the post-independence governments to
continue with the plantation economy. (Athukorala and Huynh,1987).
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Table - 3.1

Budgetary Outlays of Six-year Plan and Six-year Investment

Programme

(1947-53 and 1954-60)

Six-year Plan, 1947-53 | Six-year Investment
(Rs. Million) Programme, 1954-60
(Rs. Million)
Total development outiay 1,246.4 2,528.0
Agriculture, fisheries 518.8 923.0
and forestry
Transport 302.4 546.0
and communication
Fuel and power 742 292.0
Industry 65.4 112.0
Other 2856 655.0

Source; Oliver Jr M H (1957), Economic Opinion and Policy in Ceylon.

Some other commentators are of the view that Sri Lanka did not make use

of its relatively high economic strength in the post-independence era to

increase its economic advancement (Karunaratna, 1973). For example, in

the 1950s, Sri Lanka's per capita income was much higher than such

countries as Thailand and South Korea and it was marginally lower than

Malaysia (see table — 3.2). However, from the beginning of the 1960s, Sri
Lanka slipped below these and many other countries (Athukorala and

Rajapathirana, 2000:545).
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Table - 3.2

Sri Lanka and Selected Asian Countries: The Level and Growth of
Purchasing-Power-Parity-Adjusted Per Capita GNP 1950-1995

Level relative to united States Average annual
growth

1950 1960 1977 1995 1960-77  1978-95
India 71 74 57 8.7 0.8 3.1
Indonesia n.a. 58 6.4 13.2 29 53
Malaysia 146 15.0 20.4 37.8 45 71
Pakistan 9.0 6.8 6.5 7.8 25 23
Philippines 10.3 11.5 11.4 9.5 2.5 0.1
Singapore n.a. 16.6 39.2 85.4 7.5 6.1
S. Korea 7.6 8.7 18.7 48.9 6.2 71
Sri Lanka 11.4 12.5 9.4 13.1 0.8 5.1
Thailand 9.9 9.6 12.8 270 43 54

Source: Premachandra Athukorala and Sarath Rajapathirana — Liberalisation and
Industrial Transformation: Lessons from the Sri Lankan experience — The World
Economy Vol.23 No.3

March 2000

n.a. — Not available

Political independence of most of the countries after the War led almost
immediately to a major emphasis on industrialisation through direct
government intervention as a means of ending economic dependence
(Krueger, 1990). But the behaviour of the first two post-independence
governments in Sri Lanka was very much in contrast with that of most of
the other countries at the time. The failure of the diversification of the
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economy through development of manufacturing industries was reflected
by the size of the contribution of the major primary products to the total
export earnings of the economy even by the end of this era (by the late
1950s). For example, tea, rubber, and coconut contributed 90 per cent to
the total export earnings of the country in 1959 (Snodgrass, 1966: 54).
When the pre 1956 industrial attempts from the 1920s are taken together,
we can clearly notice that official policy had only little success in attracting
private enterprise to the manufacturing industry, regardless of the fact that
Sri Lanka had an entrepreneurial class that was engaged in the primary
product processing industry from the latter part of the 19™ century.

Failure to channel the local entrepreneurial class out of the old familiar lines
such as estate agriculture, real estate, and trade into manufacturing was
largely attributed to the free trade policy followed throughout this era,
capital shortage, lack of skills and technical knowledge, and inexperience in
the manufacturing industry (Karunatilake, 1987; Snodgrass, 1966; Oliver,
1957). Under the liberal trade policies high quality products manufactured
in foreign countries were freely available in the domestic market, and in this
background, if local investors were to compete they had to manufacture
their products at least to be on par with the price and quality of imported
products. Thus, less experienced private sector local investors were
apprehensive to go for competition with free imports, and they merely
confined to safer and familiar business areas, especially in relation to the
plantation industry and trade. On the other hand, local industrialists and
other nationalists pointed out that the protection provided by the
government in this whole era was not strong enough to keep imports out to
an extent great enough to encourage local manufactures 2.

2. Protections provided at that time were limited to some import duties, import quotas, and
the statute like the Industrial Product Act, which compelled traders to buy certain
percentages of their supplies from local producers.
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The failure of the government model factories also discouraged the private
sector's participation in manufacturing industry. This failure, as explained
in the literature review chapter, can be attributed to the wrong way of
technology adoption by the public sector industries. The International Bank
Mission (1952) emphasised another facet of the issue of the inability in
attracting local investors to manufacturing. Accordingly, credit institutions,
research agencies and other bodies set up to aid Ceylonese private
business had accomplished little to attract investors to manufacturing
(World Bank, 1952).

Further, in the late 1940s and early 1950s the government’s announced
policy was not to let any private firm enter ‘basic’ manufacturing industries.
According to Oliver (1957), blocking the entrance of the private sector to
‘basic’ manufacturing industries might have kept out at least a few foreign
firms from investing. Also, the government had reserved certain areas of
business for local private enterprise through import and export quotas
allowing only Ceylonese firms to receive quotas for ‘new’ trade. The legal
restrictions such as land policy denied foreigners the right to buy public
land. Restrictive government actions that transferred income and
economic power to locals by forcing foreign firms to hire more Ceylonese
also discouraged foreign investors.

In Oliver's view (1957) vocal leftists and nationalists did much of the job
without government help, frightening away foreign capital that otherwise
might wish to enter. Thus, with these evidences, it is possible to conclude
that these various types of restrictions created some distortions in the
market although the economic policies followed were mainly laissez-faire at
that time. Thus, various efforts made in persuading the private sector to be
engaged in manufacturing from the 1920s to the late 1950s were not
successful, and the concentration of private capital mostly on plantation
related activities continued until the late 1950s.
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The reluctance of the private sector to invest in manufacturing indicated the
inadequacy of the facilities provided and the incentive mix offered through
proper government policy interventions, particularly in a highly competitive
market for manufacturing products that were imported under laissez-faire
trade policies. Also, some government policies brought about a certain
level of market distortions, and activities of political and national
movements discouraged foreign investors’ participation in manufacturing.
As a combined result of all these factors, the classical export economy that
emerged with the inception of the British colonial administration without any
significant change continued even after the political independence (1948),
and until the late 1950s.

3.4 Import-Substitution Industrialisation (ISl) (1957-1977)
3.4.1 First Phase of the ISl (1957-1964)

As noted in the previous section, the national political leadership in the
post-independence period was predominantly interested in plantation and
related commercial activities. Therefore, they felt no need for a structural
change in the economy. Accumulated foreign assets from the war-time
through 1955 helped that regime to maintain sound budgetary operation
(except in 1953) still bearing a high level of welfare expenditure, enabling
Sri Lanka to maintain a higher position relative to many other countries in
Asia at that time (Ten Year Plan, 1959: 5; de Silva, 1977: 146) (see table —-
3.2).

However, the change of political power from the right of centre United
National Party (UNP), which governed the country from 1948, to the left of
centre People’s United Front (PUF) in 1956, brought a decisive policy shift.
The limited growth potential of the subsistence agricultural and plantation
sectors to absorb the rapidly increasing workforce which surfaced due to
the population explosion commencing from the late 1940s, was clearly



apparent by the mid 1950s (Ten Year Plan, 1959; 345). As a result, the
new government, with its different political ideology, placed the
restructuring of the classical export economy that was based on a few
plantation crops high on the political agenda (Athukorala and Jayasuriya,
1996; 3). The new regime’s commitment to diversify the economy through
industrialisation was evidently shown by its relative allocation of funds
between industry and agriculture in comparison to that of the previous
regime. For example, in the Ten-year plan (1959/68), 20.6 per cent of total
investment was allocated for industry with agriculture and fisheries being
allocated only 24.5 per cent of the total investment outlay. Corresponding
allocations in the Six-year investment programme of the previous regime
(1954/60) were 4.4 per cent and 36.5 per cent respectively (see table —
3.1).

The industrial policy of the new regime appeared to reverse the pre 1956
trend by shifting the emphasis back from cottage to factory industries, and
from private to public investment. Basic industries appeared once again to
be reserved for the state (Oliver, 1957:87). The industrial strategy of the
new government was clearly stated in such documents as the Report of the
Director of Industries (1957) and the comprehensive Ten-Year Plan (1959-
68) issued in 1959. Accordingly, the new industrial policy proposed a two-
pronged strategy, dividing industries into ‘planned’ and ‘unplanned’ sectors.
The planned sector of the industrial program consisted broadly of, though
not rigidly, industrial projects to be undertaken by the government. For this
purpose, the government enacted the State Industrial Corporation Act No.
49 of 1957, which facilitated setting up and operating state owned industrial
undertakings and taking over industries carried out by any other
organisation. For the projects that fell into the unplanned sector (small-
scale industries), the government was expected to provide facilities,
construction of industrial estates, and to establish incentives through
taxation and protection (Ten Year Plan, 1959; 349).
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The Ten-year plan argued that if Ceylon were to pursue industrialisation on
a substantial scale there would appear to be no alternative but to initiate a
serious and effective policy of protection. The Planning Secretariat (1957)
showed that the local market was sufficiently large enough for
industrialisation via import replacement, and emphasised that such a policy
of protection would have to go beyond the familiar ‘infant industry’
argument (ibid, 1959; 34). According to Athukorala and Jayasuriya, (1996)
the development strategy chosen in this manner to industrialise the
economy was a ‘forced’ import-substitution strategy, depending on the then
prevalent ideological bias in development thinking. Thus, the 1956
government planned on transforming the colonial economic structure into a
self-reliant public sector dominant industrial policy, based on administrative
controls and selective intervention (Athukorala and Rajapathirana, 2000:
27).

However, the government had to abandon the most promising Ten-Year
Plan just after the first few years of its formulation due to the political
confusion in 1959-60, and subsequent rapid depletion of the country’s
reserves. As data in table — 3.3 reveal, the country’s foreign reserves had
fallen just sufficient to secure only 3.2 months import requirements by 1960
from the level of 20.9 months of import ability in 1946. Hence, by the end
of 1960, maintaining the free flow of imports into the country became
completely impossible (Snodgrass, 1966: 216). In the background of
rapidly depleting foreign assets that the country possessed in the late
1950s and little foreign loans available, the government followed a drastic
course of action to curtail imports to a level that would be consistent with
the basic balance in the external accounts.



Table - 3.3

Foreign Assets, 1946-60 (Rs. Million)

Year Total assets Change In terms of months
(End of year) (During year) Imports

1946 1,210.3 -49.6 20.9
1947 947.3 -263.0 11.8
1948 997.9 50.6 134
1949 963.7 -34.2 113
1950 1,132.9 169.2 11.6
1951 1,216.8 83.9 9.5
1952 873.8 -343.0 6.1
1953 640.4 -233.4 47
1954 9443 303.9 8.2
1955 1,228.8 284.5 9.2
1956 1,275.7 46.9 9.7
1957 1,061.9 -213.8 7.2
1958 933.2 -128.7 6.5
1959 734.0 -199.2 45
1960 541.3 -192.7 3.2

Source: Snodgrass, 1966.
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Starting with the 1957/58 budget, the emphasis on import duty policy had
gradually been turning away, first from revenue increasing to protection of
infant industries and then, to correct the economy’s external imbalance
(ibid, 1966). Hence, the 1957/58 budget raised the duty rate by 100 per
cent for some consumer luxuries while reducing import duties on capital
equipment and raw materials (Hettiarachi: 1991; 10). This change in the
fiscal strategy can be considered as the starting point of creating a high
level of factor market distortions in the Sri Lankan economy. The same
fiscal strategy continued to be followed in the subsequent budgets too,
creating an increasingly high level of capital market distortions in the
ensuing period until 1977.

Meanwhile, the government formulated a Three-Year Action Programme of
1961/62-1963/64 after leaving behind the Ten-year plan. The overall
objectives and targets of the Three-Year Action Programme of 1961/62-
1963/64 remained much the same as in the previous Ten-Year Plan, but
greater emphasis was laid on the situation of faster worsening balance of
payments and also the country’s position of the rapidly increasing
population. In this background the action programme recommended a shift

in favour of more labour-intensive investments.

However, the policy of import duties that commenced from the late 1950s
had only a limited success in curbing imports. Goods for which higher
duties were imposed were still flowing in abundance, and this led the
government to take more vigorous action from 1961 onwards. Accordingly,
import duties were abandoned as the chief tool of commercial policy, and
import and exchange controls came to play the dominant role to curb
imports (Snodgrass, 1966; 218). Consequently, for all practical purposes,
Sri Lanka had turned into what can be called a closed economy by the mid
1960s (Athukorala and Jayasuriya, 1996). Thus, tightening controls from
1957 onwards diminished the free flow of imports that could be seen in the
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classical economy, and obviously raised the necessity of imports-
substitution (Snodgrass, 1966; 221). The earlier attempts to encourage
industrialisation through private sector participation since the independence
and even before by providing finance, infrastructure facilities and other
facilities, met with only limited success, particularly because of the absence
of a supporting policy of vigorous protection (Corea, 1971a). But now they
showed no tendency to be discouraged by such factors as capital
shortages, lack of skills and technical knowledge, inexperience of the
manufacturing industry, or other problems to which their former inactivity
had long been ascribed (Snodgrass, 1966: 222-227).

In this setting, the government policy of curtailing imports while
encouraging the establishment of domestic industries that started from the
1957/58 budget continued further. The automatic protection and other
government measures for import-substitution production in almost all
developing countries constituted a highly powerful incentive for private
producers (Krueger; 1995: 3). No exception could be seen in Sri Lanka,
and the private sector producers responded well to the strong ‘sellers’
market created by this new situation. For example, between 1960 and
1963, over 1000 new small and medium-scale industries were granted
approval within the private sector, compared to approximately 500
industrial establishments approved during the preceding 15 years
(Karunatilake, 1987). In the first half of the 1960s, industrial development
in the public sector too expanded rapidly. The number of large-scale public
sector manufacturing establishments was increased from 12 in 1958 to 20
in 1965 (ibid, 1987). Although more expansion in industrialisation could be
witnessed during the early phase of import-substitution industrialisation
(1960-1964) than the preceding period, import-substitution industrial
progress began to face increasingly strong supply-side constraints in the
form of difficulties in obtaining necessary imported materials and equipment
(Snodgrass, 1966; 221). As a result, the IS industrialisation reached a limit
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within a short time of its commencing. The increasing trend in the balance
of payments difficulties in an environment of foreign finance not being
forthcoming further curtailed the import of all the industrial requirements
leaving an increasingly unused capacity in IS industries >.

An assessment of the progress made in industrialisation at the initial phase
of the import-substitution era (1960-64) was difficult because information
from all industrial firms was not available (Karunatilake, 1987). However,
data in table — 3.4 indicate that output continued to rise. The share of
manufacturing output was only 3.9 per cent of GDP at current factor cost in
1950, and industrial growth averaged around 11.5 per cent of the GDP in
1960, it rose to 12.5 per cent by 1965 (CBC, A. R. various).

Table - 3.4

Indexes of Industrial Production, 1958-62

(1952 / 56 = 100)

1958 1959 1960 1961 1962
Mining and quarrying 53.3 73.0 101.0 87.1 86.8
Manufacturing 113.8 1245 133.0 139.0 151.3
Electricity 140.7 157.5 174.4 185.0 |202.3
Industrial production 114.2 1251 135.0 1411 152.3

Source: Snodgrass D. R., 1967.

3. The nationalisation of the oil firms in the early 1960s and the failure to settle the
compensation claims closed the door to foreign aid from the Western countries.
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On the employment front, while some new jobs were created in import-
substituting industries, other sectors (wholesale and retail trade, especially
the large import firms and department stores) experienced a sharp decline
in employment, mainly on account of drastic reduction of trade with
increasing import control.

But industrial employment from 1961 to 1963 increased by 30 per cent
(Karunatilake, 1987). However, the expected amount of employment could
not be generated through industrialisation in this period due to two main
reasons. The first reason was that the required inputs for IS industries
were not forthcoming due to increasing balance of payments difficulties,
and the second reason was the high capital intensity of industries brought
about by the increasing factor market distortions due to the attractive
incentives given for investors starting from the 1957/58 government budget.
Although IS industrialisation during its first phase was more successful in
many ways compared to that of the pre 1956 era, it could not expand as
visualised. Unlike most developing countries that followed IS
industrialisation, Sri Lanka could not reach even the ‘easy import-
substitution phase’. Limitations of the industrialisation were enforced by
the highly deteriorating balance of payments situation which restricted the
forthcoming of raw materials for IS industries to meet domestic demand in
textiles, footwear, some food processing and a number of other light-labour

incentive activities.

As a whole, industrialisation under the first phase of ISI was entirely
dependent on the earnings of the primary export products. Therefore, in a
background of severely deteriorating export earnings of major primary
export products, availability of industrial inputs through imports was
severely limited. The quantum of foreign aid inflow was also not large

enough to fill the gap in import capacity. The uncertain economic condition
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created mainly by socialist measures, taxation and restriction on
repatriation of dividends discouraged the inflow of foreign capital in this
period as well. Even the expatriate multinational firms were confined to the
domestic market. As a result, industrial production from the beginning of
the 1Sl could not be geared for exports, and the manufacturing sector had
to depend totally on the poor export earnings of the structurally weak
primary commodity sector. In this background, the IS industrialisation even
in its first phase could not pass the easy substitution phase and its effort
became stifled within a shorter period from its initiation.

3.4.2 Second Phase of the ISI (1965 - 1969)

The previous section highlighted that the first phase of the IS
industrialisation reached a standstill position by 1964 due to supply side
limitations brought about by a rapidly widening trade gap. This
phenomenon led the policy makers to place more emphasis on export
promotion in an uncertain environment of severely limited availability of
other supply-side enforcements such as foreign aid, foreign loans, and FDI.

Meanwhile, shifting the political power to the right-of-centre coalition led by
the United National Party (UNP) brought about a considerable change in
Sri Lanka’s economic policy setting from 1965. The development strategy
of the new government was within the broad framework of the prevalent ISI
policy, but with a different mode (Abeyaratna, 1997). Accordingly, the new
policy consisted of a moderate liberalisation in import trade and exchange
payments. In the literature this policy was known as a half-hearted or
partial liberalisation attempt.

Thus, the second phase of the IS industrialisation (1965-70) commenced
with dismantling some of the protectionist barriers erected in the first phase
of the IS industrialisation by the 1960-64 regime (Karunaratne, 2000).
Accordingly, steps were taken to abolish tariffs totally in 1965 on a range of
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goods including foodstuffs, textiles, and some petroleum products
(Abeyaratne, 1997). Then later, in the face of worsening balance of
payments conditions, the government was forced to take two important
measures in respect of the exchange rate policy. This was done as part of
a stand-by agreement entered into with the IMF. The first policy measure
taken was the nominal devaluation of the rupee by 20 per cent against the
sterling pound in 1967. The second measure was a major change in the
exchange rate policy; that was to replace the contemporary unified system
of exchange rate with a dual exchange rate system under the Foreign
Exchange Entitlement Certificate (FEEC) scheme introduced in 1968 (ibid,
1997).

During this regime (1965-69) a number of incentives were granted for non-
traditional exports. The Bonus Voucher Scheme (BVS) introduced in 1966
gave exporters of specified non-traditional goods an import entitiement
quota to the value of 20 per cent of the f.0.b. value of their exports. This
import entittement given in the form of bonus vouchers was transferable
and could be utilised for the purchase of machinery, spares, accessories
and raw material, over and above the level of quotas already approved by
the government. The BVS was replaced by the FEEC scheme in 1968.
Under the latter scheme discrimination was made in favour of non-

traditional exports®,

Further, the FEEC scheme sought to free a category of imports from import
control through auctioning quotas of foreign exchange for those particular
imports, which were placed on general license. In this way the new system
was expected to move slowly in the direction of the market driven economy
(Gunatilleke, 2000).

4. The dual exchange rate followed under the FEEC scheme had many negative impacts
also. Among them the most serious one was its negative impact on traditional exports.
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Besides, the government (1965-69) recognised the importance of attracting
export oriented foreign direct investment (EOFDI) too for strengthening the
export earnings. With this objective the government issued a white paper
on foreign investment announcing a set of highly attractive incentives in
1966 and certain institutional arrangements were also set up to promote
exports. But, according to some commentators (Abeyaratne, 1997;
Cuthbertson and Athukorala, 1991), these measures were inadequate to
provide much by way of achievement, primarily because a high level of
‘anti-export’ bias prevailed in the economy throughout this period.
Consequently, the episode of partial liberalisation failed to accelerate the
export engine of growth (Karunaratne, 2000). Sri Lanka’s export earnings,
both in total and per capita terms, declined steadily during the 1960s with
the exception of a single year, 1965. The decline in export earnings was
particularly steep after 1965. During the period 1965-69, export earnings
took a step backwards in each succeeding year (see table — 3.5).

Table - 3.5

Average Annual Growth of Exports (Percentages)

Year Total Exports Per Capita Exports
1950-59 +6.1 +3.6
1960-69 -1.2 -3.7
1965-69 2.4 4.8

Source: Corea. G, Aid and the Economy, 1971b.

Accordingly, in a background of continuously declining external reserves
since the mid 1950s, particularly in the face of continued recession in
exports, two methods were followed to sustain the flow of essential imports.

The first was to sustain imports as much as possible chiefly by drawing
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down external reserves, and this method continued until 1965. Then, when
reserves were no longer available imports were supported by foreign aid
and other external credits in the period 1965-70 (Heawavitharana, 1975;
Corea, 1971b).

On the initiative taken by the new government (1965) along with the World
Bank, some foreign agencies and countries came together as a consortium
to assist Sri Lanka. The quantum of aid received in this way was
considerable (Gunatilleke, 2000). However, the original estimate of aid
requirements was made on the assumption that export earnings would
themselves rise from year to year. But mess up of this assumption
together with a number of other unexpected happenings resulted in a
situation totally different to that originally anticipated of aid. Thus, collapse
in export earnings and the shortfall in aid compelled the government to
meet the growing current account deficit by borrowing heavily in the
international money market on commercial terms in ensuing years. As a
result, the foreign debt to GDP ratio increased to 10.0 per cent in the
1965/70 regime from the level of 4.6 per cent in the 1956/64 regime
(Karunaratne, 2000).

However, a higher amount of external finance obtained in the latter years of
the 1960s helped to enhance the supply of raw materials and other inputs
for industry from foreign sources which resulted in rapid output growth (see
table — 3.6). A number of institutional arrangements were also made after
1965 with a view to promoting industries, and among them the setting up of
the Industrial Development Board and the Bureau of Standards was
prominent. Consequently, in the latter part of the 1960s, the economy
began to expand rapidly than the first part (see table — 3.6).
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Table - 3.6

Average Annual Growth Rates at Constant 1959 prices (%)

1960 — 1969 1966 — 1969
Gross domestic product 4.5 6.1
Export agriculture 1.9 0.8
Domestic agriculture 4.8 9.5
Manufacturing 9.8 126
All other sectors 4.9 6.4

Source; Corea G (1971b), Ceylon in the Sixties
Note: Manufacturing excludes processing of tea, rubber and coconut

This level of growth was made possible by a number of measures taken
after 1965. These included the concentration of efforts on domestic food
production, restraining of essential consumer imports, deployment of
foreign resources to production purposes, and the liberalisation of imports

of raw materials and other production inputs.

However, when Sri Lanka’s economic growth was compared with that of
some other countries in the Asian region in the 1960s, Sri Lanka could not
be considered as a fast growing economy (see Table — 3.7). The data in
table — 3.7 indicate that there was a high correlation between the GDP
growth and the growth of imports in most of the countries. It is well-known
that economic development generally involves a rising value of imports
particularly of intermediate and capital goods and, to some extent,
consumer goods as well (Corea, 1971b). But Sri Lanka was an exception
where GDP growth of 4.5 was achieved with an extremely low import
growth of 0.8 per annum in the 1960s.



Table - 3.7

Average Annual Growth Rates of Selected Asian Countries

1960-1969
Country GDP Population | Per Exports | Imports Coefficient of
capita foreign trade
GDP dependency
(d)
Korea 8.4 2.7 5.6 29.1 23.1 30
Taiwan 10.0 3.1 6.8 240 17.8 42
Thailand 7.8 3.1 4.6 10.0 11.9 38
Malaysia 5.9 3.1 46 5.0 37 83
(a)
Pakistan 5.6 2.1 3.4 6.3 7.8 16
Philippines 46 35 1.1 6.3 7.8 37
Sri Lanka 45 2.4 2.1 -14 0.8 53
(c)
India 33 25 0.8 38 25 10
Indonesia 26 24 0.2 1.1 44 22
Burma (b) 1.3 2.1 0.7 -56 -3.5 32

Source: Corea (1971b), Ceylon in the sixties.

Note: (a) 1960-66; (b) 1960-67; (c) 1960-69, (d) The sum of exports and imports of goods and
services as a percentage of GDP.
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The increase in production in the domestic sectors such as agriculture,
industry and construction explains why Sri Lanka was able, particularly in
the latter part of the 1960s, to accelerate the rate of growth despite a
negative growth in export earnings. This trend was in contrast to the
situation that prevailed from the colonial time where the growth of GDP was
largely determined by the fortunes of the export earnings of traditional
exports — tea, rubber and coconut.

Table — 3.8 shows how industrial expansion that took place, particularly
after 1968 has brought about a substantial increase in both the value of
industrial products and employment opportunities. However, the overall
economic expansion during the 1960s fell short of what was needed in
terms of employment generation for the rapidly growing workforce which
surfaced due to the population explosion in the 1950s. In other words, a
high rate of overall economic growth does not always ensure a
corresponding rate of employment growth. For example, while the share of
manufacturing of GDP increased from about 6 per cent in 1963 to 10 per
cent in 1972, the share of employment in that sector increased only from
9.2 per cent to 9.6 per cent during this period, and the level of
unemployment was on the increase in the 1960s (Corea, 1971a).

During this regime also incentives offered to industrialists to promote
investment in plant and machinery continued. This resulted in increasing
capital intensity further in IS Industries. As a result, IS industries generated
a lesser amount of employment. Hence, ISI did little to relieve the
unemployment problem from the initial period (Athukorala, 1986). The data
in Table- 3.8 reveal that industries even in the partially liberalised period

also operated with lesser capacity utilisation (see table 3.8).
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Table - 3.8

Production, Employment and Capacity Utilisation of Industry

(1962 - 1976)

Year Value of production Employment Capacity
(Rs. Million) utilisation
(percentage)
1961 332 6300 -
1962 388 14930 -
1963 432 26304 -
1964 537 34222 -
1965 847 56835 -
1966 850 61418 -
1967 954 73955 -
1968 1398 101348 67
1969 1626 103276 65
1970 1945 108105 66
1971 2239 110191 64
1972 2441 123986 64
1973 2758 105715 60
1974 4099 96668 61
1975 5555 107544 63
1976 6061 113463 64

Source: Karunatilake, H.N.S. (1987), The Economy of Sri Lanka.
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Although in the years such as 1968 and 1969 where full raw materials and
intermediate input requirements were available, capacity utilisation
remained at a level around 65 per cent. This partly proved the fact that I1SI
industries were more capital intensive and generated a limited level of
employment (see Table — 3.8).

In the literature, the liberalisation introduced in this period, was considered
partial or half-hearted and it could not bring about any long-lasting
restructuring of the economy. This regime’s failure to take the economy
forward more vigorously in the direction of a more open and market
oriented development policy was attributed to the lack of political
determination because of the government’s suspicion of arousing strong
anti-government agitation against such a level of reforms (Athukorala and
Jayasuriya, 1994; 16). In Gunatilleke’s view (2000: 143), the government
probably waited for the return to power at the next election in 1970 with a
larger majority and a full endorsement of its policies before making some of
the harder economic decisions.

As a whole, however, the second phase of the IS industrialisation (1965-
69) showed better progress than the first phase (1960-64) in terms of both
growth in industrial output and employment. The better performance of the
manufacturing industry in the second stage of the IS industrialisation can
be attributed mainly to the extent of success of removing some of the

supply side limitations by following more liberal economic policies.
3.4.3 Third Phase of the ISI (1970 - 1977)

The 1965-70 regime could not get a fresh mandate at the 1970 election to
go ahead with its unfinished liberalisation agenda. The radical left-wing
coalition led by Sri Lanka Freedom Party (SLFP) comprising two major
Marxist parties, with a vision of establishing a socialist society, was elected
to power with a two-third majority of the parliament in 1970.
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This United Left Front (ULF) government took action immediately to
reverse the 1965-70 trend towards partial liberalisation, thinking that the
liberalisation efforts of the former government was a ‘wasteful’ experiment
which squandered valuable foreign exchange on non-essential imports
(Rajapathirana, 1988: 1146).

Consequently, the new government returned to a stringent ISI strategy with
greater direct government involvement than the 1960-64 regime.
Imposition of rigorous controls and establishing high tariff and non-tariff
barriers were attributes of this regime. For example, the nominal tariff
reached the high water mark of 500 per cent on some imports.
Furthermore, under protection and price controls, rent seeking and directly
unproductive lobbying activities became widespread (Karunaratne, 2000).

However, from the government’s point of view such a hurriedly tightening of
control on imports and exchange payments was needed to face the critical
balance of payments situation that the government faced at the beginning
of its regime in 1970. Yet, the new government continued some of the
major policies followed by the outgoing regime. For instance, the new
government continued the dual exchange rate system introduced by the
outgoing government. Also, deviating from its earlier practice during the
period 1960-64 the new government began to maintain good relations with

multilateral agencies in seeking for foreign aid.

The Five-year Plan 1972-76 was the major document that presented the
development policy framework that was expected to be followed by the new
government. The immediate social objective of the Plan was to provide

employment (Five Year Plan, 1972: 2).
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The other major document, the Report of the ILO Mission on Employment
issued in 1971, also influenced the government to move in the direction of
redistribution of income and correcting the mismatch believed to be created
by the existing education system for reduction in the high level of
unemployment (Gunatilleke, 2000: 145) The Five-year Plan stated that the
present unemployment situation was a direct reflection of past investment
policies which almost totally ignored the need for creating employment,
primarily because of employing more capital intensive modes of production
by both public and private sectors (ibid, 1972: 5). Consequently, the Five
Year Plan, among other things, placed more emphasis on promoting labour

intensive industries with a view to create more employment opportunities.

However, at the same time, the Five Year Plan basically gave high priority
to the establishment of several large-scale basic industries under state
ownership. The government particularly wanted to promote heavy public
sector basic industries to produce inputs for other industries, essentially
with the view to save foreign exchange. Even though the predominant
development effort fell within the IS| strategy framework, export promotion
strategies initiated in the second half of the 1960s continued to have a
place in the 1970-77 policy agenda as well. The importance of Foreign
Direct Investment (FDI) too was acknowledged in the five-year plan by
recognising opportunities such as capital contribution, new technologies,
modern managerial skills, and export outlets to be acquired through foreign
investors (ibid, 1972: 95).

Conversely, the macroeconomic assumptions on which the Five Year Plan
was based were largely hamstrung by three major global shocks in the first
few years of this regime; the international monetary crisis, first oil crisis,
and the world food crisis. These global and domestic crises forced the
government to move further in the direction of redistribution and the
expansion of the public enterprises (Gunatilleke, 2000). Consequently, the
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government introduced a large-scale programme of land reform in 1972,
essentially in response to the youth insurrection which took place in 1971.

Then, foreign owned plantations were nationalised in 1975. Besides, the
enacting of the Business Undertakings Acquisition Act (1971) empowered
the government to acquire private businesses. The enacting of the
Termination of Employment Act (1971) prevented employers from
retrenching workers without the prior sanction of the Labour Commissioner.
The government enforced a large number of restrictions on exchange
transactions under the Exchange Control Act of 1971. These steps were
obviously not congenial for b