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Abstract

A numerical model was developed to improve the stdading of the long-term
morphological evolution of tidal embayments. Morfggical change was
simulated as a result of the interactions betwsginddynamics, sediment
transport, and the evolving topography. Numerigaugations indicate that these
morphodynamic interactions can lead to the intgiatf tidal channels and

potentially give rise to large scale channel pattivelopment.

The tidal range and the depth of the initially usachelized tidal basin determined
the time scale over which the channel network dged. Channels and intertidal
areas rapidly formed when the basin was shallowtla@didal range large. For a
large tidal range and a deep tidal basin, the fidal imported large volumes of
sediment. The large water depths inhibited the &iton of channels and the
imported sediment formed a flood-tidal delta. Tlo®d-tidal delta grew and
became shallower over time until it became incisgdhannels. Ultimately, a
complete channel network developed. Changes imtitphology of a deep basin
were slowed down when the tidal range was smalitaa@hannel network then
remained underdeveloped over long time scaleshalsimulated morphologies,
with different combinations of the tidal range atepth of the basin, evolved
toward a state of less morphodynamic activity abidioed a hypsometry which

resembles those of natural systems.

Basins with well-developed channel networks wertus explore the response
of tidal embayments to sea level rise. During seallrise, the intertidal geometry
adjusted to the changing environmental forcing doots. Tidal channels became
larger and more widely-spaced and expanded landierduse of headward
erosion. This landward shift of the channel netweak be accompanied by a
change in the asymmetry between the flood andidabdurrents. Sea level rise
can even lead to a transition from exporting toonipg sediment. These findings
indicate that morphodynamic interactions need tmbkided in the study of sea

level rise impacts on tidal systems.



The morphodynamic model was extended to accourth®mteractions between
mangroves and physical processes. Mangroves affegtirodynamics and
sediment dynamics in a variety of ways. In turrgrieglynamic conditions
controlled the colonization, growth, and dying cimgroves. Mangroves
influenced channel network evolution by enhanchegliranching of channels
because the extra flow resistance in mangrovet®d¥sve flow concentration
and thus sediment erosion in between vegetated.&@eathe other hand,
mangroves hindered the landward expansion of clianinéen the sea level was
rising, mangroves increased the ability of areasamtain an elevation above
mid tide. Channel network expansion, induced byrigein sea level, occurred
differently when mangroves were present becausehimelered both the

branching and headward erosion of the expandingreisa.
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Chapter 1

I ntroduction

1.1 Resear ch objective and relevance

Tidal embayments are complex environments at tidary between land and
sea. These tidal systems can be found along matsy/gfahe world’s coastline
(see for example Dronkers (2005)) and are of geaial, economical, and
ecological importance. Human populations are irgirggly concentrated near
coasts (Cohen et al., 1997) and tidal embaymeatsfdey importance to coastal
communities since they offer ideal settings forloairs and because they are used
as transport routes. From an ecological perspedtded embayments provide
essential ecological functions, including nutriprdduction, nutrient cycling,
decomposition, and habitats for many vegetatioegygind benthic organisms
(Levin et al., 2001). Moreover, tidal embaymentyseas nursery grounds for
recreationally and commercially important fish (ireet al., 2001). Fringing
ecosystems such as salt marshes and mangrovesfpreside a further benefit by
buffering inland development from the full forcein€oming storm surges
(Mazda et al., 2006; Koch et al., 2009).

Unfortunately, tidal embayments are also very smesio environmental

changes, both anthropogenic and natural. Humasymes on earth’s
environmental systems are increasing (Vitousek £1997) and sea level rise, for
example, is one of the major outcomes of an antdgepically-driven shifting
climate which will have a strong impact on tidas®&ms. This change in sea level
will impact the tidal environment by changing tihemdation regime, but also by
modifying the tidal prism, which feeds back intaolyes of the sea bed
topography. Modification of this morphology in tunot only changes the tidal
currents, but also changes the structure of theipalycontrols on ecosystems,
and thus will have serious economical and ecoldgigglications. Our ability to
manage tidal embayments successfully and mairttaintalue hinges on our
knowledge of the system. The morphological behavoddidal embayments,
however, is very complex because of the varietyoaitrolling and not fully



understood processes that shape the feedbacks lehttko morphological
change. Therefore the main objective of this redes to improve the
understanding of tidal embayment evolution drivgrbbth physical and

biological processes.

Many previous studies have elucidated the impogari¢he interactions between
hydrodynamics, sediment transport, and the evoltopggraphy in driving the
morphological evolution of tidal embayments (e.gh@&telaars and de Swart,
1999; Hibma et al., 2003; D’Alpaos et al., 2005;rdano et al., 2005; van der
Wegen and Roelvink, 2008; van der Wegen et al.828@fanon et al., 2010).
These morphodynamic interactions (Fig. 1.1a) gise to the emergence of
various landform patterns and fascinating morphiclidehaviour (Coco and
Murray, 2007) and thus need to be incorporatetienstudy of the evolution of
tidal environments. In recent years, the biology bacome recognized as an
additional fundamental factor in shaping environtakgystems (Murray et al.,
2008; Reinhardt et al., 2010) and the effects gbmal-biological interactions on
the morphological evolution of tidal landscapeséhalso been explored over a
range of spatial and temporal scales (e.g. Motra. £2002; van de Koppel,
2005; D’Alpaos et al., 2006; D’Alpaos et al., 200Kawan and Murray, 2007;
Temmerman et al., 2007; Mariotti and FagherazzZip2Marani et al., 2010).
When biology is present, the complexity of the egsincreases because of the
extra interactions and feedback mechanisms (Fidp)1.

In tropical and subtropical regions, a dominang lial controlling tidal
embayment dynamics is played by mangroves. Mangrake halophytic (salt-
tolerant) plants comprising many different spe¢iesmlinson, 1986). They occur
in sheltered tidal environments and can grow oargty of substrates. The
habitat of mangroves is restricted to a specifgeaof bed elevations with
characteristic hydrodynamic conditions (Kraussl.e2808). In turn, mangroves
affect both hydrodynamic and sediment transportgsses (e.g. Mazda et al.,
2005; Quartel et al., 2007; van Santen et al., p86d thus play a role in
determining the bed elevation so that a coupleaighitbiological system arises.
In this research the effects of tAgicennia marinaon morphological evolution

are explored. ThAvicennia marinds a mangrove species which occurs in both



hemispheres (Duke, 1990) and also extends its ratgeooler warm-temperate

climates.
a Sediment
| Hydrodynamics | Dynamics
| Morphology |
b Sediment
Hydrodynamics (S Dynamics

k4
| Momhoogy || Bioogy |

Figure 1.1. Schematized diagram of the (a) morphadhyc and (b)

biomorphodynamic feedback cycle. Biology affectsphology via feedbacks
between biology and hydrodynamics and/or sedimgmduahics.

1.2 Approach and research questions

Tidal embayments evolve over timescales ranging fdtecades to millennia.
Process-based measurement or mapping studieseaeéotie not ideal for
investigating the evolution of these environme@@nversely, mathematical
modelling provides an approach to study tidal emiyts which can, with the
appropriate assumptions, operate over long timescklere a numerical model is
developed which accounts for the complex interastioetween physical and
biological processes and is capable of simulatiegdng-term morphological
evolution of tidal embayments. The model is useexlore this evolution under
a range of forcing and environmental conditionswitte purpose of obtaining
answers to the following research questions:



1. How do tidal range and initial bathymetry affea tinorphological
evolution of tidal embayments?

2. How do tidal embayments respond to sea level rise?

3. How do mangroves affect the morphological evolutbtidal

embayments?

Answering these research questions contributesttiir® the overall aim of this

research to improve our understanding of tidal gt evolution.

1.3 Thesisoutline

This thesis describes the development and apmlitafi a numerical model
capable of simulating tidal embayment evolutione Tiesis is presented as four
working chapters, each including its own introdactvhich gives an overview of
relevant literature and sets the context for tiselte presented. Each chapter
represents a separate aspect to the modelling, stutthyits own methodology,
analysis of model simulations, and results. As stlahfour working chapters are

intended to stand alone as separate studies datad¢heme.

In Chapter 2, the development of the numerical rmisdgescribed which is
capable of simulating morphological change as altres$ the interactions
between hydrodynamics, sediment transport, anédvblring topography. Long-
term morphological evolution of a tidal embaymemdl associated changes in
hydrodynamic conditions are discussed. Furthermeosensitivity analysis is
presented to show how model outcome is dependachamges to the initial set
up. Chapter 2 has been accepted for publicatidineiAustralian Journal of Civil

Engineering”.

In Chapter 3, model simulations that show how trdalge and initial bathymetry
influence the evolution of tidal basins and contha type of channel network that

develops are discussed.

In Chapter 4, the model is used to explore thearesp of tidal embayments to sea

level rise.



In Chapter 5, it is explained how the interactibeveen mangroves and physical
processes are incorporated into the numerical mdttadel results are analyzed

with regard to the influence of mangroves on tiennel network evolution.

In Chapter 6, the findings of previous chapterssamamarized and potential
directions of future research are discussed.

In addition, a paper on the use of neural netwtokaodel sediment transport,
that | completed and was accepted for publicatidtNionlinear Processes in
Geophysics” during the development of the thesiprésented in Appendix A.
Although this work does not contribute directlythe theme of the thesis, it
indicates that neural networks can be used to ivgppoedictions of sediment
dynamics, which is one of the key ingredients ithbibe morphodynamic and the
biomorphodynamic feedback loop (Fig. 1.1).



Chapter 2

A numerical model to ssimulate the for mation and subsequent

evolution of tidal channd networks

2.1 Introduction

Estuaries show a variety of distinctive geomorhapes and features that reflect
differences in environmental conditions, such adaggcal constraints,
hydrodynamic forcing (e.qg. tidal range, wave clig)asediment loads from the
catchment, and the presence and types of bothategeand benthic organisms.
These differences yield varying patterns of sedineeosion/deposition and
consequently determine the current shape of themgsaind its future evolution.
Understanding how estuarine morphologies evolvesutite influence of both
natural and anthropogenic drivers is of key impaséato coastal communities.
Not only are estuaries used as transport routesnwagetation such as mangrove
trees or salt marsh plants is present they alsagemne of the most biologically-
productive ecosystems of the planet (Mitsch ands€lot, 2007). These dynamic
ecosystems provide habitats for a variety of bendhganisms and nursery
grounds for fish (Levin et al., 2001). Therefomd term changes to the
morphology and ecology of estuaries can have seecanomic and social
implications. Moreover, salt marshes and mangrovests provide a further
benefit by protecting coastal cities against sewerather because they absorb the
force of incoming storm surges so that waves amcents are weaker when they
reach inland areas (Mazda et al., 2006; Koch £2@09).

So far, it has not been possible to accuratelyigrdae evolution of estuaries
because of the variety of governing processesah systems which are not yet
fully-understood. A numerical model, aimed at pradg quantitative predictions
of estuarine evolution, should account for the clexfeedback relationships
between hydrodynamics, sediment transport, biolagg, morphological change.
These so-called biomorphodynamic interactions laneady proved to be of
crucial importance in explaining the behaviour afigus environmental systems,

including aeolian dune landscapes (Baas, 2002)jduaatterns in river systems



(Murray and Paola, 2003), arctic landscapes (Daahah, 2008), and salt
marshes (D’Alpaos et al., 2007a; Kirwan and Mur2z807). A
biomorphodynamic estuarine model, which incorpa aieysical-biological
interactions over long timescales, could be usesinmlate the response of
estuaries to different scenarios of sediment sympglgetation type and density,
and sea level rise. Consequently, this type of ihedeald improve our
knowledge of estuarine evolution and provide thenftation for sound coastal
management decisions. However, before such a ¢ollygled estuarine numerical
model can be used to make reliable predictionsptbéel’s capability of
reproducing well-known morphological behaviour sfuarine systems must be
tested. An estuarine model should be capable aflaimg the formation and
subsequent evolution of tidal channel networks.séheetworks often exhibit
complex morphological patterns and affect bothsthert- and the long-term

evolution of the overall estuarine environment.

Despite their importance, observations of the fdimmaand evolution of channel
networks in tidal systems usually involve largetepand temporal scales so that
detailed studies are limited. Hughes et al. (2@0€jussed the rapid expansion of
tidal creeks onto an established marsh platforne. ddvelopment of the creeks is
reported to be the result of biological feedback®lving the dieback of
vegetation coupled with intense burrowing by cratzlucing a bare and
topographically depressed region beyond the chadresa toward which the
channel extends. Observations of channel formatioa tidal flat were described
by Temmerman et al. (2007) and it was shown thgétation played a crucial
role in the morphological evolution. Ginsberg aratifo (2004) used detailed
bathymetric data of an estuary along the Argentoest to describe changes in
the cross-sectional shape of channels and to deetateral migration rates of

the channels.

The use of laboratory experiments has also proviagdht into the initiation of
tidal channel networks. Stefanon et al. (2010)sththeir experiments with a
plane horizontal tidal flat and showed how the kesrd growth of initiated
channels and tributary addition drove expansiothefetwork and shaped the

intertidal morphology. Furthermore, a wide variefynumerical models have



been applied to the study of tidal channel networkiation. Schuttelaars and de
Swart (1999) demonstrate that channels and shoalsort tidal embayments
develop as a result of the positive feedback betvigal flow and the bottom.
They modelled the water motion by using the dep#raged shallow water
equations and assumed that sediment transporboniys because of diffusive
processes and bed slope effects. Their analysisaited that friction plays a key
role in the growth of bottom perturbations whichrgvadded onto a stable
equilibrium profile. Bottom friction caused the welty to become slightly smaller
above shoals and larger in the channels, causieg sediment flux from the
channels towards the shoals which resulted in tbety of bedforms. A
numerical model developed by D’Alpaos et al. (2006% used to show how the
evolution of a cross section of an initiated tidahnnel was driven by changes in
the tidal prism after the emergence of a marstigelat D’Alpaos et al. (2005)
simulated tidal network initiation and its progressheadward extension within
tidal flats by using a simplified hydrodynamic mbdad relationships describing
tidal channel characteristics. This model has lested against observations
made from an expanding tidal network within a sadtrsh in the Venice Lagoon
(D’Alpaos et al., 2007b) and it has been shown tifaimodel is capable of
reproducing key statistical properties of the obsémetwork. Di Silvio et al.
(2010) used a different technique and calculatllyi time-averaged sediment
concentrations to determine the long-term net pariof sediments. Deposition
and erosion depended on the difference betweeod¢hetime-averaged and local
equilibrium concentration. This two-dimensional rebdias capable of simulating

the formation of a channel network in a tidal lagoo

A different modelling approach to study channelvoek formation is provided

by the coupling of comprehensive hydrodynamic medeld commonly used
sediment transport formulations. Hibma et al. (93&ulated morphological
evolution by coupling the solution of the unsteaépth-averaged shallow water
equations with the sediment transport models deeeldy Engelund and Hansen
(1967) and van Rijn (1984). In their study, thexflmodule provided the flow
fields throughout one tidal cycle. Sediment tramspomputations were
performed for each phase of this tidal period. fithally-averaged sediment

transport field was used to compute bed level ceango facilitate the execution



of long-term simulations, these bathymetric changexe then increased linearly
over the morphological time step, which was detaediautomatically on the
basis of the Courant number for bed level pertimbat The model simulated the
formation of channel and shoal patterns in an etedjtide-dominated schematic
estuary. Marciano et al. (2005) used a similar rhtmsimulate the formation of
branching channel patterns in a short idealizethbdate model was capable of
reproducing geomorphic characteristics that faviolyraompared to field
observations. Van der Wegen et al. (2008) also wcted long-term
morphodynamic simulations and showed that initiathyp-patterned basins evolve
toward a state of less morphodynamic activity incklmorphologic developed
patterns are relatively stable. They, however, asdifferent technique to
overcome the problem related to the differencénme tscales over which
hydrodynamic and morphodynamic processes occurldedl changes, computed
every hydrodynamic time step, were multiplied watmorphological factor and
the updated bathymetry was used in the next hydradyc time step.
Dissanayake et al. (2009) applied the same techraqd used a schematized
model domain, with dimensions similar to the Amelamlet in the Dutch

Wadden Sea, to test the sensitivity of morpholddeaaviour to the initial inlet
width, direction and asymmetry of the tidal forcimgd the relative position of
the tidal basin with respect to the inlet. Cayo@201) developed a model which
is also capable of simulating long-term morpholag&volution. Different
modules for hydrodynamics, waves, sediment transaod bathymetry updates
were combined to determine the governing procdss® evolution of a tidal

inlet along the French Atlantic coast.

Here we follow the approach of coupling a comprehenhydrodynamic model
with the Engelund and Hansen (1967) sediment tahéprmula and applying a
technique to increase the rate of bed level chadgesnumerical model is used
to simulate the formation of complex tidal chanmetworks. This type of
morphodynamic model, which is capable of simulatimglong-term evolution of
tidal systems, has become increasingly populaedent years. These models are
developed by coupling different modules descrithgdrodynamics, sediment
dynamics, and bed elevation change and all thesmgses interact with each

other in a complex way. Because of the complexitsuch a fully-coupled model



our work will demonstrate the necessity of perforgna detailed sensitivity
analysis with the purpose of gaining insight ifite model response to changes in
the initial set up. We will describe the effecttié numerical scheme adopted,
hydrodynamic and morphological time steps, andainitathymetry on model
outcome. The long-term goal of the model we areslibging is to examine the
response of estuaries to different scenarios af@mwental conditions (e.g. sea

level rise) and the role of biological and physicééractions.

2.2 Model description and set-up

2.2.1 Model description

The numerical model developed and used throughdistudy simulates
morphological change as a result of the interastlmetween hydrodynamics,
sediment transport, and bed elevation change. Tdaehthus accounts for the
interactions related to the morphodynamic feedbbagg. Fluid flow is simulated
using ELCOM (Estuary and Lake Computer Model; Hadgeal., 2000) which is
a 3D hydrodynamic model based on the unsteady Re#ssaveraged Navier-
Stokes equations for incompressible flow usinghty@rostatic assumption and
closed by a turbulent closure scheme. We use a 88ehso that eventually the
model can be adjusted to account for a river imat associated density
differences. At this stage we include only a minimaumber of processes so that
model results are as transparent as possibleemmtks of Coriolis force, density
differences, wind, and waves are therefore neglediee continuity and the

momentum equations in this case read:

@+@+0—W:O, (2.1)
0z

ox oy

u ou.  ou. . ou_ _an 0°u d°u d°u
+W— = —g—L + + +

u—+v—+w v v v , 2.2
ot ox ody 0z ox Cox? Yoy* ‘o7 (22)
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whereu, v, andw are the velocity components in the horizomtal- and in the

verticalz-direction, respectively; = time; g = gravitational accelerationy, vy,
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ando, are eddy viscosity coefficients;is the water level and its evolution can be
described as:

n n
on,9 judz + 9 J'vdz =0, (2.4)
ot ox{ 2, ay\ 2,

whereh is the water depth. The solution grid uses rectlmgCartesian cells,
enabling the application of a simple, efficieniti@adifference/finite-volume
scheme on a staggered grid. In the vertical dinoeng&LCOM applies a z-
coordinate system. The numerical scheme for comgutie temporal evolution
of velocity is a semi-implicit solution of the gawveng equations using a hybrid
discretization of advective terms. ELCOM includgzraper description of the
flooding and drying of grid cells. A grid cell i®sidered to be dry only if the
total water depth at the cell center and at allfthe sides surrounding the cell
does not exceed zero. No mass flux is permittexidss the side of a grid cell
when this side is dry.

An analysis was performed which indicated that ropleof one tidal cycle is
sufficient to spin up the hydrodynamic model over simplified domains we are
using. The flow velocities computed every hydrodwi@atime-step during the
second tidal cycle were used to obtain instantasieediment transport rates
which were calculated according to the formula dtewed by Engelund and
Hansen (1967):

003U°

S ow = !
! \/ac 3A2 D5O

(2.5)

whereSow = sediment transport fluxj = magnitude of flow velocityC = Chézy
coefficient;A = relative densitygspw)/pw; ps = sediment density;, = water
density;Dso = median grain size. Slope-driven sediment trartsp@peis
incorporated in the model by following the approatkirwan and Murray
(2007):

S

slope

=ab, (2.6)
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wherea is a dimensional constant ahds the slope towards the neighboring grid
cell. Here slope-driven sediment transport onlyuosavherb exceeds 0.01.
Gradients in sediment transport rate yield bedllelanges due to conservation

of sediment mass:

(1_£p0%6_zb}+[68x +ai] =0, (2.7)
ot ) | ox oy

whereg,or = bed porosity (kept fixed and equal to 03)andS; are the total
sediment transport fluxes in the x- and y-directi@spectively. Equation (2.7) is
solved using the upwind scheme so that the tygksafetization is dependent on
the flow direction. Because of the evolving morguyl and the reversing flow
conditions associated to tides, the scheme is tadjus account for diverging and
converging flows. Different numerical schemes wasgessed and will be
discussed in the results section. All the modelglwhave been developed to
simulate long-term morphological evolution of tiggistems (e.g. Cayocca, 2001,
Hibma et al., 2003; Marciano et al., 2005; van\tkegen et al., 2008;
Dissanayake et al., 2009) apply a technique tole@ate bed level changes. In this
study we first integrated bed level changes overtatal cycle and then

multiplied these changes by a number of tidal /blefore morphological change
feeds back into the hydrodynamic model. We adoatearying morphodynamic
time-step and assumed that hydrodynamic conditiemsined constant until bed
level changes exceeded 10% (sensitivity of mod&damae to this number will be
described in the results section) of the local wdépth at high tide.

2.2.2 Model set-up

The initial topography covered an area of<xl¥7 km and was composed of an
offshore area, inlet, and basin (Fig. 2.1a). Besaions in the offshore area,
which extended 7 km seaward, increased from -8 timeaseaward boundary to -2
m at the entrance of the basin (Fig. 2.1b). Thehuffe area was separated from
the tidal basin by the presence of land regionswform impermeable and non-
erodible barriers. Within the basin, bed elevafiother increased towards +2 m
at the landward boundary and random perturbatidor.5 to +1.5 cm were added
to the bed level in this area. The model was fomid a semidiurnal sinusoidal
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tide and the tidal range was 2 m. Therefore, dunigf tide a large part of the
tidal basin remains dry (in contrast for exampléhniarciano et al. (2005) and
Dissanayake et al. (2009)) so that tidal chanretsexpand towards the shallow
areas in the upper part of the basin. A grid sfzZH060 m in both x- and y-direction
was used. The thickness of the horizontal layers kept at a uniform value of 40
cm. The hydrodynamic time-step was set to 2 minutekess stated otherwise.
The sediments had a mean grain size diameter dfin and a value of 65%s
has been used for the Chézy coefficient. Slopesdrsediment transport was

calculated usingr = 1.16x 10° m%s.
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Figure 2.1. (a) Plan view of the initial morphologsed throughout this study.
The morphology consists of an offshore area, ialed, tidal basin. Grey areas
represent land regions which form impermeable amwderodible barriers. (b)
Cross section of the initial morphology. Locatidrlee cross section is indicated

by the black line in (a).
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2.3 Results

The solution of the equation for conservation afisent mass (Eq. 2.7) is highly
dependent on the numerical scheme being used (gioalg 2008). Earlier
versions of the numerical solver applied centriiedénce techniques (both first-
order and higher-order) to solve the continuityaopn. A weakness of central
difference techniques is that these techniquebkalg to produce spurious
oscillations (Long et al., 2008). In our simulasethe use of central difference
schemes resulted in localized numerical instaeditvhich led to unrealistic
morphological evolution with the formation of clbgspaced ridges in the area
close to the inlet where the flow velocities arghhiConversely, the upwind
scheme was capable of producing oscillation-frad,therefore physically
plausible, solutions. The model results which Wwélpresented in the remainder of

this paper are all generated by applying the upwsticeme.

Distance (km)

Distance (km)

5 10 15 ) 5 10 15
Distance (km) Distance (km)

Figure 2.2. Simulation of tidal channel networknf@tion. Morphologies after (a)
5, (b) 30, (c) 80, and (d) 250 years.
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The numerical model was capable of simulating s&albathymetric evolution
(Fig. 2.2). Because of the shallow character otitted basin, large (of the order
of meters in the vertical direction) morphologichbnges occurred within the
first 5 years (Fig. 2.2a). Two deep channels rgpiéiveloped in the inlet of the
tidal system. During ebb-tide, large volumes ofiseht were transported
towards the offshore area where decelerating floaused sediment deposition.
Consequently, a large ebb-tidal delta formed wiextended more than 3 km
offshore after just ten years of evolution. In basin, small-scale channels
developed and intertidal areas emerged. In theviatlg decades (Fig. 2.2b-d) the
channels through the inlet continued to deeperreach a maximum depth of
about 9 m after 250 years (Fig. 2.2d). The ebb-tidta increased in size and the
tidal channels in the basin kept on branching. phigess of branching of the
channels ultimately resulted in the formation @baplex tidal channel network
(Fig. 2.2d).

012 F

0.0s

rms-deviation (m)

0.04

0 250 500 750 1000
Time (years)

Figure 2.3. Root-mean-square of the bed level obmbgtween successive years

computed over all grid cells in the basin as a tiancof time.
The long-term simulations of bathymetric change tidal embayment as

reported by van der Wegen et al. (2008) indicadé ¢nhergy dissipation decreases

over time and relatively stable morphologic patsezmolve. To explore this idea
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of a decrease in morphodynamic activity over tineecomputed the root-mean-
square of the bed level changes between succegsave over all the grid cells in
the basin (Fig. 2.3). As mentioned before, thaatidn of tidal channels within
the first few years caused large changes in theybegtry, resulting in relatively
large rms-deviation values. The root-mean-squatbheobathymetric changes
during the first year is 13 cm. Subsequently, neantiels form and existing
channels migrate, become wider and deeper, andlorbat the overall
morphological evolution occurs at a slower paceg.(Ei3). The rate, at which the
reduction in morphodynamic activity occurs, decesasver time. For the present
simulation, the tidal basin reaches a state in wthe morphodynamic activity is

relatively constant (Fig. 2.3).

The channel network forms as a result of feedbatk-actions between
hydrodynamics, sediment transport, and bed leuglyasting that the
hydrodynamic conditions change during morphologesadlution. With the
purpose of showing how the magnitude and the daect the flow change we
extracted flow fields during rising tide as complby the hydrodynamic model.
Figure 2.4a shows the velocity vectors over thegalnmorphology. The flow
pattern in the basin consists of two more or lgesnsetrical circulation cells and
the flow reaches a maximum value of about 1 m/® ©uhe small cross-
sectional area of the inlet at the beginning ofdineulation, the flow accelerates
strongly in this part of the domain (Fig. 2.4apWlacceleration leads to positive
gradients in sediment transport and thus sedinrestan. Erosion of the bed
causes an increase in the cross-sectional are&whiturn, reduces the flow
accelerations as can be observed in Figure 2.4bfdrmation of the channel
network affects the behaviour of the flow furthathwarge velocities occurring in
the channels and small velocities in the shalloyasr The channel network has a
strong control on the overall flow pattern andtive large-scale circulation cells,

which formed over the initial morphology (Fig. 2)4have disappeared.

16



Distance (km)

Distance (km)

Distance (ki)

Figure 2.4. Flow field during rising tide over ¢ag initial morphology and over
(b) the simulated morphology after 250 years. As@m both panels indicate
magnitude and direction of the flow. Scale of thewas is indicated in the left-

bottom corner. Velocity vectors are shown everthfgrid cell.
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Changes in the hydrodynamics during morphologicalgion have been further
analyzed in terms of tidal asymmetry. Asymmetrynsetn the flood and ebb tidal
currents is an important physical mechanism thfactd the long-term
morphological evolution by driving tidally-averagsediment transport (de Swart
and Zimmerman, 2009). Figure 2.5a shows time-sefiédal elevation and
velocity for the initial bathymetry obtained fogad cell located in the tidal basin
about 2.5 km in front of the centre of the coastigt. Because of the large-scale
flow pattern (Fig. 2.4a), the flow is highly asymimeal with flood currents
reaching a peak velocity of more than 0.80 m/sevtiie peak current during ebb
is about -0.25 m/s. The peak flood velocity oc@iteours after maximum
gradients in rising water levels are reached. Bnméation of channels and
intertidal areas alters the flow pattern (Fig. 2.dbd counteracts the dominance
of the flood current (Dronkers, 2005) such that matthe tidal asymmetry has
disappeared after 250 years (Fig 2.5b). The ebtecuhas even become slightly
stronger (-0.34 m/s) than the flood current (0.28)nPeak flood velocity now

coincides with the greatest steepness of risirg tid
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Figure 2.5. Time series of tidal elevation (blaakyl velocity perpendicular to the
coastline (red) for (a) the initial morphology &fij the simulated morphology
after 250 years. Time series represent two tidellesyand are obtained for a grid

cell located in the tidal basin about 2.5 km imfrof the centre of the inlet.
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Hydrodynamic models are sensitive to the time-atephich the computations
are being performed. ELCOM is unconditionally séafalr purely barotropic
flows (Hodges, 2000). However, the use of largerbggnamic time-steps
becomes problematic when the solution of ELCOMoigpted to sediment
transport and morphology modules, as in the prestedy. Figure 2.6 shows the
simulated morphology when a hydrodynamic time-stiefy minutes is used. It is
clear that, when this morphology is compared whith@dutcome of the simulation
performed with a hydrodynamic time-step of 2 misuteig. 2.2a), the use of a
large hydrodynamic time-step results in numerioatabilities. This stresses the
importance of carefully analyzing the outcome @ type of model which
couples hydrodynamics, sediment dynamics and mérgloal evolution. When
the flow field is not computed properly, which eetcase when the hydrodynamic
time-step is too large, unreliable small-scale leedl changes feed back into the
hydrodynamic computations which ultimately resnlfalse predictions of

morphological evolution.
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Figure 2.6. Simulated morphology after 5 yearsogedl for a comparison with

Fig. 2.2a) when the time-step of the hydrodynamodet is set to 4 minutes.

The long-term simulations carried out here wereertagdassuming that the
hydrodynamic conditions remain constant until bmcel changes exceed a certain
specified percentage of the local water depthgtt lide. Results presented so far
were produced by simulations for which this peragatwas set to 10, following
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the work by van der Wegen et al. (2008). In essehtepercentage defines the
morphological time-step (in contrast to the hydrmayic time step discussed in
the preceding paragraph) and to test the sengit¥inodel outcome to the value
of this parameter, we performed two extra simufegiby decreasing and
increasing the percentage to respectively 5 andib8lel results were analyzed
after 80 years (Fig. 2.7). Although differencesha detail of model outcome can
be detected, the general behaviour of the tidaeaysind the characteristics of the
channel network are comparable. Small morphologioad-steps force the
hydrodynamic conditions to be updated more frequebtit this also results in
additional computational effort. A good balanceeguired between capturing the
physical interactions leading to morphological adpand the computation time

needed to allow large-scale pattern development.

Distance (km)
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Figure 2.7. Simulated morphologies after 80 yealts\s for a comparison with
Fig. 2.2c) when the hydrodynamic conditions areiamsl to remain constant

until bed level changes exceed (a) 5% or (b) 15%®tocal water depth at high
tide.

20



To explore the effect of the initial bathymetry morphological change we
adjusted the initial bathymetry by adding one (Rig¢a) or two (Fig. 2.8c)
Gaussian-shaped humps with a height of 1.0 m dretswrface bottom. The top
of the Gaussian humps lies between a bed elevatigh30 and -0.25 m. The
humps affect the flow field which then affects #egliment transport and
bathymetric evolution. Channels and intertidal aneich develop occur
therefore at different locations (Figs. 2.8b andTdie humps migrate, the shapes
of the humps change, and the height decreases.t@werthe humps disappear
and ultimately the humps do not control the foroaf the channel network
pattern.

Distance (ki)

Distance (ki)

’ Distance (LDm) " Distance (km)
Figure 2.8. (a) Initial bathymetry onto which ongmp is added and (b) its
corresponding morphology after 30 years (allowsafeomparison with Fig.
2.2b). (c) Initial bathymetry onto which two bumgr® added and (d) its

corresponding morphology after 30 years.
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2.4 Conclusions

A model is presented which simulates morphologeezalution by coupling
hydrodynamics, sediment transport, and bed levahgé. Long-term simulations
are performed by assuming that the hydrodynamiditions remain constant
unless significant changes in the bathymetry haeeiwed. The model simulates
the formation of complex tidal channel networks e®time, morphodynamic
activity reduces and changes in hydrodynamic canditoccur as a result of
morphological evolution. The formation of tidal cimels and intertidal areas
affects both the large scale flow patterns as asthe asymmetry between flood-
and ebb-tidal currents. Additional model simulasi@avealed that model
performance is highly dependent on the numeridaise used to solve the
sediment continuity equation and the time-step tatbm the hydrodynamic
model. Conversely, changes to the morphologicag-t&tep or initial bathymetry
influence only the details of the model outcome.(the location of channels and
intertidal areas), but do not affect the overalireltteristics of the channel

network that develops.
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Chapter 3

Modelling the effects of tidal range and initial bathymetry on the

mor phological evolution of tidal embayments

3.1 Introduction

Tidal embayments host a wide variety of landscapéures and morphological
patterns with tidal channel networks arguably béiegmost striking example
(Fig. 3.1a). These channel networks have a stronga on the hydrodynamics
and sediment transport and affect therefore balshiort- and long-term
morphological evolution of tidal environments (Dkens, 2005). Tidal
environments are amongst the most productive etayagsin the world (Mitsch
and Gosselink, 2007) and understanding their belbavias become increasingly
important, especially in the context of climate i@ Because of the influential
character of channel networks, numerous studigs $ehuttelaars and de Swart,
1999; Hibma et al., 2003; Marciano et al., 2005 gdar Wegen and Roelvink,
2008; Stefanon et al., 2010) have been performadhwibcus on their initial
formation and subsequent evolution. Obtaining oke&ns of channel network
formation is a daunting task because of the lapgéia and temporal scales
involved. Alternative approaches to study the dyiearrelated to channel
networks have then also been found in the usebof#dory studies and numerical

models.

Laboratory experiments have been conducted to exih@ dynamics of single
tidal channels (Tambroni et al., 2005) as wellhasinitiation of complete tidal
networks and their progressive morphodynamic eiaiwtarting from a plane
horizontal tidal flat (Stefanon et al., 2010). e tlatter experiment it was shown
that headward growth of the initiated channelstaibdtary addition drove
expansion of the network and shaped the intertidabhology. Many examples
exist of numerical modelling studies, such as e af stability analysis to focus
on the initial formation of channels and shoalsh{#telaars and de Swart, 1999),
the application of simplified hydrodynamic modetslaelationships describing

tidal channel characteristics to simulate the fdiomeof tidal networks within
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tidal flats (D’Alpaos et al., 2005; D’Alpaos et,a@007b), and the development of
models in which deposition and erosion rates depenthe difference between
the local time-averaged and local equilibrium sestitrconcentration to reproduce
the formation of a channel network in a tidal lagqbi Silvio et al., 2010). A
different modelling approach to study channel nekWdormation was adopted by
Marciano et al. (2005) who simulated morpholog®adlution by coupling the
solution of the unsteady depth-averaged shallovemeduations with a sediment
transport module based on the formulation of Enggtland Hansen (1967). The
model simulated the evolution of branching chamaglerns in a short idealised
basin. Similar type of models have also been usethulate channel and shoal
patterns in elongated tide-dominated schematimbdslibma et al., 2003; van
der Wegen and Roelvink, 2008; van der Wegen e2@08).

Figure 3.1. Aerial view of a (a) well developed §B&n d’Arcachon, France) and
(b) underdeveloped (Shinnecock Inlet, USA) tidadrel network.
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Laboratory experiments and the wide variety of nlodgstudies have provided
useful insight into the processes governing chaneglork formation and have
highlighted the importance of the interactions kewhydrodynamics, sediment
transport, and the evolving morphology. Tidal basmnatural systems, however,
do not always exhibit extensive tidal channel neksoln some tidal basins a
channel network is even absent and a flood-tidéh de present (Fig. 3.1b). Large
intertidal areas, often providing important ecotagihabitats, are also missing in
such basins. Moreover, the presence of a flood-tielta affects the dynamics of
currents and the location of deep channels by obhiniy large scale flow patterns
and, as such, has implications for navigation &esrand man-made structures. It
is thus of both practical and theoretical intetesinderstand what environmental
conditions lead to the formation of either exteasihannel networks or flood-
tidal deltas. Here we use the numerical model ptesein Chapter 2 to show how
tidal range and initial bathymetry influence thadeterm evolution of tidal basins

and ultimately control the type of observed chamatlvork that eventuates.

3.2 Numerical modelling

3.2.1 Model description

The numerical model used throughout this study Etea morphological change
as a result of the interactions between hydrodyosnsediment transport, and the
evolving morphology. To summarise Chapter 2, we lieltow the approach of
coupling a comprehensive hydrodynamic model withEngelund and Hansen
(1967) formula. Hydrodynamic computations were @ernfed using ELCOM
(Estuary and Lake Computer Model; Hodges et aDP20This is a 3D-model
based on the unsteady Reynolds-averaged NavieeStxjuations. The equations
are solved on a rectangular grid and ELCOM appalizscoordinate system in the
vertical dimension. We neglected influences of Glagiforce, density differences,

wind, and waves.

Flow velocities, computed every hydrodynamic tinlepswere used to obtain
instantaneous sediment transport rates (EngelushéHansen, 1967):
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whereSw is the sediment transport flu, is the magnitude of flow velocitg is
the gravitational acceleratio@,is the Chézy coefficiendy is the relative density
(ps-pw)lpw, ps 1S the sediment density,, is the water density, aridk, is the

median grain size. Following the approach of Kirvaaud Murray (2007), slope-

driven sediment transpd®opeiS incorporated in the model as:

S

slope

=ab, (3.2)

whereais a dimensional constant {s) andb is the slope towards the
neighboring grid cell. Here slope-driven sedimeansport does not occur when
is below 0.01. Gradients in sediment transport datee bed level changes
according to:

(1-£por)(a—z‘°j+[ai+ai]:o, (3.3)
a ) | ax  ay

whereg, is the bed porosity (kept fixed and equal to (54andS, are the total
sediment transport fluxes in the x- and y-directi@spectively. Bed level
changes were integrated over one tidal cycle ag thultiplied by a number of
tidal cycles before morphological change feeds liaickthe hydrodynamic
model. In this study we assumed that hydrodynamwmaitions remained constant
until bed level changes exceeded 10% of the loeaémdepth at high tide. We
adopted thus a varying morphodynamic time-step vhllowed us to reduce

numerical effort and facilitates the executionaid-term simulations.

3.2.2 Model set-up

Numerical simulations were undertaken using idedligitial bathymetries (Fig.
3.2). The initial topographies were composed obffshore area, inlet, and basin
and covered a total area of #7 km. Land regions, which form impermeable
and non-erodible barriers, separated the offsh@a faom the tidal basin. The

bed level in the tidal basin was disturbed by rang®rturbations of -1.5 to +1.5
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cm. Initial bathymetric conditions were varied @mrhs of the initial depth of the
tidal basin which amounted to 2, 4, and 6 m (Fig).3The model was forced with
a semidiurnal tide. Simulations were performed wlifferent combinations of
initial depth and tidal range. The grid size amedrtb 100 m in both x- and y-
direction. The thickness of the horizontal layeeswget to a uniform value of 40
cm. The hydrodynamic time-step was set to 2 mintitee mean grain size
diameter of the sediments was 0.12 mm and a vdl68 of”/s was used for the
Chézy coefficient. Slope-driven sediment transp@$ calculated using=1.16

x 10° m?/s.
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Figure 3.2. Plan view of the initial morphologiesed throughout this study. The
initial depth of the tidal basin amounted to (ajt®,4, and (c) 6 m. Grey areas
represent land regions which form impermeable amwderodible barriers. (d)
Cross sections of the initial morphologies. Locasiof the cross sections are
indicated by the black lines in (a), (b), and (c).
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3.3 Results

Model results indicate that morphodynamic intexatdican cause channel
initiation and give rise to pattern developmengure 3.3 shows simulated
morphologies after 1000 years for different combores of the basin’s initial
depth and tidal range. A large variability in moopdgy can be observed,
indicative of the crucial role that initial bathytneand tidal conditions play in the
large scale evolution of tidal embayments. Thelljieaveraged residual flow
pattern over the initial bathymetry with a depti2ah and for tidal range of 2 m
Is shown by Figure 3.4a. The flow in the basin ¢sted of two more or less
symmetrical circulation cells with a strong landdairected flow in the centre of
the basin and a strong seaward directed flow ¢o$iee barrier islands. The
corresponding tidally-averaged residual sedimemtsjport pattern (Fig. 3.5a)
suggests a morphodynamically-active situation Véthe gradients in sediment
transport rates. Large (of the order of metersienvertical direction) bathymetric
changes then also occurred within the first fewy@® morphological evolution
(Fig. 3.6a). Two deep channels rapidly developethéninlet (area between the
barrier islands) of the tidal system. During elatefilarge volumes of sediment
were transported towards the offshore area whereleating flows caused
sediment deposition. Consequently, a large ebl-dieléa formed which, after 5
years, extended already about 3 km offshore. Duhiadirst 5 years of
morphological evolution, the tidal basin experiaheenet sediment import (solid
red line in Fig. 3.7). The sediment transported the basin originated from the
inlet where accelerating flows caused scourindnef¢ediment (Fig. 3.5a). In the
basin, small scale channels developed and inteeréas emerged. During
subsequent morphological evolution (Fig. 3.6b-@&) ¢hannels through the inlet
continued to deepen and reached a maximum deibooit 10 m after 1000
years. The ebb-tidal delta increased in size andrhe highly asymmetrical. The
tidal channels in the basin continued to brangbroaess that ultimately resulted
in the formation of a complex tidal channel networke formation of channels
and intertidal areas affects tidal asymmetry witakies tidally-averaged
sediment transport (de Swart and Zimmerman, 2Q@8Yye intertidal areas
favour ebb-dominant sediment transport (Friedrexd Aubrey, 1988; Dronkers,
2005). The development of the channel network Wwas tlso accompanied by a

transition from sediment import to sediment exgbit). 3.7). Large scale
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bathymetric changes adapted the hypsometry oidheldasin and the
hypsometric curve after 1000 years (black stafegn3.8) resembles those of
natural systems (see for example Fig. 4 in Marcetrad. (2005)). Furthermore,
the overall flow pattern has changed after 1000syaad a strong reduction in
both the tidally-averaged residual flow and sedimieamsport has occurred (Figs.
3.4b and 3.5b).
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Figure 3.3. Simulated morphologies after 1000 yé&ardifferent combinations of

the basin’s initial depth and tidal range.
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Figure 3.5. Tidally-averaged residual sedimentdpant patterns over the initial
morphologies for the area around the inlet wherth@Yidal range (TR) is 2 m
and the basin’s initial depth (ID) is 2 m, (c) TReRand ID=6 m, (e) TR=3 m and
ID=6 m, and (g) TR=1 m and ID=6 m. Subplots (b), (8, and (h) show the
corresponding sediment transport patterns ovesithalated morphologies after
1000 years.
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Figure 3.6. Simulation of morphological evolutiar & tidal range of 2 m and an
initial depth of the basin of 2 m. Morphologieseafta) 5, (b) 30, (c) 80, and (d)
250 years.

When the initial depth of the basin was increasel tn (while the tidal range was
kept at 2 m; similar to the case previously dised¥sthe morphology of the tidal
system evolves differently (Fig. 3.9). The scourifighe inlet and the import of
sediment occurred at a slower pace (Fig. 3.5c atteédlred line in Fig. 3.7).

Also, because of the large water depths, the iredaediment formed an
unchannelized flood-tidal delta. Over time, theofletidal delta expanded
landward and built up vertically and eventually &@e incised by channels.
Simultaneously, small scale channels initiatecheaghallow area in the upper part
of the basin. After 1000 years the initial formatiof channels can be detected. A
net sediment import occurred continuously throughiois period of
morphological evolution (Fig. 3.7) and the bed lamdhe inlet reached a
maximum depth of more than 16 m. However, inteltztaas dissected by

channels still had not formed after 1000 years. Aypsometric curve for the
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basin after 1000 years (blue stars in Fig. 3.8) midicates that the channel
network and intertidal areas were still underdepetb The tidal basin continued
to gain sediment and currents redistributed sedirnem the deep areas to the
shallow areas, ultimately resulting in the formata intertidal areas and a
complete tidal channel network (see Fig. 3.9d &edhtypsometric curve

represented by the grey triangles in Fig. 3.8).
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Figure 3.7. Changes in sediment volume within th&i Import (positive
numbers) of sediment to and export from (negativalvers) the tidal basin vary

for different combinations of the basin’s initis¢mth and tidal range.

In the case of a tidal basin with an initial deptl® m, an increase in tidal range
to 3 m resulted in enhanced tidal flow (Fig. 3.4edl flow acceleration through
the inlet associated to the increase in tidal priBhe import of large volumes of
sediment (more than 7 millionafter just 200 years; dotted black line in Fig.
3.7) occurred therefore at the beginning of morpgielal evolution. The flood-
tidal delta, which formed in the basin, startetbésome channelized after 30
years. After 200 years, the volume of sedimentgrem the tidal basin remained
relatively constant and the sediment was mainlysteldduted within the basin
such that a complete channel network had develafted1000 years (Fig. 3.3).
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The hypsometric curve (green stars in Fig. 3.8pisparable to the curve
obtained for the simulated morphology generateel 4000 years with an initial
depth of 6 m and a tidal range of 2 m (grey triasyjl Decreasing the tidal range
to 1 m had the opposite effect. The ability of thierents to scour the sediment
from the inlet and transport it into the basin weduced (Fig. 3.5g and dotted
blue line in Fig. 3.7) and there is no sign of alennitiation after 1000 years
(Fig. 3.3). Large scale bathymetric changes angtatan in the hypsometry
were slowed down and the hypsometric curve assatiatthe simulated
bathymetry after 10000 years (red triangles in Big) indicates that the channel
network is still underdeveloped.
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Figure 3.8. Hypsometric curves for some of the $ated morphologies.

For the simulations considered here, the meanuakftbw reduced during
morphological evolution (Fig. 3.4) and the magnéwd the mean residual
sediment transport decreased by several ordersaghitaude (Fig. 3.5). The rate at
which sediment was transported to or from the baksio decreased over time
(Fig. 3.7). The tidal basins thus reached a condigon for which morphological
changes occurred at a slower pace. Dronkers (28$fB)ed equilibrium

conditions in terms of the relative intertidal aesal the amplitude-to-depth ratio

34



(a’h) and found that the two were positively related kére calculated the
relative intertidal area as the ratio of the intltt surface areA,; and the total
area inundated at high tide,.. The tidal amplitude was taken at the offshore
boundary andh was defined as the average water depth in theltadn relative

to mean water level. Figure 3.10 shows how thdiogighip betweer\,/Aw,: and
a/h changed over time and indicates that the morplydiegds to evolve such that
Aint/ Aot anda/h become equalini/Awt increases thus linearly witiih and the

ratio of the two approximates a value of 1 for tigkgly stable morphologies. For
the simulations with a large amplitude-to-depthorgfdin/Aw)/(@/h) is initially
smaller than 1 (Fig. 3.10aAi/Awt)/(a/h) increases during morphological
evolution because of the deepening of channeldhandevelopment of intertidal
areas. Basins with a large relative intertidal dr@#e a tendency towards ebb
dominance (Dronkers, 2005) and it is thereforeregigng to note that the
simulated basins which are exporting sediment 400 years are all associated
with a ratio Ain/Awi)/(a/h) above 1 (the numbers 1, 2, 4, 5, 7 in Figured.10
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Figure 3.9. Simulation of morphological evolutiar & tidal range of 2 m and an

initial depth of the basin of 6 m. Morphologieseafta) 60, (b) 1000, (c) 3000,
and (d) 10000 years.
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3.4 Discussion and conclusions

A number of simplifications concerning the desadptof hydrodynamic and
sediment transport processes have been made tlaitje development of the
model applied in the present study. The flow i®galidally-driven (no waves,
wind, or density-driven effects) and spring-nedpas have been ignored.
Furthermore, a simple sediment transport formutatadthough commonly
applied) which includes a single grain size diamatel only allows modeling of

non-cohesive sediment has been used. We includgdoninimum number of
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processes so that model results are as transer@assible and with the purpose
of gaining maximum insight into the role of initiaathymetry and tidal range on
the long-term evolution of tidal embayments. A ghalinitial basin and a large
tidal range allow the rapid formation of channeid antertidal areas. When the
basin is deeper, large tidal range conditionsifatd the transport of large
volumes of sediment into the basin. A flood-tideltd forms which becomes
channelized and a complete channel network evéptevelops. However, when
the tidal basin is deep and the tidal range sraaitie scale bathymetric changes
are slowed down and an underdeveloped channel neteimains present over

long time scales.

Both modelling (Schuttelaars and de Swart, 199€)experimental (Stefanon et
al., 2010) studies have shown that flow concermnaéind acceleration are key
factors in the formation and expansion of tidalrelels. Schuttelaars and de
Swart (1999) demonstrated that bottom friction eaube velocity to become
smaller above shoals and larger in the channelsjmog sediment to be
transported from the channels towards the showisgrise to a positive feedback
mechanism. Our simulations indicate that when Inotiaction is not affecting the
flow in deep tidal basins, the positive feedbaclchamism is not effective and
channels do not develop. Alternatively, a floodatidelta forms which grows and
becomes shallower over time until the effects dtfdio friction start to influence
flow velocities and determine preferential flow lp&tultimately causing channel

initiation.

Finally, changes in the basin’s initial depth aidéltrange affect the
morphological evolution in their own specific wdyor the simulations performed
here, an increase in the initial depth of the bdsies not only slow down the
morphological evolution, but also affects the hypstry of the evolving tidal
basin. A decrease in tidal range also delays thredtion of channels and
intertidal areas, but has got a smaller effecthenfinal hypsometry of the basin.
Despite different hypsometric characteristics tasits all reach a state of less
morphodynamic activity. A further decrease in ticlige would ultimately cease

the formation of a well-developed channel netwaré axtensive intertidal areas.
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Chapter 4

It isnot a bathtub: theresponse of tidal embaymentsto sea level

rise

4.1 Introduction

Global sea level rise is one of the major negativieomes of a shifting climate,
which impacts on both natural and human-modifiemsgstems by causing sandy
shoreline retreat (Pilkey and Cooper, 2004), tiss laf wetland areas in deltaic
systems (Blum and Roberts, 2009) and, most impibytazhanges to fragile
systems such as estuaries and tidal embaymenimudylh tidal environments are
amongst the most productive ecosystems in the wbtigch and Gosselink,
2007), they also represent one of the most vulhe/ironments where
valuable habitats can become threatened becassa dével rise (IPCC, 2002). A
major focus of climate adaptation studies is taltethe future morphology of

tidal systems and to evaluate potential lossesinitét area.

The impacts of sea level rise on estuaries antigildaayments are commonly
explored applying the so-called “bathtub” approable: sea level rises
instantaneously and the bottom surface (the “séaksedot allowed to change
(Jelgersma, 1994). The bathtub approach negleetethporal morphological
evolution of the system and uses present-day tapbdge data and projected water
levels to provide insight into the effects of seeell rise. This approach has been
widely-used and leads to predictions of dramatssés in habitable land,
ecosystem services, and endangered species (Millgnal., 1989; Daniels et al.,
1993; Najjar et al., 2000; Titus and Richman, 20Bé&sch, 2009). Slightly more
sophisticated models have also been developedahdie local accretion and/or
subsidence rates to predict changes in habitastggpe result of changes in
inundation or salinity. Specific case studies sgggeat sea level rise will have
severe consequences, ranging from population aesc{gg. shorebirds foraging
on intertidal areas (Galbraith et al., 2002)) tgéascale habitat destruction (e.g.
salt marshes (Craft et al., 2009)).
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Although accounting for accretion rates (often gdirstorical data (e.g. French,
2008)) is an improvement compared to the origimhtub approach, flow-
sediment-morphology interactions (the so-calledphodynamic feedback loop,
Fig. 1.1a) remain essentially neglected. Our stadicates that a full
understanding of the response of tidal embaymerged level rise can only be
achieved by focussing on such feedbacks. Morphadi;mmodels simulate
bathymetric change as the result of the continiurtiesaction between
hydrodynamics, sediment dynamics, and bed leveigdalrhese models,
therefore, have the ability to account for dynasgdimentary processes and give
rise to the positive and negative feedback mech@ishich occur in natural
systems. Numerical models based on morphodynarnmcipies have already
proven to be capable of explaining the formationaious landform patterns
(Coco and Murray, 2007). Over recent years, mauglbechniques have been
developed that allow also for long-term morphodyitasimulations of coastal
systems (Roelvink, 2006) and have been used to Intoeléormation of tidal
channel networks (Marciano et al., 2005). Here sesthis type of model,
introduced in Chapter 2, to quantify morphologiclaange in tidal embayments

during sea level rise.

4.2 Methods

The numerical model used throughout this study Etea morphological change
as a result of the interactions between hydrodyogsnsediment transport, and bed
elevation change. A detailed overview of model digwement can be found in
Chapter 2. To summarise, fluid flow is simulatethgEELCOM (Estuary and

Lake Computer Model; Hodges et al., 2000). This ehagbplies a rectangular

grid and a z-coordinate system in the vertical disnen. Influences of Coriolis
force, density differences, wind, and waves aramdtded in the model.

Every hydrodynamic time-step, the flow velocitiesre/used to obtain

instantaneous sediment transport rates. Thesecakn@lated using the Engelund
and Hansen (1967) formula:
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whereSw is the sediment transport flu, is the magnitude of flow velocitg is
the gravitational acceleratio@,is the Chézy coefficiendy is the relative density
(ps-pw)lpw, ps 1S the sediment density,, is the water density, aridk, is the
median grain size. The approach given in Kirwan ldiodray (2007) was used to

provide a slope-driven sediment transBidpe

S

slope

=ab, (4.2)

wherea is a dimensional constant ahds the slope towards the neighboring grid
cell. Here slope-driven sediment transport onlyussevherb exceeds 0.01. The
bed level changes due to gradients in the seditreamgport rate. Bed level

evolution was computed following:

(1— gporXa_zbj + [ﬁ + 6&] =0, (4.3
ot ox oy

whereg, is the bed porosity (kept fixed and equal to (54andS, are the total
sediment transport fluxes in the x- and y-directi@spectively. Bed level
changes were integrated over one tidal cycle agid ¢éxtrapolated over a number
of tidal cycles before hydrodynamic conditions wepelated. In this study we
adopted a varying morphodynamic time-step and asduhat hydrodynamic
conditions remained constant until significant asin the morphology (larger
than 10% of the local water depth at high tide) becurred.
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Figure 4.1. Initial morphology used throughout thtisdy. (a) Plan view of the
morphology consisting of an offshore area, inlat &dal basin. Grey areas
represent land regions which form impermeable amwderodible barriers. (b)
Cross section of the initial morphology. Locatidrtlee cross section is indicated

by the black line in (a).

Numerical simulations were undertaken using anliskg initial bathymetry. The
model domain covered an area ofXLT7 km and was composed of an offshore
area, inlet, and basin (Fig. 4.1). This initial ploology was also used as a starting
case in Chapter 2 (Fig. 2.1) and 3 (Fig. 3.2a). dffehore area was separated
from the tidal basin by the presence of land regjidimese regions formed
impermeable and non-erodible barriers. Random getions of -1.5 to +1.5 cm

were added to the bed level in the tidal basinedidiurnal tide was used to force
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the model. A grid size of 100 m in both x- and yedtion was applied. The
thickness of the horizontal layers was kept atifoum value of 40 cm. The
hydrodynamic time-step was set to 2 minutes. Tharsents had a mean grain
size diameter of 0.12 mm and a value of 65/mhas been used for the Chézy
coefficient. Slope-driven sediment transport wdstdated usingr = 1.16x 10°

m/s.

4.3 Results

Over long time scales, morphodynamic interacti@ssilit in the emergence of
fully developed tidal channel networks. Figure 4sBhaws a simulated
morphology after 400 years with a tidal range &frh. More “snapshots” of the
morphological evolution can be found in Figure 4.Bis bathymetry has then
been used to study the impact of an increase itesehat a rate of 5.6 mm/year
(within the range of sea level rise estimates (IPZID7)) for 200 years.
Applying the bathtub approach, which correspondsiging the mean water
level, provides a straightforward prediction ofutg bed elevations. Figure 4.2b
shows the expected bathymetry when this approdogimng followed. Intertidal
areas which were present before sea level risexqrected to become inundated
more regularly or will drown completely. As mentezhearlier, the bathtub
approach ignores morphological change driven bgeots redistributing the

sediment and modifying the landscape while thdeseal is rising.

To explore the relevance of morphological changg@réormed numerical
simulations under a gradual rise in sea level (#igc). Drastic differences can be
observed when model results are compared withdheylmetry predicted using
the bathtub approach (Fig. 4.2b), indicative ofithportance of erosion and
deposition processes occurring while the sea lesees. The ebb-tidal delta has
built up vertically and expanded a few hundred mseteaward. The increase in
tidal prism results in enhanced deepening of tlamohbls through the inlet. Tidal
channels in the basin migrate and expand landvadtetnating the topography of
the area which was previously dry (compare blacgdiin Figs. 4.2b and c).
While the sea level is rising, intertidal areasuatfoward sustaining their relative
elevation. Nonetheless, the size, shape, and éwcafithe intertidal areas have

changed. Even when sea level rise stops, the respadrihe morphology to the
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change in hydrodynamic regime continues and ik&rareas reorganize
themselves further (Fig. 4.4). The approach of std)g the present-day
bathymetry by taking into account historical radésnorphological change (Fig.
4.2d) is also not capable of capturing the dynametzed to the expansion of the

channel network and the reorganization of inteltztaas. In essence, it is the

morphodynamic loop that shapes the evolution @l sgstems.
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Figure 4.2. Predicting the morphology of a tidab&yment facing sea level rise
at a rate of 5.6 mm/year for 200 years. (a) Stestdte (here defined when the
root-mean-square of the bed level changes betwemessive years computed
over all grid cells in the basin is below 2 cm) plwlogy generated after 400
years of bathymetric change starting from an uneébzed basin (Fig. 4.1). Tidal
range is 1.5 m. (b) Expected bed elevations applthe bathtub approach. (c)
Simulated bathymetry when morphology evolves duseg level rise. (d)
Expected bed elevations when historical rates aphmlogical change (evaluated
over the last 100 years) are extrapolated intduthee. White, black, and grey
lines represent -0.75 (low tide), O (mid tide), &d5 (high tide) m contour lines,

respectively. Grey areas are land regions.
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Figure 4.3. Simulation of tidal channel networknf@tion for a tidal range of 1.5
m. Morphologies after (a) 5, (b) 30, (c) 100, adp400 years.

The complex mechanisms controlling sea level chaage not well understood
and a wide range of sea level rise scenarios asge (IPCC, 2007; Rahmstorf,
2007; Pfeffer et al., 2008). To test the sensitioit morphological change to the
rate at which sea level rise occurs, simulationgheeen performed for which the
rate has been changed by a factor of 2. Conditised to force the model at the
seaward boundary were also varied to explore tieetedf tidal range.
Morphological change was quantified by computing iot-mean-square of the
deviation in bed elevation between the non-evolykig. 4.2b) and evolving
(Fig. 4.2c) morphologies. Figure 4.5a shows, amatfon of time, the rms-
deviation computed over all the grid cells in tlaesib for different rates of sea
level rise and tidal ranges. Changes in the togadyraf the basin increase over
time. An increase in morphological change is obseéffor larger tidal ranges
which are associated, for the present geometriyeobaisin, with larger velocity

fields and so with larger gradients in sedimentgport. The morphological
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change associated with a constant mean water (sselthe black lines in Fig.
4.5a) indicates that these simulated tidal enviremisihave not reached a steady-
state characterized by no gradients in sedimensp@t throughout the entire
domain. The rms-deviation was also calculated fiber@nt segments of the basin
by splitting the bathymetry prior to sea level r{5&y. 4.2a) into subtidal,
intertidal, and supratidal areas (Fig. 4.5b-d).dest bathymetric changes occur in
the subtidal and intertidal regions while the stiged region displays smaller

changes (by an order of magnitude).
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Figure 4.4. Simulated morphology 200 years aftarleeel rise has stopped. The
morphology is not in a steady-state at the enctaflavel rise. Tidal channels
keep on expanding landward and intertidal areatraomto reorganize
themselves. White, black, and grey lines represenb (low tide), 0 (mid tide),

and 0.75 (high tide) m contour lines, respectively.
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Figure 4.5. Quantification of morphological chamlyging sea level rise. The
subplots show the root-mean-square of the deviatitved elevation between
non-evolving and evolving morphologies versus tiifige rms-deviation was
calculated for (a) the entire basin and for différgegments of the basin by
splitting the bathymetry prior to sea level ristifb) subtidal, (c) intertidal, and
(d) supratidal areas. Blue, green, and red reptestdal range of 1, 1.5, and 2 m,
respectively. For all the simulations, morphologiese in a steady-state when
sea level started to rise. Sea level rise ratesuatrio 2.8 (solid line), 5.6 (dashed-
dotted line), and 11.2 (dotted line) mm/year. Bléoks represent situations

without sea level rise.

To quantify responses in the channel network caméiion, we used a technique
based on the work by Passalacqua et al. (201QXtace the number and drainage
width of channels at specific distances from thastal inlet. Because of the
branching character of the network, the numbehahaels at a specific distance
from the coastal inlet initially increases in thadward direction (Fig. 4.6a). The
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abrupt decline in channel occurrence above midisidiee results of tidal
channels expanding landward at different ratean@stioned before, sea level
rise causes expansion of the channel network beazusadward erosion of
channels. Simultaneously, sea level rise also &ftbe existing channels because
larger water depths correspond to larger and madelyrspaced channels
(Marciano et al., 2005). When the channel netwak d&djusted to the change in
water depths after sea level rise has stoppedr(gitees in Fig. 4.6), a decrease in
the number of channels (Fig. 4.6a) and an assdadiateease in channel drainage
width (Fig. 4.6b) can be observed in the area ugbt&m from the inlet.
Remarkably, the channel network has adjusted tehhaging hydrodynamic
conditions and reorganized itself such that thennkbdrainage width at mid tide

both before and after sea level rise is similag.(Bi6b).

Asymmetry between the flood and ebb tidal currets important physical
mechanism that affects long-term morphological etioh by driving tidally-
averaged sediment transport (de Swart and Zimmergaid9). The tidal
asymmetry is directly related to the geometric abtaristics of the tidal basin and
basins with large intertidal areas favour ebb-d@nirsediment transport
(Dronkers, 2005). A rise in sea level and the gpoading change in mean water
depth could therefore alter the tidal asymmetrye $imulated tidal basins are in a
state of ebb-dominance once a well-developed charetwork has formed. For a
tidal range of 1 m, drowning of intertidal areag da sea level rise initially
decreases the volume of sediment which is transgdrom the basin into the
inlet and offshore area (Fig. 4.7). Intertidal argaickly become subtidal at high
rates of sea level rise and a transition from etipgisediment to importing
sediment occurs (Fig. 4.7), partially offsetting $evel rise. For the simulations
herein presented, intertidal areas dissected bynghs remain present when the
tidal range is 1.5 (Fig. 4.2c) or 2 m. Consequerttigse basins with a larger tidal

range continue to export sediment.
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Figure 4.6. Change in channel network configuraéiema result of sea level rise.
(a) Number of channels and (b) channel drainagéwidrsus distance from the
coastal inlet prior to (blue circles) and immedhatgter (red triangles) sea level
rise for a simulation carried out with a tidal rengf 1.5 m and a sea level rise rate
of 5.6 mm/year (the simulation presented in Figu®. Channel network
configuration has further adjusted 200 years dfjsren stars) sea level rise has
stopped (channel network of the morphology preseméig. 4.4). Vertical
dotted and solid lines approximate the positiothefwater level at mid tide
before and after sea level rise, respectively. Sdiel arrows in (a) point out the
decrease in the number of channels due to incigagter depths. The dashed
arrow points out the increase in the number of nendue to the landward
expansion of channels. The horizontal grey linfbinshows that the channel
network configuration has adjusted such that tfanobl drainage width at mid

tide both before and after sea level rise is simila
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Figure 4.7. Cumulative volume of sediment tranggmbthrough the tidal inlet for
a tidal range of 1 m. Import (positive numbersyedfliment to and export from
(negative numbers) the tidal basin vary when seal kise rate amounts to 2.8
(solid line), 5.6 (dashed-dotted line), or 11.2t{eld line) mm/year. Black line

represent situation without sea level rise.

4.4 Discussion and conclusions

A number of simplifications have been made throutgiioe development of the
model. The flow is solely tidally-driven (no wavesnd, or density-driven
effects) and spring-neap effects have been ignénadhermore, a simple,
although common sediment transport formulation {theula includes a single
grain size diameter and only allows modelling ofitomhesive sediment) has
been used. Because of these simplifications theenaat model is not intended to
be used here to make accurate quantitative predstf the future evolution of a
specific natural system, but it can be used toaepbossible responses of tidal
basins to an increase in sea level. Model resutlisate that intertidal areas
reorganize themselves while channel networks Emfiward during sea level rise
and even a transition from exporting to importiegisnent can potentially occur,
drastically changing the characteristics of thaltlshsin. Different algorithms for
sediment transport and hydrodynamics might reautiifferent results from a

quantitative perspective but the qualitative outearhthese simulations will not
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change: it is the morphodynamic feedback loop shapes the morphology of

tidal environments.

With 37% of the world’s population living within Dkm distance of the coast
(Cohen et al., 1997), predicting the future stdtidal environments is one of the
main challenges in climate impact research. Modlgldf the dynamic and
complex morphodynamic interactions shows that gisieas do not simply flood
tidal landscapes so that tidal basins cannot bsidered as a bathtub.
Morphological change in tidal basins during se&leise is a first-order effect,
radically changing the prediction of the futuretstaf tidal embayments and
losses in habitat area. These morphological chaaigelikely to vary from site to
site depending on environmental conditions suckedsment type, influx of
sediment from further offshore or from the surraagdccatchment, and vegetation
coverage. For example, studies have recently dtewtaddress the feedback
mechanisms arising from the presence of vegetataithe ability of vegetated
marsh platforms to maintain their elevation relatiu a rising sea level (Morris et
al., 2002; Kirwan and Murray, 2007).

Human pressures on earth’s environmental systeensereasing (Vitousek et al.,
1997). Growing awareness of the consequencesddtataodifying tidal
embayments and its ecosystems has resulted iretleéoghment of adaptation,
mitigation, and restoration strategies (e.g. Deltaaissie, 2008). The success of
these comprehensive and often highly-expensiveegikes hinges on our
knowledge of the system. Continuous developmestrategies to address the
morphodynamic feedback loop is essential to advaocenderstanding of tidal
embayments which provides the foundation for sauadagement of these

valuable and vulnerable environments.
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Chapter 5

Modelling the effects of mangroves on the evolution of channel

networksin tidal embayments

5.1 Introduction

Studies on biomorphodynamics address the feedbaekebn organisms and
physical processes. Such a feedback involves stgadyt only how biology
affects morphological evolution but also how orgams can in turn be dependent
on morphology and physical forcing (Murray et 2D08). This type of study has
already proven that many complex environmentalesgstcannot be fully
understood without the consideration of these tvay-imteractions that link
physical and biological processes (e.g. Baas, 2002ray and Paola, 2003;
Daanen et al., 2008). In recent years the roléng$igal-biological interactions in
driving morphological evolution of tidal landscamgh as estuaries and tidal
embayments has also been explored over a rangaiidlsand temporal scales
(e.g. Morris et al., 2002; van de Koppel, 2005; [p#os et al., 2006; Temmerman
et al., 2007; Mariotti and Fagherazzi, 2010; Masgral., 2010).

Salt marsh plants enhance accretion due to orgawiécnorganic sedimentation
(e.g. Morris et al., 2002), change sediment contiposand therefore entrainment
characteristics, and are capable of increasinfldiaeresistance experienced by
the tidal flow (e.g. Nepf, 1999). Consequently, etagjon influences the evolution
of both the marsh surface and the cross-secti@whgtry of the channels
dissecting the marsh platform (D’Alpaos et al., @00’ he increase in sediment
accumulation due to salt marsh plants has also beleiresponsible for creating
the characteristic steep salt marsh edges, makihgarshes vulnerable to wave
attack (van de Koppel, 2005). How the interactibesveen vegetation, tidal
flow, waves, sediment erosion, and deposition ditieeevolution of the marsh
boundary has been further investigated by Maraottl Fagherazzi (2010).
Implementation of the effects of salt marsh plamsirag and turbulence into a
three-dimensional hydrodynamic model indicated Wegfetation has a strong

control on flow routing and sedimentation pattgffismmerman et al., 2005). The
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application of a morphodynamic model, accountingi@se effects of vegetation
on flow characteristics, to simulate plant colotimaand channel formation on a
tidal flat showed that flow concentration betweegetated patches leads to
enhanced channel erosion (Temmerman et al., 200ie simulations presented
by Temmerman et al. (2007), a higher vegetatiorsithenesulted in stronger flow
concentration so that a denser pattern of chanvedseroded.

One of the challenges in studying the developméntarphological equilibria is
that the environmental forcing conditions are cangy evolving. Recent concern
on rising sea levels has focused research intordetimg the fate of vegetated
intertidal areas. Tidal wetlands are amongst thstrpmductive ecosystems in the
world (Mitsch and Gosselink, 2007), providing nuysgrounds for fish and
habitats for a variety of vegetation types and ferdrganisms (Levin et al.,
2001). A decrease in coastal wetland area willefoge have serious economic
and ecological implications (Nicholls et al., 1998)though there are many facets
to the way in which the salt marsh ecosystem niphnge, recent work has
focused on the ability of intertidal areas covengith salt marsh plants to
maintain their elevation relative to a rising sexel (Morris et al., 2002).
Increases in primary productivity occur with incseey water depth (up to an
optimal depth), enhancing sediment trapping andmiogmatter accretion such
that the salt marsh remains stable against vansim sea level. These intriguing
feedback mechanisms have also been incorporatgshtrally-explicit numerical
models. Kirwan and Murray (2007) built a model timiorporated the feedback
interactions found by Morris et al. (2002) and talsb included the additional
effect that plants have on stabilizing channel lsaitkeir simulations indicate
that the presence of vegetation promotes the nmante of intertidal surface
areas. D’Alpaos et al. (2007a) also discuss thetexce of equilibrium water
depths using numerical simulations. In additioeytehow that in the case of a
positive feedback between bed elevation and aocretrhich arises from
vegetation species for which biomass increaseshvethelevation, intertidal areas

may make the transition to upland.

Previous studies have highlighted the importanqaanits in affecting the
feedback processes which drive morphological eumiutet only a limited range
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of vegetation species have been examined. Mandoogsts are the tropical and
subtropical equivalent of salt marshes and ardéyliteeinitiate similar type of
physical-biological interactions. Mangroves arexonomically diverse group of
halophytic (salt-tolerant) plants comprising maiifjedent species (Tomlinson,
1986). They occur in sheltered tidal environmegtswing on a variety of
substrates. Although mangrove forests are in dedma global scale (Duke et
al., 2007), mangroves are rapidly spreading insavd#ere land-use change
associated with agricultural development and usgion has caused increases in
sediment and nutrient loads from the catchment (et al., 2007). The habitat
of mangroves is restricted to areas with spec#dlmgy and inundation regimes
(Krauss et al., 2008) and hence inherently relaidgbd elevation. In turn,
mangroves play a role in determining the bed eiendiy affecting both
hydrodynamic and sediment transport processesNazgda et al., 2005; Quartel
et al., 2007; van Santen et al., 2007), thus cogggain physics and biology.
Although it is to be expected that this two-waygsigsical coupling is one of the
governing factors in the morphological evolutiomadingrove environments,

studies addressing its importance are scarce.

We developed a numerical model to explore thewblaangroves in the large-
scale morphological evolution of tidal embaymehtste we consider the
Avicennia marinaa species which occurs in both hemispheres (DL8@0) and
also extends its range into cooler warm-tempeiatetes. The effects of
mangroves on physical processes that have beerdettin the model are: 1)
increasing flow resistance; 2) increasing sedinsar@sistance to erosion by tidal
flow; 3) increasing sediment’s resistance to sldpeen sediment transport; and
4) increasing accretion by producing organic mattrdel results are analyzed
with regard to the influence of mangroves on tictednnel network evolution with
a focus on the effect on channel density. In aolditve perform simulations to
examine how the channel network evolves underrgrisea level in both the

presence and absence of mangrove vegetation.

5.2 Methodology
We extend the morphodynamic model presented in €h&pwhich is capable of

simulating the long-term morphological evolutiontiolal embayments, to account
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for the interactions between mangroves and phypicaesses. A description of
model set-up is given in the following section. Tdexvelopment of the
morphodynamic model has been discussed in det&@ihapter 2 and will only be
briefly described here. Then we explain in detailviwe treated the colonization
of new areas by mangroves, and the growth and htgred mangrove trees. We
also give a detailed description of how we impletadrihe effects of mangroves
on hydrodynamics and sediment transport procebgealy, we describe the
technique used here to extract the channel netfvomk the simulated

morphologies.

5.2.1 Model set-up

An idealised initial bathymetry (similar to the onged in previous chapters) was
used for the numerical simulations performed is gtudy. This initial topography
was composed of an offshore area, inlet, and lzagirepresented a domain of 17
x 17 km. Bed elevations in the offshore area, wiextended 7 km seaward,
increased from -8 m at the seaward boundary to a2 time entrance of the basin.
Land regions separated the offshore area fromdhgkasin. Within the basin,
bed elevation further increased towards +2 m atahéward boundary and
random perturbations of -1.5 to +1.5 cm were adddbe bed level in this area.
The model was forced with a semidiurnal sinuscidi@ and the tidal range was 2
m. The sediments had a mean grain size diameteddfmm. A grid size of 100

m in both x- and y-direction was used.

5.2.2 Morphodynamic model

To summarise Chapter 2, the numerical model wiociméd the basis of the
model used throughout this study simulates moriocéb change as a result of
the interactions between hydrodynamics, sedimansport, and the evolving
morphology. Hydrodynamic computations are performgidg ELCOM (Estuary
and Lake Computer Model; Hodges et al., 2000). i&&3D hydrodynamic
model based on the unsteady Reynolds-averaged iNstakes equations for
incompressible flow using the hydrostatic assunmpéind closed by a turbulent
closure scheme. The equations are solved on the ssatangular grid described
in the previous section. Influences of Corioliscrdensity differences, wind,

and waves are neglected.
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Flow velocities, computed every hydrodynamic tineps are used to obtain
instantaneous sediment transport rates which deelated according to the
sediment transport formula developed by EngeluriHansen (1967). Slope-
driven sediment transport is incorporated in thelehdy following the approach
of Kirwan and Murray (2007). Gradients in sedimgahsport rate yield bed level
changes due to conservation of sediment mass.eé¥etidhanges are integrated
over one tidal cycle and then multiplied by a magiynamic time-step before
morphological change feeds back into the hydrodyoanodel. The
morphodynamic time-step in the model varies underassumption that
hydrodynamic conditions remain constant until bmcel changes exceed 10% of
the local water depth at high tide. This facilitatbe execution of long-term

simulations.

5.2.3 Mangrove colonization, growth, and mortality

Avicennia marinaolonizes new areas through a supply of propaguidshe
subsequent establishment of seedlings. The iniéaélopment of the young
plants, the propagules, takes place while thegttattached to the parent plant.
When the propagules are fully developed, they @leased and drop directly on
the substrate or into the water after which theydispersed by the tidal currents.
The dispersal distance of propagules is geneiatliydd, however, observations
of propagules further than 10 km have also beeorteg (Clarke, 1993), which
allows for recruitment to neighbouring estuaridse Tistribution ofAvicennia
marinahas been found to lie in between mean sea ledeiregan high water
(Clarke and Myerscough, 1993). In the numerical ehatherefore, mangroves
can only establish themselves in grid cells whighiaundated less than half of
the time. There is a 1 percent chance each yetinitial mangrove establishment
occurs in a bare grid cell. Furthermore, mangraresallowed to expand laterally
to the four neighbouring grid cells. The initial nggove density is set to 3000
individuals per ha (which is also the size of thie gells). This initial density was
also used by Berger and Hildenbrandt (2000). Téxesthave an initial height of
15 cm.
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Growth of the mangrove trees is described by (GlmehTwilley, 1998; Berger
and Hildenbrandt, 2000):

dD _ GD(L— (DH) /(D H )
dt = @74+3b,D-4b,D?)

(3.1

whereD is the stem diameter (cnt), is the tree height (cmijs time (years),
Dmax andHmax are the maximum stem diameter and tree heightiesndet to 40
cm and 1000 cm, respectively, b,, andb; are species-specific growth
parameters which are set here to respectively 668@ and 0.625 such that the
maximum increase in stem diameter is 1 cm/yeattlaadree height and stem
diameter are related as (based on the work by BargkHildenbrandt, 2000):

H=bD-bD? (5.2)

Equation (5.1) defines the increase in stem dianoeter time under optimal
growth conditions. In reality, however, the growtimangroves is limited by
stresses. Flooding and competition control manggvee/ith and the effects of
these stresses on growth are, similar to Chen anitey (1998) and Berger and

Hildenbrandt (2000), incorporated by adding corcecfactors to Equation (5.1):

@ _ GD(l_(DH)/(DmaxH max))
dt  (@74+30,D-40,D?)

Ow. (5.3)

These extra multipliers should range between Olafde correction factor for
inundationl is dependent on the hydroperiod and we relaténtbéy using a

sigmoid function:

1

S reda(a-p] Y

whereP represents the relative hydroperiod &ad is the value oP for which
the multiplier is 0.5¢; is a constant and is set to —40. A value of Odhsen for
Po 5 So that the mangrove growth is 50% of the growttlew optimal conditions
when the mangroves are half of the time inundatée here thus assume that
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mangrove trees stop growing when they are permbnenndated and that the
growth of the trees is not hindered when they mw@dated for only short periods
of time. Neighbouring trees compete with each otberesources and the

correction factor for competitio@ is thus determined by the total biom&ss

C . (5.5)

) 1+ exch(B% - B)]

wherec; is another constant and is set to -0.0002. InrdaleomputeB, we
multiplied the number of trees per grid cell witletweight of a single mangrove
treeWiee Which is given by the summation of the above-gbWyee s and below-

groundWee ptree weight:

W,

tree

=W,

treea

+W,

tregb *

(5.6)

The above-ground and below-ground tree weight @Atficennia marinas given
by the following allometric relationships (ComleycaMcGuinness, 2005):

W,

trega

W,

tregb

= 030D and (5.7)
= 128D, (5.8)

Berger and Hildenbrandt (2000) modelled the conipateamong mangrove trees
by considering a circular zone around each treehich the tree exploits
resources. They proposed a simple relationshipdatuate the radiuR of this

particular zone:

R=10/052 . (5.9)
100

Application of Equation (5.9) leads to the outcotima& 125 maturel¥=Dy,,=40
cm) mangrove trees can be present per ha (sizgrd &ell) without mangroves
having to compete for resources (circular zonearaddrees used for resources
are not overlappingBo s in Equation (5.5) is set to 1.04>1@/ha which is the

total biomass associated with 125 mature trees.
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Mangrove trees have adapted to temporal floodingtla@ low oxygen supply by
growing pneumatophores (aerial roots). These gooavfew tens of centimetres
high (Kichler, 1972) and a singericennia marinaree can have more than
10000 pneumatophores (Hogarth, 2007). As desciibtde following section,
pneumatophores affect physical processes by inogets flow resistance. We
developed a sigmoid function which relates the nemab pneumatopores per tree
Npneu@nd the stem diameter such that the number ofrpatyphores is 10000 for

a tree with a stem diameter equabDi@ax

1
1+ exdcs(Do.s - D)]

N preu = 1005{ - 0.00247] . (5.10)

wherecs andDg s are set to 0.3 and 20, respectively.

The growth of mangroves is limited by inundation and conipetgtress
according to Equation (5.3). Following Berger and Hildenbr&2@®0), tree
mortality occurs after continuous periods of growth depression. Theyefo
mangrove growth is evaluated in the model every year and tree$eiethe
growth is less than 50% of the growth under optimal condtior 5 consecutive
years. The death of mangroves reduces the competition among the ngnraies
and therefore improves growth conditions. Practically, when theuptodC in
Equation (5.3) is below 0.5 for 5 consecutive years, mangrensity decreases
until the growth depression is halted and the protacthus equals or exceeds
again a value of 0.5. When conditions become more favourable for mangro
growth because of a decrease in inundation stress, the number afidreases
until the product-C reaches a value of 0.5. The mangrove trees which are added
enter with a stem diameter and height similar to the dimensidhe trfees
already present in the grid cell under consideration. In the casamimiation
stressi=1), the self-thinning process (decrease in number of individunatlse
mangrove forest induced by competition among individuals evéntaesults in a
mangrove density of 125 mangrove trees per ha. When inundationlstrders
the growth of mangroves<1), the final mangrove density is lower.
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5.2.4 Implementing the effects of mangroves onigdilysrocesses

Aquatic plants are well-known for offering additadnesistance to the flow (e.g.
Nepf, 1999). For example, Mazda et al. (1997a) dubtlat the drag force by the
mangroves is strongly dependent on the total prejearea of obstaclésin the
control volumeV and the total volume of obstacMg in V. Mazda et al. (1997a)
related the drag coefficient with a characterigégetation length scalewhich is

defined as:

L=(V-V,)/A. (5.11)

The height of control volum¥ equals the local water depth antherefore varies
with water depth (Mazda et al., 1997a). In additlosontains information about
the spacing between the trunks and roots of thegrmae trees antl decreases
(decreasing spacing) with increasihg andA. The drag coefficientp is thus
inversely correlated with and we here developed the following relationship:

C,=C +%, (5.12)

whereCp o is the drag coefficient when no mangroves aregmtesnd is set to
0.005. For the computation AfandVy we simplified the shape of the trunk and
the pneumatophores to circular cylinders and diccoasider the crown of the
tree, assuming that the crown of the tree is lichitesize or above high tide. This
assumption follows Kuchler (1972) who described tha crown ofAvicennia
marinais well above high tide when the growth of theeti® not limited by low
temperatures. Furthermore, we here used the maxwater depth throughout
the tidal cycle for the computation ¥f To give an example, Equation (5.12)
implies that for a mangrove density of 125 indivatiuper ha and trees with a
stem diameter of 40 cm the drag coeffici€gtamounts to 1.91, 4.76, and 6.35
for water depths of respectively 0.5, 0.2, andm.ITheseCp-values are within
the range found by Mazda et al. (1997a). The etitatangroves on drag can be
incorporated in the numerical model as a bottootifnh (Mazda et al., 1997b;
Quartel et al., 2007). The drag coefficient valoesputed following Equation

(5.12) were thus used as input for the bottomifnicformulation within the
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hydrodynamic model and, as such, the mangrovestlirafect hydrodynamic

conditions.

As mentioned earlier, sediment transport ratesaleilated with the Engelund

and Hansen (1967) formula which is traditionallytten as:

5
s, = 003 (5.13)

flow \/EC 3A2 D50 '

whereSow is the sediment transport fluy, is the magnitude of flow velocitg, is
the gravitational acceleratiof,is the Chézy coefficient (set to 651fs), A is the
relative densitydsp)/p, psis the sediment density,is the water density, arids

is the median grain size. Equation (5.13) is dgwatowith the assumption that the
critical Shields (mobility) parametég, amounts to 0.06. Mangroves increase the
resistance of sediments to erosion because the obtlie mangroves play a role
in stabilizing the sediments. If we relax the asgtiom of a constard,, the

sediment transport model can be written as:

006+ 046% -6

cr

s = 0123CUD,, (

flow — \/a

) for 006+046°>6, and (5.14)

Siw =0 for 006+046°<6,., (5.15)

flow

whered is the Shields parameter which is given by:

Iaj 2
6= . 5.16
Cz(ps _p)Dso ( )

Equations (5.14) and (5.15) allow for an erosiaeshold which is dependent on
the below-ground biomass. Based on the work by éttaand Fagherazzi (2010),
who linearly correlated the increase in erosioeghold with biomass, we

parameterized the influence of mangroves on thdilgitity of sediments as:

HCI’ = 0cr,no(1+ KCI’ Bb ] ’ (5'17)

,mature
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whered, no IS the critical Shields parameter when no mang@re present and is
set to 0.06 such that the sediment transport nredelces to Equation (5.13)
when mangroves are not presditis the below-ground biomass aBgnatureiS

the below-ground biomass of 125 matubeDmay) mangroves per h&; is a
constant and we used a value of 0.1 so thadidhe 10% larger in a mature
mangrove forest. Following Equations (5.14), (5,Hfd (5.16), a 10%-increase
(6r=0.066) implies that no sediment transport occarsfflow velocity below
0.31 m/s. Because of the self-thinning proceskeémbiangrove forest it is possible
that during the development of the forest, althotighbelow-ground tree weight
per tree is lower, the large number of individuzadsise®, to be higher than

Bb mature HOWeVer, in the model we restrict the ratio beta®, andBy maturein

Equation (5.17) so that it cannot exceed 1.

The roots of mangrove trees do not only increaseséfdiment’s resistance to
erosion by the tidal flow, they also decrease tlgmitude of slope-driven
sediment transport fluxes and allow steeper slopégvelop in the morphology.
Modelling efforts, which have previously explordz teffects of the reduction in
gravitationally driven sediment transport by vegieta(Murray and Paola, 2003;
Kirwan and Murray, 2007), applied a reduction bpraximately two orders of
magnitude in the case of fully developed vegetat®imilar to Kirwan and

Murray (2007) we calculated the slope-driven sedini@nsporSiopeas:

B,

b,mature

Suope = (a y; ]b, (5.18)

whereb is the slope towards the neighboring grid celbp8tdriven sediment
transport only occurs whdmexceeds 0.01. The ratio betwd&andBy maturelS
again not allowed to exceed 1. We here took a ceasee approach and applied
a maximum reduction & qpe by one order of magnitude and the values of the
dimensional constants(1.1574x 10° m%s) andg (1.0417x 10° m?s) were

chosen accordingly.
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Mangroves produce organic matter and because desitop of this material is
extremely slow (Middleton and McKee, 2001) the miganatter builds up which
raises the soil surface a few millimetres per yaer long periods of time. This
accumulation of organic material may play an imaottole in the maintenance
of soil surface elevation relative to a rising kaeel (McKee et al., 2007).
Numerical models to study the dynamics of salt magstems usually apply a
linear relationship between the production of orgamatter and biomass (e.g.
D’Alpaos et al., 2006; D’Alpaos et al., 2007a; Mudti and Fagherazzi, 2010).
The main component of organic deposits in mangforests is refractory roots
with leaf litter playing a secondary role (Middlatand McKee, 2001). We
therefore relate the elevation change due to ocganoiductiorAZ,,4 to the below-

ground biomass:

AZorg = Korg i ’
Bb,mature

(5.19)

whereKoq is a characteristic accumulation rate. Little mfi@ation exists on root
volumetric input and related surface elevation gesrmand field measurements
which have been performed (although in mangrovestsrwith different species
as considered here) suggest that a wide rangecofradation rates is possible

(McKee, 2011). We here skt to a conservative 1 mm/year.

5.2.5 Extracting the channel network

We here analyze how mangroves influence the ewolwf the channel network
and focus on the effect of mangroves on channditjerfo determine channel
density it is necessary to extract the channel ogtérom the simulated
morphologies and we here apply a technique basédeomork by Passalacqua et
al. (2010) to accomplish this. This technique idelsi nonlinear geometric
filtering of the topography to enhance features #na critical to the network
extraction. The geometric curvature of the isohieggimtours is then calculated.
Channelized areas are characterized by positiweatine and channels are
defined as areas where a sudden change in thetisttsignature of the
landscape occurs. We refer the reader to Passalata@l. (2010) for further

details.
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Figure 5.1. Simulation of tidal channel networknf@tion when mangroves are

not present. Morphologies after (a) 5, (b) 205@)and (d) 140 years. Grey areas
represent land regions which form impermeable amwderodible barriers.

Colorbars represent the bed elevation (m).

5.3 Results

5.3.1 Morphological evolution in the absence anesence of mangroves

The numerical model was first used to simulatefdinmation of a tidal channel
network starting from the unchannelized initiallyahetry and without the
presence of mangroves (Fig. 5.1). As describedauipus chapters, a complex
network develops over long time scales, indicatirag the interactions between
hydrodynamics, sediment transport, and the evoltopggraphy are sufficient to
give rise to channel pattern development. Larghymaétric changes occurred
within the first few years of morphological evolnti (Fig. 5.1a). Two deep
channels rapidly developed in the inlet of theltglstem. During ebb-tides, large
volumes of sediment were transported towards tfehofe area where

decelerating flows caused sediment deposition la@dormation of an ebb-tidal
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delta. The initiation of tidal channels and the@lepment of intertidal areas
changed the morphology of the tidal basin. Durialgsequent morphological
evolution the channels through the inlet continteedeepen, the ebb-tidal delta
increased in size, and the channels in the basitinceed to branch. This process
of branching of the channels ultimately resultethie formation of a complex
tidal channel network (Fig. 5.1b-d).

Distance (km)

5 10 15 5 10 15
Distance (km) Distance (km)

Figure 5.2. Simulated morphology after 140 yeaysvithout mangroves and (b)
with mangroves. In the vegetated scenario mangrsteeted to grow after 50
years. White, black, and grey lines representow (ide), 0 (mid tide), and 1

(high tide) m contour lines, respectively.

We used this preliminary model simulation describbdve as a base case against
which to explore the effects of mangroves on molggioal evolution. To reduce
computational time we took the bathymetry generafest 50 years of
morphological evolution without mangroves (Fig.&.&and allowed mangroves to
start growing from this point onwards. Mangrovest&td thus to colonize bare
areas and have an effect on hydrodynamics and satlinansport processes as
described in Section 5.2.4. Unvegetated and veggbtatenarios were then
compared to assess how mangroves affect the emolotithe channel network.
Figure 5.2 shows the simulated morphologies a#éryears in the absence (Fig.
5.2a) and presence (Fig. 5.2b) of mangroves age @ifferences can be detected
when the two are compared in detail. Where mangrave present the

accumulation of organic matter causes the bed &teveo increase around 1
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mm/year (Eq. 5.19). Vegetated areas in the uppeiopéhe tidal basin could
therefore make the transition to upland and the-tide mark consequentially
moved seaward (compare the grey lines in Fig. &m2kb). Deposition and
erosion of sediment driven by the tidal flow ceasede the soil surface within
the mangrove forest reached an elevation suchliitbaurface became
permanently dry. Bed level changes in these veggttateas were then solely
determined by organic accretion. The hypsometneesiof the basins with and
without mangroves (Fig. 5.3) indicate that, althotige differences are small, a
larger proportion of bed elevations (increase otiad 1%) are below 2 m in the
vegetated basin. Also, where mangroves are pradanger area (around 2% of
the total basin area) occurs above a bed elevatiOrm which is approximately
the elevation at which mangroves start growing. ffaesition of vegetated areas
to upland, caused by the production of organic enais responsible for the
increase (around 4%) in surface area above a begdten of 1 m. Mangroves
enhance the resistance of channel banks to erbgidecreasing the slope-driven
sediment transport through Equation (5.18). Thengfth of the channel banks
increases when they are covered with mangrovesibea the stabilizing
character of the roots. The sediment which is parted down slope from a
vegetated grid cell to the adjacent channel célus reduced, causing the
channel banks to become steeper. The steeperditipe channel banks is
resembled by the smaller distance between theafhd® m contour lines (white
and black lines in Fig. 5.2, respectively) for tlegetated bathymetry. Finally,
when the morphologies with and without mangrovescampared it can be
observed that mangroves enhance channel form&specially when the O m
contour lines are followed it becomes clear thatdhannels have undergone
additional branching in the basin where mangrovegeesent. Differences in
channel density between the unvegetated and vedetaénario will be discussed

later.
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Figure 5.3. Hypsometric curves for the unvegetatativegetated morphology

after 140 years.

Temmerman et al. (2005) analyzed in detail the dyginamics in a tidal marsh
landscape and concluded that salt marsh plantsénaireng control on flow
patterns. To study the effects of mangroves omyldeodynamic conditions in
our simulations we extracted the flow field durimging (Fig. 5.4) and falling
(Fig. 5.5) tide over both the unvegetated and \&gdtmorphologies. The
direction as well as the magnitude of the flow tla@nged because of the
presence of mangrove trees. During rising tideltwe in the vegetated scenario
(Fig. 5.4b) is mainly concentrated within the tidhbnnels. Similar to the results
as described by Temmerman et al. (2005), the ftomfthe channel onto the
vegetated platform sometimes occurs almost perpeladito the direction of the
tidal channel. When vegetated areas become inwhttateextra drag caused by
the mangrove trees results in a strong reductidharmagnitude of the flow
which in turn leads to negative gradients in sedini@ansport and thus an
increase in deposition and bed elevation. On therdtand, the extra flow
resistance in mangrove forests results in flow eotration and sediment erosion

in between vegetated areas and thus enhancesthatifan of channels. The flow
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is less constricted to the channel network whengraues are absent (Fig. 5.4a).
The flow on the unvegetated intertidal areas asahes higher velocities in
comparison with the vegetated scenario and stredgctions in the magnitude of
the flow are then also missing. Similar types dfiedences in the flow
characteristics can be observed between the vededat unvegetated scenario
during falling tide (Fig. 5.5). In the absence admgroves (Fig. 5.5a) the water is
drained through the channels as well as over tieetidal areas. The magnitude of
the flow is relatively homogeneous and the floyrisnarily directed towards the
main inlet of the tidal basin (the left-top cormef~ig. 5.5a). In contrast, smaller
velocities occur within the mangrove forest (Figty and the flow is mainly
directed towards the nearest channel through wihiehvater is then subsequently

drained. The flow thus concentrates again withenahannels.

Figure 5.2 and the enlargements given by Figu#esiad 5.5 already showed that
the effects that mangroves have on hydrodynamidsadiment transport result
in enhanced channel formation. These tidal charninglgn have a strong control
on the hydrodynamics and sediment transport arslfdedback on the overall
morphological behaviour of tidal embayments. TdHer quantify the influence

of mangroves on the network, the technique desttitb&ection 5.2.5 was
applied to extract the channel networks from thheusated morphologies given in
Figure 5.2 and the number of channels as a fumciiaistance from the coastal
inlet was then evaluated (Fig. 5.6). In the deepgions of the inlet, the number
of channels increases in the landward directionabse of the naturally branching
character of the network. The abrupt decline imdehoccurrence at around 5 km
from the entrance is the result of the tidal chésegpanding landward at
different rates. A higher channel density can b&eoled for the vegetated
scenario in the area between the inlet entrancéahkim. Mangroves enhanced
the formation of channels especially in betweend % km from the inlet. From
5.2 km landwards, however, channel density is hifrethe unvegetated
scenario, indicating that the channels expandatitard further when mangroves

were absent.
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Figure 5.4. Flow field during rising tide over arpaf the (a) unvegetated and (b)
vegetated morphology after 140 years. Arrows oh Ipanels represent
magnitude and direction of the flow. Scale of th@was is indicated in between

the two panels. The white circles on panel (b)aatk the grid cells where

mangroves are present. The axis correspond txth®fFig. 5.2.
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Figure 5.5. Flow field during falling tide over an of the (a) unvegetated and (b)
vegetated morphology after 140 years. Arrows oh Ipanels represent

magnitude and direction of the flow. Scale of th@was is indicated in between
the two panels. The white circles on panel (b)aatk the grid cells where
mangroves are present. The axis correspond txth®fFig. 5.2.
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Figure 5.6. Number of channels versus distance fr@toastal inlet for the
unvegetated and vegetated morphology after 14&y&he number of channels is
shown as a moving average over 500 m. The vedgsthed line represents the
distance from the coastal inlet (similar for theveigetated and vegetated scenario)
for which the bed elevation averages 0 m (mid tide)

5.3.2 Clarifying the role of each effect in charggohannel density

In our model, mangroves affect hydrodynamics amihsent dynamics in four
different ways (Egs. 5.12, 5.17, 5.18, and 5.19) differences in the channel
networks of the unvegetated (Fig. 5.2a) and vegetdtig. 5.2b) morphologies

are the cumulative result of these four effectspiiavide a better understanding
of how mangroves affect the formation of channetsperformed additional
simulations to elucidate how each single effect thangroves have on physical
processes influences channel formation. Resulisese simulations are described

in this section.

Four additional simulations were performed and dawh only one out of the
four effects of mangroves on physical processesinghsded while the remaining
three were ignored. Furthermore, we kept the extemwhich mangroves

influenced either hydrodynamics or sediment dynamanstant and thus
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independent of mangrove density and the size dfrées. Figure 5.7c-f shows
part of the simulated morphology after 140 yearsmthe effect of mangroves on
Cbo, e, Ssiope @aNAAZ,q respectively was included. In the simulation usedssess
the importance of the extra drag produced by mareg,onve used a constant
value ofCp=5.0 for grid cells covered with mangroves. As jppasly discussed,
mangroves obstruct the flow which leads to flowvengence and increased
erosion in the areas between vegetated regiona.résult, channel formation is
enhanced (compare Fig. 5.7a and c). The work bynfemman et al. (2007)
showed that this mechanism is also responsiblelfannel formation in between
patches of salt marsh plants on a tidal flat. Tlagimum number of channels at a
specific distance from the coastal inlet is higivben only the effect of
mangroves on drag is included than when all the éffiects are taken into
account (compare Figs. 5.6 and 5.8a). Moreovenr¢lalensity in the
unvegetated and vegetated morphology is equakinpiper part of the basin
where the number of channels decreases againyBm). This suggests that the
extra drag force caused by mangroves is not tha faator responsible for the
limited ability of tidal channels in vegetated bressto expand landward as was
observed in Figure 5.6.

We setf.; to 0.066 (applying the maximum increase in thaoai Shields
parameter of 10% compared to 0.06 in the unvegetaas) where mangroves
were present in the simulation to investigate hlo&vdecrease in sediment
transport induced by the tidal flow in vegetateglaaraffects morphological
evolution. Incorporating a critical Shields paraeneh the sediment transport
model (Egs. 5.14 and 5.15) which increases withenmhangrove forest results in
a strong reduction in sediment transport fluxeseahe flow encounters
mangroves trees. Net sediment deposition in tleig allows the difference in bed
elevation between the unvegetated channel andijheemt vegetated platform to
increase. The variations in the sediment’s restetan erosion drive additional
branching of the channels (Figs. 5.7d and 5.8bjhAtsame time, mangroves
which cover the area at the headward side of tharetls decrease the erodability
of the sediment and hinder the possibility of thelsannels expanding landward.
Consequentially, the number of channels startetoedise relatively close to the

coastal inlet (Fig. 5.8b).
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Figure 5.7. Part of the simulated morphology at#0 years (a) without
mangroves (similar to Fig. 5.2a), (b) with mang®{&@milar to Fig. 5.2b), and
when only the effect of mangroves on @), (d) O, (€) Ssiope and (f)AZyg Was
included. White, black, and grey lines represer{tew tide), 0 (mid tide), and 1
(high tide) m contour lines, respectively. The aasrespond to the axis of Fig.
5.2.

The computation of slope-driven sediment transpovegetated areas was
performed according to a reduced version of Equaol8):Siope=(a-p)b.
Sediment fluxes were thus reduced by one orderagiitude where mangrove
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trees were present, independent on the below-grbiomdass. The difference in
the number of channels between the unvegetatedegetated scenarios is below
three throughout the entire basin (Fig. 5.8c),dating that the decrease in slope-
driven sediment transport does not have a largetedin channel density.
However, mangroves affect the cross-sectional shhpleannels because the
increase in bank stability allows for a steepepslbetween the channels and the

adjacent area covered by mangroves (compare FHig.ahd e).

Murnber of channels

Murnber of channels

3 4 &5 6 7 3 4 5 6 7
Distance fram coastal inlet (km) Distance fram coastal inlet (km)
Figure 5.8. Number of channels versus distance fr@toastal inlet for the
unvegetated (blue) and vegetated (red) morphol@dies 140 years. For the
vegetated scenarios only the effect of mangrove®)Op, (b) dcr, (C) Ssiope @nd
(d) AZorg was included. The number of channels is shownmaewang average

over 500 m.

In the simulation for which only the productionafyanic matter was included we
used a constant organic accumulation rate of 3.2yean The vertical growth of
the vegetated areas reduced the volume of watexdstm these vegetated
platforms and thus reduced the tidal prism flowdmgpugh the tidal channels,
altering tidal discharges. D’Alpaos et al. (200&)delled the cross-sectional
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evolution of tidal channels and showed that theiced tidal prism after the
emergence of a marsh platform caused infillinghef¢channel. We also see the
importance of a reduction in the tidal prism onraiel dynamics in our
simulation since the branching of channels wasédried and the extent to which
the channels could expand landward was reduced3MEd). The 0 m contour
line (see Fig. 5.7f) does not occur as much landwaarin the unvegetated
scenario (Fig. 5.7a) and, over time, it retreatsveed due to the ongoing

production of organic material and the associagediction in tidal prism.

Distance (km)
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Figure 5.9. Simulated morphology after 160 yearseaf level rise at a rate of 5.6
mm/year (a) without mangroves and (b) with mangso®ea level started to rise
after 140 years of morphological evolution undstable mean water level (the
morphologies shown in Fig. 5.2). White, black, gnely lines represent -1 (low
tide), 0 (mid tide), and 1 (high tide) m contourds, respectively.

5.3.3 Morphological evolution under a rising seadée

Sea level rise has a strong impact on tidal embatsrend the morphological
response of these systems to sea level rise msighi&cant. To explore the
effects of mangroves on possible changes in th@hobogy and in the
characteristics of the channel network we subjetttednorphologies shown in
Figure 5.2 to an increase in sea level at a rafe@Mmm/year (within the range of
sea level rise estimates (IPCC, 2007)) for 160s/eaea level rise resulted in
enhanced deepening of the channels through thiennbeth the unvegetated and
vegetated scenarios (Fig. 5.9). After 160 yearseaflevel rise the intertidal

islands close to the inlet with a bed elevationvab® m had disappeared in the
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basin without mangroves while these areas, althtluggyreduced in size, were
still present in the vegetated basin. Mangroves #nhanced the ability of the soil
surface to maintain an elevation above mid tidecwls sufficient to support
mangrove growth. The hypsometric curves of thertsaafter sea level rise (Fig.
5.10) indicate that the proportion of bed elevatiabove 0 m is around 7% larger
when mangroves are present. Mangroves also affebeathel network evolution
during sea level rise (Fig. 5.11). In the absericeangroves the number of
channels reduced between 3.3 and 4.9 km from tbg because the increase in
water depth drove the channels to become largemamd widely-spaced. In the
vegetated scenario, however, channels remainedategdy intertidal areas
covered with mangroves so that channel density ireedanore or less equal up to
4.7 km from the inlet. Headward erosion of the c¢teds during sea level rise
caused expansion of the channel network, altergp#tie topography of the area
which was previously dry (Figs. 5.9 and 5.11). Whitye channels expanded
landward the number of channels increased moréelyaipi the unvegetated basin
than in the basin with mangroves. This indicates the branching of channels is
hindered when the channels expand into an areshvidimompletely covered with
mangroves. Furthermore, headward erosion of thernels was slowed down
when channels had to carve through vegetated ssrixthat the channels cannot

expand landward as much as in the unvegetated.basin
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Figure 5.10. Hypsometric curves for the unvegetatativegetated morphology
before (Fig. 5.2) and after (Fig. 5.9) sea levatri
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Figure 5.11. Number of channels versus distanca the coastal inlet for the
unvegetated and vegetated morphology before (F2y.ahd after (Fig. 5.9) sea
level rise. The number of channels is shown asangaverage over 500 m. The
vertical dashed blue and red lines represent startte from the coastal inlet for
which the bed elevation averages 0 m (mid tidegapectively the unvegetated

and vegetated scenario.

5.4 Discussion

The role of vegetation in determining channel dgrsas been assessed for
different environmental systems. For river systeimsexample, both modelling
studies (Murray and Paola, 2003) and laboratorgemrgents (Tal and Paola,
2010) demonstrated that vegetation can stabilieertbrphology and lead to the
development of a single channel instead of a rgmld&nging, multiple channel
pattern. Vegetation also affects the drainage tengiandscapes experiencing
continuous uplift (Istanbulluoglu and Bras, 2008hen the surface is covered
with vegetation, the soil is protected against fiiso that landscape relief
increases and drainage density decreases. In sgmttanerical modelling of
channel formation on an initially bare tidal fl&osved that channel drainage
density increases with denser vegetation (Temmeghah, 2007). We here

examined how mangroves influence the morphologigalution and channel
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density in tidal embayments. Our simulations intidhat vegetation can indeed
lead to a larger channel density, because thecgrasid therefore channel
formation is enhanced in between vegetated ardamr@l development is thus
accelerated in areas which are only partly veget&da the other hand, when the
surface is completely covered with vegetation gexiback mechanism leading to
enhanced flow concentration is not operating, tosiee power of the flow

decreases and channel formation is slowed down.

The model results presented here provide usefightsto the effects of
vegetation on channel network evolution. Howevearymber of assumptions
were made throughout the development of the numleriodel and included
processes were simplified. General quantitativem@sons of the interactions
between physics and biology are often lacking. péw@meterizations used here to
describe how mangroves affect physical processgsiaa versa were based on
previous studies performed by other authors contbivith common and widely-
accepted knowledge of the system. However, whdedlparameterizations
capture the main processes governing the dynarhiosuogrove environments in
natural systems, some other features of the vegetdynamics are neglected.
The growth of mangroves, for example, is a compi@cess and tree growth may
be constrained by salinity stress, availabilitynafrients, and temperature. To
keep the numerical model relatively simple and nhodé&out as transparent as
possible we preferred to include only a minimum benof processes. The
effects of these environmental factors on growthdttions were therefore not
modelled in the present study. We decided to lihetgrowth of the mangrove
trees only by the stresses caused by flooding amgpetition. Incorporating just
these two stresses allow the numerical model te gse to important behaviour
typical of mangrove forests: the self-thinning @es due to the competition
among trees and the limited growth of the treesnathey are inundated for long
periods of time due to unfavourable anaerobic dardi. Mangroves died after
continuous periods of limited tree growth. Withpest to the dying of
mangroves, it is worth mentioning that the assuompis made that the effects of
mangroves on hydrodynamics and sediment dynamiopletely disappear
immediately after mangroves die. Another exampla cbmplex process which is

difficult to capture is the organic accretion. Quigaaccretion is the result of the
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balance between the production and decompositi@ngainic material and field
measurements indicated that this balance varieslyvatross different settings
(McKee, 2011) and seasons. The study by McKee €2@D7) revealed that the
organic accumulation of mangroves in the Cariblyegion actually closely-
tracked sea level rise. This finding was suggesidu the result of flooding
effects on the balance between subsurface rootiptioth and decomposition.
Despite its complexity, we followed a relativelyrmgile approach and linearly
related the organic accretion rate with the beloaugd biomass. Furthermore,
mangroves produce organic matter while we addretbsechorphological
evolution of a tidal embayment consisting of noikesive sediment. Organic
accumulation altered thus the sediment composibiohthis effect was not

included in the model.

Because of the way biophysical interactions wegatéd, the numerical model
cannot be expected to be capable of simulatingustely the morphological
evolution of a specific natural system. Althoughsble, the parameterizations
developed in this study are not necessarily aceuwtescriptions of the biophysical
interactions occurring in nature. However, theygde rise to key differences in
the channel network evolution of unvegetated argktaged tidal basins. Our
modelling approach is thus more aimed at explopiossible responses of the
channel network to the presence of mangroves. dhmpuatational effort to
perform these long-term morphological simulatiomslér of weeks to months)
makes it infeasible, from a practical point of vijdw conduct a detailed analysis
of how model outcome responds to changes in paearsettings and in the way

processes were parameterized.

The importance of including physical-biologicalaractions in morphodynamic
models has recently been discussed as well as#teto derive quantitative
representations of the interactions (Murray etZ4l8). Our model results show
that mangroves play an important role in the molgdioal evolution of tidal
embayments, further emphasizing the need to irgagstibiophysical feedback
mechanisms. When more accurate parameterizatiahe afynamics in tidal

basins with mangroves become available they caedubly incorporated in the
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present modelling approach, ultimately improving tjuantitative aspect of these

numerical simulations.

5.5 Conclusions

We developed a biomorphodynamic model to exploeestfects of mangroves on
the long-term evolution of tidal embayments. Thedel@ccounts for the effects
of mangroves on hydrodynamics and sediment dynammdarn, hydrodynamic
conditions affect the colonization, growth, andrdyof mangroves so that a two-
way coupling between physics and biology arisesofparison between
simulated morphologies without and with mangroveBdated that mangroves
have a strong control on tidal channel network ettoh. The enhanced branching
of tidal channels in the presence of mangroveschviesults in a higher channel
density, is mainly caused by the extra drag prodimethe trees and its
pneumatophores (above-ground roots). The extraf®mstance in mangrove
forests drives flow concentration and sedimentierom between vegetated areas
and thus enhances the formation of channels. Tdrease in the erosion threshold
when the surface is covered with mangroves hasasiintg effects. The process
of channel branching is again enhanced, althougleffiect is less strong than
with the higher drag. On the other hand, headweosi@n of the channels is
reduced so that channel density decreases in hex part of the tidal

embayment. The accumulation of organic matter léadsreduction in the tidal
prism which flows through the channels, ultimatedglucing the extent to which
the channels can expand landward. The decreasgpe-driven sediment
transport in areas with mangroves allows the chavargks to become steeper,
but does not have a large effect on channel der&yulated morphological
evolution under a rising mean water level indicdatet channel networks expand
landward during sea level rise. However, when ckbnnave to expand into an
area covered with mangroves, channel formatiomidened which decreases both
the branching and headward erosion of channelsetder, when mangroves are
present a larger area of the basin remains praent mid tide so that existing
channels can not easily become larger and mordwsgaced. Overall, the

model simulations presented here highlight the obl@mangroves in the
morphological evolution of tidal embayments andHar emphasize the need to

include biophysical interactions in morphodynamiodals.
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Chapter 6

Conclusions and directionsfor futureresearch

6.1 Conclusions

The four working chapters of this thesis contribatdifferent ways to the central
theme of this research which was to improve ourewstdnding of tidal
embayment evolution. In the introduction of thieglts three research questions

were defined and the answers to these questiorsiammarized here:

1. How do tidal range and initial bathymetry affea tinorphological
evolution of tidal embayments?

Variations in the tidal range and the depth ofittigally unchannelized tidal
basin led to a large variability in the way in whithe morphology evolved. Tidal
range and the depth of the basin controlled the soale over which channels and
intertidal areas developed. A morphodynamicallyvacsituation occurs
particularly in the case of a large tidal range arshallow basin, leading to the
rapid (order of 1810? years) formation of a complex tidal channel networ
Channel network formation slowed down when thel tidage decreased and/or
when the basin depth increased. For a deep tidal bad a large tidal range,
large volumes of sediment were transported intdo#sn associated with strong
flow accelerations through the inlet of the systémthis case, channels did not
immediately develop because of the large watertdept flood-tidal delta formed
instead which eventually became incised by charareds ultimately (after 10

10* years), a complete channel network developed. Mew¢he combination of a
deep tidal basin and a small tidal range causechtitphology of the tidal basin
to evolve slowly and an underdeveloped channel odtwemained present over
long time scales (>f@/ears).
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2. How do tidal embayments respond to sea level rise?

Sea level rise had a strong impact on tidal embaysrend the morphology
responded to the change in environmental forcimglitmns. Currents
redistributed the sediment during sea level ris ghat intertidal geometry
adjusted to the new hydrodynamic conditions. Thanael network expanded
landward because of headward erosion of the chaninereasing water depths
caused the existing channels to become larger ame widely-spaced. Sea level
rise thus drove a landward shift of the channelngt. Furthermore, rising water
levels can induce a change in the asymmetry betiteefiood and ebb tidal
currents and potentially lead to a transition frexporting to importing sediment.
Even when the sea level stopped rising, the charetelork continued to shift

landward and the size, shape, and location oftide&drareas kept on changing.

3. How do mangroves affect the morphological evolutbtidal

embayments?

Mangroves had a strong control on tidal channeloet evolution and affected
channel density. The branching of channels wasredtawhen mangroves were
present which was mainly caused by the additicesiktance offered to the tidal
flow by the mangroves and their roots. The extegdirives flow concentration
and sediment erosion in between vegetated arethatschannels form more
rapidly. The extent to which channels expandedvamd, which determines
channel density in the upper part of the basin, daced by both the increase in
erosion threshold and the accumulation of orgaratten Mangroves increased
the ability of areas to maintain an elevation abowe tide under a rising sea
level. In addition, the presence of mangroves &fttbiow the channel network
expanded landward during sea level rise becauderémehing as well as the

headward erosion of the expanding channels waseedu
Overall, the model simulations conducted as pathisfstudy indicate that

morphodynamic interactions play a crucial rolehagng the morphology of tidal

embayments. When mangroves are present, anotletiolesomplexity is added
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to the system and these mangroves, as shown lmyddelling, control essential
details of the evolving morphology.

6.2 Directionsfor futureresearch

The results presented here highlight the poteatitlese numerical models,
which are capable of simulating morphological betawvover large spatial and
temporal scales, to improve our knowledge of t&jatems. It is likely that this
type of modelling approach will become widely-usedoming years. One should
bear in mind though that these models are sensdiweany aspects of model
development. Extreme care must be taken that sigeshoices do not feedback
and control the ultimate pattern development. Beeai the large scales
involved, and potential simplifications adopteddtighout the development of the
model, it is difficult to test model results dirlgcagainst field observations.
Misleading predictions of the future morphologytidal systems will lead to false
management and policy decisions and, ultimatelgatieely impact the public
perception of scientific predictions. New measwed methods must be
continuously devised to facilitate model validatihich, in the end, will increase
our faith in model predictions.

The numerical model developed here is, as emplatizeughout this thesis, not
intended to produce quantitatively accurate premhstof real tidal systems. Only
a limited number of processes and interactions wetaded and they were
treated in simplified ways. The model can therefugeonsidered as an
“exploratory model” (Murray, 2003) which aims atenining the mechanisms
and associated timescales that are essential dugirgg typical behaviour of, in
this case, tidal embayments. Along the same plplusal pathway, the model
could potentially be expanded to explore how tmgleerm morphological
behaviour of tidal embayments is influenced by veavizer input, sediment
mixtures, benthic organisms, human activitiesherdverall geometry of the tidal
basin, to just name a few. The 3 dimensional cdipabf the model is present,
but was never used in the applications covereligthesis. A different direction
for future research involves implementing more aataidescriptions and
parameterizations, attained by for example laboyaiofield experiments, of the

processes and interactions already included imtheel. When the goal is to
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build a “simulation model” (Murray, 2003), so tlitae behaviour of a specific
natural system can be reproduced in a quantitgtpecise way, it is necessary to
include the full range of governing processes dtagego represent them as
accurately as possible. Overall, it seems like erattical modelling provides

excellent ways to deepen our understanding of tb&igon of tidal embayments.
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Appendix A

The use of artificial neural networksto analyze and predict

alongshor e sediment transport

Abstract

An artificial neural network (ANN) was developedpredict the depth-integrated
alongshore suspended sediment transport rate dsimmyt variables (water
depth, wave height and period, and alongshore irgJothe ANN was trained
and validated using a dataset obtained on theticdébeach of Egmond aan Zee,
the Netherlands. Root-mean-square deviation betebsarvations and
predictions was calculated to show that, for tpiscific dataset, the ANN
(rms=0.43) outperforms the commonly used Bailard (198fnula €ms<=1.63),
even when this formula is calibratezl{=0.66). Because of correlations between
input variables, the predictive quality of the ANBN be improved further by
considering only 3 out of the 4 available inputigbles €,,s=0.39). Finally, we
use the partial derivatives method to “open anltéig” the generated ANNs with
the purpose of showing that, although specifihdataset in question, they are
not “black-box” type models and can be used toyaeailhe physical processes
associated with alongshore sediment transporhisncase, the alongshore
component of the velocity, by itself or in combioatwith other input variables,
has the largest explanatory power. Moreover, ti@bweur of the ANN indicates
that predictions can be unphysical and thereforeliable when the input lies
outside the parameter space over which the ANNobasa developed. Our
approach of combining the strong predictive powiekMNs with “lightening”

the black box and testing its sensitivity, demaatss that the use of an ANN
approach can result in the development of genealodels of suspended

sediment transport.

Publication:

Van Maanen, B., Coco, G., Bryan, K.R., and Ruesdin., 2010. The use of
artificial neural networks to analyze and prediohgshore sediment transport.
Nonlinear Processes in Geophysics 17, 395-404.
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A.lIntroduction

Alongshore sediment transport can have large-sgaldong-term effects on
coastal evolution and plays therefore a key rolegarshore studies and is of
interest to scientists, managers, and engineedendtanding and predicting
sediment transport in the surfzone has proven Extremely difficult because of
the energetic environment and the complexity ofsteare systems and sediment
transport itself. Both observational and theoedtapproaches have been used to
study sediment transport. From an observationaltpdiview, obtaining accurate
measurements of suspended sediment concentragiorasns a challenge
primarily because of its sensitivity to air bubb{Esileo et al., 2006) and mixtures
of sediments (Green and Boon, 1993), or the unoer&tical position of the
sensors with respect to the seabed. Semi-empfdcakemi-theoretical) models
(e.g. Bailard, 1981) that account for the effectvalves and currents have also
been developed but their application to naturabdmns has shown only limited
success (e.g. van Maanen et al., 2009). Practjcllgf the theoretical
approaches need a specific field calibration te tilve many parameters present in
the models so that essentially, despite decadesse&rch, making reliable
predictions of sediment transport remains a diffitask.

A commonly adopted alongshore transport equatierblean developed by
Bailard (1981) who suggested that the work dorteainsporting the sediment is a

fixed portion of the total energy dissipated by fllogv. Depth-integrated

alongshore suspended sediment (kg/m/s) is given by:

(a0600) = [ <D0 v>+ <0 v >] (a)

where the angle brackets indicate time-averagireg many wavesﬁ t)
represents the instantaneous velocity veet the time-averaged alongshore
velocity, v* is the alongshore orbital velocity, and

k=P ¢ % (a2
W,
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wherec; is the bed drag coefficiend; is an efficiency factor, angs is the settling
speed of the characteristic grain size. Similadjgters have been proposed by
other authors (see Bayram et al., 2001 for a thgiraaview) but their success is
limited, especially during storms, and a specifitihration is often required
(Bayram et al., 2001).

A different approach is provided by data-driven gisdThe simplest example of
a data-driven model is provided by a linear regogswhere a single input
variable (e.g. wave height) is used to provide stm®te of the predicted variable
(e.g. sediment transport rate). Many different (amade complicated) data-driven
algorithms have been developed and Artificial NeNetworks (ANNs) are an
excellent example of such algorithms. ANNs havenlsg#plied to several fields
of science (see for example Gardner and Dorlin§81®ayhoff and DeLeo,
2001) and several applications exist also in thlel fof ocean and coastal
engineering. For example, ANNs have been appliettt@lop forecasts of
hydrodynamics at different scales ranging from sleare waves (Browne et al.,
2007) to tides (Tsai and Lee, 1999) and stormsofyih, 2003). Furthermore, for
the case of unidirectional flow, ANNs have alsorbseccessfully used to predict
sediment concentrations in laboratory (Lin and NgraD05) and field (Nagy et
al., 2002) studies. ANNSs are also beginning tofygiad to the study of sandbar
dynamics (Kingston et al., 2000) and beach prefielution (Tsai et al., 2000).
These studies have all treated ANNs as a blackidimising primarily on its
predictive capability with little emphasis on inastng understanding of the
driving physical processes. In few cases, ANNSs lese been successfully used
to explore the role of nonlinearities of a systewluding time-lag and scale
effects (Pape et al., 2007). Finally, ANNs have &#lsen applied in the field of
geophysics and oceanography (Krasnopolsky, 200d¢velop hybrid models
that combine ANNSs and partial differential equasidirased on first principles
(e.g. mass and momentum conservation). Overappears that ANNs are
becoming more and more common tools in geophyaitdloceanographic studies

but clearly they are still not used to fulfill thevhole potential.

In this contribution we use field observationsrirt ANNs and show that, for the

present dataset, ANNs can provide better predistafralongshore suspended
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sediment transport rate than the commonly usecbfll981) formula. We also
“open and lighten” the black-box to show that ANdds be used to analyze the
physical processes associated with suspended sadiraesport. This approach is
valuable because the usefulness of ANNs beyond phadlictive power has often
been the subject of discussion (McCann, 1992; Gardnd Dorling, 1998) and
also because it demonstrates that using an ANNbapprcan result in the

development of generalized models of suspendednseditransport.

A.2 Methods

A.2.1 Field Measurements

A field experiment was conducted at Egmond aan(#eeNetherlands), a sandy
(median size equal to 0.3 mm) beach characterinadgithe field experiment by
one intertidal and two subtidal sandbars. Fouotigowere deployed shoreward of
the intertidal sandbar and each tripod includedlanotromagnetic flow velocity
meter (EMF), a pressure sensor, and three optazdeatter (OBS) sensors.
While tripods were submerged, timeseries were tEmbrcontinuously and
subsequently split in 15 minutes bursts. Sampliaguency for all instruments
was 2Hz. A detailed description of the field expent including collection and
analysis techniques of hydrodynamic and suspeneldichent data has been

presented previously (van Maanen et al., 2009).

Data from the pressure sensors were used to aipatiral wave heighino, peak
periodT,, and water depth. Timeseries collected using the EMF were used to
derive the burst- and depth-averaged alongshooeigV (for details see van
Maanen et al., 2009). With respect to the susperdduinent concentrations,
OBSs were calibrated using sand collected at #ié §ite and data were used to
construct the vertical profiles of suspended sediraencentration (for details see
van Maanen et al., 2009). Finally, the depth-iraéept suspended load was
derived by integrating over the water depth, farheburst, the product between
velocity and suspended sediment concentrationlpsofi he data used throughout
this study are shown in Fig. A.1.
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Figure A.1. Tripod observations: (A) Depth-integ@a@suspended sediment
transport (a log-scale is employed), (B) water deff€) significant wave height,
(D) peak wave period, (E) alongshore velocity. Vedical dashed lines separate
data obtained from different tripods (tripods wereasuring simultaneously, but
each dataset is characterized by a different lebgtiause of the different time
that each tripod was submerged). The vertical dile$ at observation 1522
indicate the difference between the “training”gti66% of the data) and the

“testing” (last 33% of the data) datasets.

A.2.2 Artificial Neural Network Background and Aitelcture

Over the last few decades, development and conisiumprovement of ANNs
have resulted in a powerful predictive tool. A nmmagdvancement was achieved
by Werbos (1974) who expanded the applicabilibtANNS to nonlinear systems
and this development formed the basis of many AN®&i today. An ANN
consists of input, hidden, and output nodes armmngéayers (Fig. A.2). The

input layer is usually “non-neural” in the sensattit only serves to feed the input

data to the network. Each input is connected toraber of neurons, which
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altogether constitute the hidden layer. Here, miation from input variables is
condensed after performing operations of the type

h, = f [ﬁaj +ivv,xiJ (A.3)

wherex is thei" input variableh; represents the response of fA@euronin the
hidden layerf is the activation function (a sigmoid has beerdukeoughout this
study similar for example to Rumelhart et al., 1986 is the connection weight
betweerx; andh;, & is the bias for th§" hidden neuron, and there ar@put
variables. A further combination of hidden nodebijch is achieved by means of
a new activation function (again a sigmoid) and mewnection weights and
biases, results in the output layer (in this stiyoutput layer corresponds to one

single value, the depth-integrated suspended sedlilvad).

ImputLayer Chatprat Layer
(Predictors) Hidden Layer (Prediction)

Figure A.2. An idealized feed-forward ANN characted byn input nodes (the
predictors or independent variablas)hidden nodes and one output node (the

prediction or dependent variable).

The biases and connection weights of the ANN aatuated through an
optimization process that starts by splitting thédet into two parts: the training
dataset and the validation dataset. Training datased by the ANN to learn how
the system behaves, a process which ultimatelytsasuthe specification of
biases and weights. Validation data are used &saghe performance of the
ANN in making predictions. We used 66% (correspogdo 1522 observations)

100



of the dataset to train the ANN, and the remaiag (784 observations) for
validation. For this study, we used the most commype of feed-forward ANN
that consists of one hidden layer with trainingfpened using the Levenberg-
Marquardt backpropagation algorithm (other backagapion algorithms have
been tried but none of them resulted in a stasijyicignificant improvement).
Training algorithms, especially for the backprogamacase (Kolen and Pollack,
1990), can be extremely sensitive to the initidliga assigned to biases and
weights. In trying to determine the biases and sigesulting in the global
minimum of the difference between observations AR predictions, local
minima may be encountered (whose presence deperttie mitial values
assigned to biases and weights) which halt theropaition process. There is no
clear solution to this problem, which is why mostheors prefer to train ANNs
using different random seeds to generate initiaglate and then analyze the best
ANN (Faraway and Chatfield, 1998). For this study adopted this approach and
generated 10,000 ANNs with different initial randepeds. Results presented in
this contribution refer to the ANN that displayée towest error herein defined

as the root-mean-square deviation (Bayram et@D]l2van Maanen et al., 2009):

. > (l09(d,r) ~109(as)) (A4)
N -1

where the subscrip® andF respectively refer to the values predicted by the
ANN (the same parameter is used to evaluate thdrgss of fit of the Bailard
(1981) formula) and the values measured in the.figlso, to avoid overfitting of
the training dataset, we have used a typical eddgping technique such that if
the performance of the training parameters (weightsbiases) on the validation
dataset does not improve, the optimization proiseswpped and no new weights

and biases are generated.

In this study, we have considered ANNs with thepest structure: a number of
hidden nodes ranging from 2 to 8 and only one mddger. Faraway and
Chatfield (1998) showed that increasing the nunatb@odes can sometimes
cause ANN performance to decay (overtraining). likedihood of overtraining is
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obviously related to the ratio between the numbbére@ parameters in the model
(biases and weights) and the number of trainingoéesnAs each dataset has
different characteristics, no clear guideline ex@t how many samples are
needed to avoid overtraining. The general ruleidqvako for multiple linear
regression) is that the number of training sam@&&2 in the present study)
should be at least 10 times the number of freenpaters (Burnham and
Anderson, 2002), so that the present training eéatsould not be prone to

overtraining issues.

The sigmoid activation function, defined as:

1

f(x)=
) 1+e™”

(A.5)

requires transforming the dependent variable (tlediption target or output) in
both the training and validation datasets intolaezanside the range [0 1] (the
sigmoid function contracts any input inside thisga). Variable transformation

has been achieved by:

* — Yk ~ mln(y)
Yo = max(y) — min(y) (A.6)

wherey* is the transform ofi which, in turn, is th&" observation of the
dependent variablg min(y) and maxy) are the minimum and maximum values
of y, respectively. When evaluating the error assodiatiéh the ANN predictions,
the dependent variable is transformed back intgiral values. Input variables
vary over different ranges and need to be standeddb facilitate post-processing
of the ANN and analysis of variable importance.l&wing Dimopoulos et al.
(1999), this is achieved by:

Xk* = (Xk - Xmean)/o-x (A7)

wherexg* is the standardized value of independent varigbbhich, in turn, is

thek™ observation of independent variaBlexycanand gy are the mean and
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standard deviation of, respectively. Subsequently, the standardizedegabd the
input variables are also normalized according to(Bd).

A.2.3 Opening and Lightening the “black box”

Despite the presence of studies showing how ANMseaused to increase
understanding of physical processes (e.g. Pade 2087), ANNs are often
considered to be “black boxes” with little, if arygpacity to provide insight on
the dataset from which they have been construttedever, for more than a
decade technigues have been suggested that altailedeanalysis of connection
weights and estimation of the role of each inpuialde (Vaughn, 1996; Benitez,
1997; Dimopoulos et al., 1999; Olden, 2000; Olded dackson, 2002). Recently,
some of the techniques available have also beaewed (Gevrey et al., 2003;
Olden et al., 2004) and the partial derivativedXPaethod has been shown to
have the best explanatory power. The PaD approastowginally proposed by
Dimopoulos et al. (1995) and recently extended byréy et al. (2006).
Assuming the use of a sigmoid activation functiondll connections between
nodes (as in the present study) and consideriregvaonk constituted by input
variables, one single hidden layer witthodes and one output, the sensitivity of
the ANN output to the input variableis evaluated through the sum of the
squared partial derivativeésSD(Dimopoulos et al., 1995):

SSp= idg (A.8)

where the indexrefers to the input variable, the indexefers to theN available
observations of the testing dataset. Assumirtgdden nodes, the derivative of

output node&k with respect to input variabldas evaluated as:

dy = sKZm“ij -1 0w A9

wherew; is the weight connecting thi8 input node and th#" hidden nodew is
the weight connecting the output and fRéidden nodeS is the derivative of the

output node with respect to its input, dpds the response of thi®8 hidden node
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for thek™ input (for more details see Dimopoulos et al.,3)9®nceSSDH has
been calculated for each input variable, one campawe values and establish
which variable is relatively the most importantellarger the value @SD, the

more influence input variabbe has on the output.

Using a similar approach, the importance of pasengombinations of input

variables has also been evaluated (Gevrey et(46)2

Ayip = ZWu ol ]k( )ZWZ] W, | Jk( )

(A.10)
+ zwllWZJWJOI i (1 l k)(l_ZI jk)

j=1

where all symbols have been previously indicateattdpoms, which is the
second derivative of the output node with respedistinput. As for the case of
individual variables, the relative contributionpirs of variables to the ANN

explicatory power can be evaluated as:

SSD, = de (A.11)

A.3 Results

For the present study we decided to compare ttéiqbinee capability of ANNs
and the Bailard model since van Maanen et al. (Rfiithd that the Bailard
model outperformed another commonly used alongdinansport model (van
Rijn, 1984) when the entire dataset was being ewatl Also, the Bailard
formula allows for an easy calibration procedure Mitially evaluated the
performance of the Bailard model on the testingsktt (Fig. A.3) which was not
satisfactory given the large scatter of the daththa overall underprediction of
depth-integrated suspended sediment transgpetl.63). The Bailard formula
(Egs. A.1 and A.2) involves two coefficients, thragl coefficient and the
efficiency factor, whose values are difficult tdadish unequivocally. In this
study we used 0.003 and 0.02, respectively, folgwian Maanen et al. (2009).
We then decided, consistently with the ANN appro#cltalibrate the Bailard
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formula on the training dataset and then applyctigration coefficient to the
testing dataset. Best agreement between measuearghpredictions was
obtained after multiplying the uncalibrated Bailgredictions by a factor of
35.47. This factor is extremely large especiallgaaese it can only be attributed to
the drag coefficient or the efficiency factor. Odawsly, measurement errors and
the assumptions made during the computation ofmb@sured sediment transport
could also have contributed to the large differdoesveen observations and
predictions (see van Maanen et al., 2009 for metaild). Nevertheless, the
calibrated predictions are shown in Figure A.4 trelassociated root-mean-

square deviatiorgms, USing the testing dataset is equal to 0.66.
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Figure A.3. Comparison of measured and predictemh@uthe Bailard formula)
values of depth-integrated suspended sedimenipiwang he solid line indicates
equality and the dashed lines indicate a factafférdnce between the predicted

and observed values.
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Figure A.4. Comparison of measured and predicteth§ua calibrated version of
the Bailard formula) values of depth-integratedosunsled sediment transport. The
solid line indicates equality and the dashed lindgcate a factor 5 difference

between the predicted and observed values.

Figure A.5 shows typical ANN predictions when usthg 4 available input
variables (water depth, wave height and periodygdhore velocity) and 4 nodes
in the hidden layer. There is a clear improvemegt as decreased to 0.43)
compared to the calibrated Bailard predictions.diteghe improvement, the
ANN struggles to predict the highest and lowestsuead values. This problem is
likely to arise from different effects. The low uak of depth-integrated
suspended sediment flux are so low that measuremaght be close to the
limits resulting from intrinsic instrument accurady fact, although the
performance of the Bailard model also decreasel®yorvalues of measured
suspended sediment transport, the real problemtrsigiply be the relatively
small number of measurements available belowKdgim/s. Had the dataset
included many more of these low measured valueth @i instrument-accuracy
problem), the ANN could have learnt about the insgent-accuracy problem and
resulted in good (in the sense that they are ¢lm#ge measured values)

predictions. Overall, it is worth noticing that tleev asymptotic limit for the
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ANN (107) is at least one order of magnitude higher tharlatvest sediment flux
measured and predicted according to Bailard (sgefl). The highest values
are not particularly well-predicted by the ANN amd suspect this effect is again
related to predicting the tails of the distributiointhe available measurements.
Only a small number of large values of suspenddarsmt flux are present in the
overall dataset with no more than 53 values o@386 measurements that exceed
1 kg/m/s. This affects the training of the ANN &hde,sevaluated over these
high values of measured sediment transport amao@t$1. This reflects a
problem of ANNs (and data-driven models in genesdiich are difficult to train
for extreme conditions while producing an accupatsliction of extreme values
is of specific interest to coastal engineers amehsists. In general, similar
predictive results have been obtained when chartgmgumber of nodes in the
hidden layer (changing the number of hidden nodes £ to 6 corresponded to

changes irgms from 0.49 to 0.51, the minimum value being 0.434modes).
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Figure A.5. Comparison of measured and predictéuegeof depth-integrated

1]

suspended sediment transport. Predictions haverhada using an ANN with 4
inputs {H, h, Tp, V) and 4 nodes in 1 hidden layer. The solid linedatés equality
and the dashed lines indicate a factor 5 differdrateveen the predicted and

observed values.
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Figure A.6. Comparison of measured and predictéebegeof depth-integrated

suspended sediment transport. Predictions haverbada using an ANN with 3
inputs and 3 nodes in 1 hidden layer. Inputs ajé1, Amo, V; B) T, Hmo, V; C)
Tp, h, V; D) h, Hino, Tp. The solid line indicates equality and the dadivess

indicate a factor 5 difference between the predieted observed values.

ANN results tend to be sensitive to correlationthminput variables. Some of the
four variables are certainly characterized by stawuel of correlation. Correlation
effects are likely to become particularly evidesiaaresult of specific conditions
encountered in the field (e.g. for saturated waneaking conditions, wave height
and water depth become strongly correlated). Tiathessensitivity to the choice
of available input variables, we have built (foliogy the same methodology
described for the case with 4 input variables) ANNaracterized by only 3
inputs and 3 hidden nodes (Fig. A.6). When oneadei betweel o, h, andT,

is dropped out of the ANN, there is an improvenierihe overall prediction skill
of the ANN. Although results do not allow to digiinsh which input variable
(betweerHno, h, andT)) is the most relevant, it is evident (see Fig.d).#hat the
alongshore component of the velocity plays a majtar in the prediction of
suspended sediment fluxes. Removing the alongsioon@onent of the velocity
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from the input variables causes a strong decdydrptediction power of the
ANN. The lowest error (defined using Eq. A.4) waseoned using/, h andT, as
input variables. For the 3 best-performing mode¢sented in Fig. A.6 we have
analyzed the importance of individual variables ahtheir interactions using the
PaD approach (see previous section). Analysiseottimtribution of single
variables (Table A.1) shows that, for all modelasidered, the alongshore
component of the velocity is the input variablehitite largest explanatory power.
For each of the models presented in Table A.1 we han 10,000 additional
ANNSs with different initial weights. We have thenadyzed the weights of the
ANNSs with a predictive skill similar to the one thfe best performing ANN
(difference from the&,s shown in Fig. A.6 was below 10%) and, apart from
negligible differences in the contribution of ea@riable, results confirm the
findings reported in Table A.1. Analysis of the trdyution of combinations of
variables (Table A.2) is less straightforward Hilt grovides evidence that, for all
models, the mechanism(s) leading to improved ptiedis of depth-integrated
sediment fluxes are related to the presence ofcagshore current and its
interaction with the other variables. Probably heseaof cross-correlation
between some of the input variables, other ANN#$ wiinilar predictive skill can
result in contributions that differ from those prated in Table A.2. For example,
with respect to Model 2 the explanatory power daft betweenTp-V andHmeV

without any significant effect on the predictionlisk

Table A.1. Percentage of the contribution of singleables for the 3 best-
performing models presented in Fig. A.6

Vv Humo h T
Model 1: V-h-T,  97.3 0.4 2.3
Model 2: V-Hne-T, 89.4 7.2 3.4
Model 3: V-Hnch  90.1 8.8 1.1

Table A.2. Percentage of the contribution of corabons of variables for the 3

best-performing models presented in Fig. A.6

h-Tp, h-V Tp-V Hne-Tp HmeV h- Hme
Model 1: V-h-T, 0.4 13.3 86.3
Model 2: V-Hyne-Tp 31.9 14 66.7
Model 3: V-Hne-h 18.5 80.2 1.3
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Figure A.7. Sensitivity of the best-performing ANNg. A.6¢. Input variables are
V, handT,) to changes in the input variables. Colour-baresents depth-
integrated suspended sediment transport (kg/me)céthe top subplots have a
different colour-scale. In (A) and (BY,is equal to 0.17 (the mean value in the
observations) and 0.7 m/s respectively. InTEs equal to 4.3 s (mean value)
and in (D)his 0.94 m (mean value). White dots represent elasiens whose

value of the fixed variable is within + 1 standael/iation from the fixed value.

A.4 Discussion and Conclusions

A typical criticism of an ANN predictor (or any @hdata-driven predictor) is
that its validity is limited and intrinsically lirdd to the distribution of the input
variables in the training dataset. To analyze dbissitivity and the “universality”
of the ANN, we reconstructed the predictor usirg lfases and weights of the
best performing ANN (Model 1 in Table A.1, see af$g. A.6¢) and then
examined the response to changes in the input wonsli Figure A.7 shows that
the response of the reconstructed ANN is extremehfinear and that extending
the predictions far beyond the values consideretdriraining dataset can lead to
unphysical results. For example, looking at FigiadwhereV is kept constant at

0.17 m/s (the observed mean value), it is easyticenthat an increase in depth-
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integrated suspended sediment transport occummdaasing values of, up to 6
seconds. The increase is smaller for larger dejtinde these aspects of the
predictor are physically sound, larger increaséeg ilead to a sharp decrease in
sediment transport. This behaviour is clearly ugptat and, as shown by the
white dots in Fig. A.7a, is driven by the extremityited number of observations
available for these combinations\gfh andT,. It is also worth noticing that for
these combinations &f, h andT, only small values of sediment transport are
observed (see colour-bar of Fig. A.7a and compatke other subplots). If the
fixed value ofV is set to 0.7 m/s (Fig. A.7b), the response ofAN& to changes
in h andT, is physically sound as no reduction in sedimearidport is predicted
for large values of .. Figure A.7c and A.7d show a physically corresprnse of
the ANN when respectively, andh are kept constant at their mean values
(similar results are obtained for larger or smali@ues of the fixed input
variable). An increase in corresponds to a small decrease in sediment wansp
(Fig. A.7c) and the opposite occurs for an increadg (Fig. A.7d). The large
gradient in sediment transport with respec¥ indicates again the dominance of

the alongshore velocity on ANN outcome.

A key requirement for any data-driven model, basisimple as a linear
regression or as complicated as an artificial nengavork, is that it is capable of
providing predictions that can explain the obsenvadability and that are
physically meaningful. Because of the large nundfdéree parameters, ANNs can
create highly nonlinear functions which relate ipeledent and dependent
variables. This capability explains why ANNs canpauform both theoretical
approaches (e.g. the Bailard model) and simple-diatan predictors (e.g. linear
or multiple regressions). However, because of tmeplex structure of an ANN,
it is difficult to disentangle the interactions Wween the input variables. As a
result, despite their undeniable predictive powéNs have failed to provide
insight with respect to the physical processesmygithe predictions. In this
contribution we use an already established teclenigwpen up and lighten the
ANN black box. This allows dissecting the interans leading to predictions of
sediment transport that are a large improvemengt @&6) compared to a
physically based predictor (Figs. A.3 and A.4). Tise of the PaD technique

allows ranking the role of each individual variablable A.1) and also of
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combinations of variables (Table A.2). Physicatlyy results are not unexpected,
in the sense that, because of cross-correlati@ctsffone variable betweet,

T, andh can be dropped without losing predictive skillés@ as shown by the
analysis of the relative importance of variableg, dominant input variable is the
alongshore component of the velocity with a mirade played by resuspension
mechanisms related to wave processes. The smatilmdion to the explanatory
power of wave related input variables is likelyo®related to the conditions
encountered in the field during the collectiontustdataset. A limitation of the
present study is that it utilizes data collectedreg beach site. For example, the
ANN predictor does not include a grain size depangevhich is clearly not
physically correct. Moreover, the dataset used bro®mpasses only a small
range of wave conditions. Adding datasets of meabksediment transport that
cover a wide range of wave, sediment, and beactiittams during the
development of the ANN and extensive validationl@dpultimately, result in a

more universal predictor.

Overall, the results presented in this paper sugbgasusing an ANN approach
can result in the development of a powerful prextiand show that ANNs can be
analyzed. However, users of ANNs should always bearind that when the
input variables, or their combination, are diffdrerom the parameter space over
which the ANN has been developed, predictions @ariphysical and so
meaningless. On the other hand, the same ANN datardapproach used in this
study could be extended and applied to other d@tasaeasing the parameter

space over which predictions are valid and so @reglity of the predictor.
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